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Description

TECHNICAL FIELD

[0001] The present disclosure relates to the protection
of electronic devices from loss or theft, and in particular
to systems and methods for monitoring such devices and
being able to contact them frequently and on short notice.

BACKGROUND

[0002] Personal electronic computing or communica-
tions devices are often lost or stolen. Since proprietary
information is routinely stored on such devices, the need
to protect such proprietary or sensitive data and to re-
cover such devices is self-evident.
[0003] Laptops, and increasingly other electronic de-
vices such as cell phones, PDAs, smart phones (e.g.
Blackberry™, iPhone™), memory sticks, personal media
devices (e.g. iPod™), gaming devices, tablet computers,
electronic books and personal computers, are often re-
motely tracked so that they can be recovered in the event
of theft. Such tracking may be effected by sending loca-
tion information to a remote storage site, an email server
or a personal mobile electronic device.
[0004] During communications with a tracked device,
commands may be sent for data deletion, encryption,
encryption key deletion, updating software, retrieving da-
ta, retrieving screen shots, retrieving camera shots, etc.
[0005] Tracking traditionally occurs intermittently, to
avoid excessive bandwidth usage and to minimize the
risk of being noticed by a thief. When a device is stolen
between two such tracking communications, the owner
or user of the device has to wait until the following tracking
communication in order to trigger a security action, such
as data delete, on the device.
[0006] US 2011/0076986 describes theft deterrent
techniques for mobile devices. A security services mod-
ule within a mobile device may communicate over wire-
less communications with a security server. The security
server may be implemented as part of infrastructure
equipment provided by a given network service provider,
such as a GSM cellular radiotelephone network. The se-
curity services module implements a rendezvous tech-
nique with the security server e.g. by sending periodic
signals or messages to determine a security status for
the mobile device.
[0007] US 6 038 223 describes an access scheme for
digital radio network including a base station and mobile
stations operating within the network. A random access
channel (ACH) is provided for control signaling and short
data messages between the network and the mobile sta-
tions. One or more polling data channels (PDCHs) are
provided for larger quantities of data to be sent between
the mobile stations and the network. A mobile station
seeking access to send data packets contacts the net-
work over the ACH channel, registers for packet access
and is assigned a unique flag pattern. The network then

sequentially provides to various registered mobiles ac-
cess to a PDCH channel by sending its flag pattern in a
message over the downlink PDCH. When each mobile
recognizes its own unique flag pattern it knows that it is
then allowed to send a discrete number of packet bursts
to the network over the uplink PDCH before access to
the PDCH is given to another registered mobile station.
This procedure provides shared access to the PDCH
channel to each of the mobiles in the network and pre-
vents collisions between the packets of different mobile
stations.

SUMMARY

[0008] An electronic device monitoring system uses
two different types of servers to communicate with elec-
tronic devices of users. One type of server, which may
be a rapid contact server, is optimized or configured for
relatively short and frequent communications with the
electronic devices. The other type of server is optimized
or configured for less frequent but (typically) longer com-
munications with the electronic devices. In some embod-
iments, the electronic devices are configured to commu-
nicate relatively frequently (e.g., every few minutes) with
the rapid contact server. When an electronic device is
reported as lost or stolen, the rapid contact server may
instruct the electronic device to contact the other type of
server to obtain security-related instructions. By optimiz-
ing the two servers differently, an electronic device may
be said to be configured to communicate with each ac-
cording to different protocols, where each protocol is op-
timized to the specific server.
[0009] This summary is not an extensive overview in-
tended to delineate the scope of the subject matter that
is described and claimed herein. The summary presents
aspects of the subject matter in a simplified form to pro-
vide a basic understanding thereof, as a prelude to the
detailed description that is presented below. Neither this
summary, the drawings or the following detailed descrip-
tion purport to define or limit the invention; the invention
is defined only by the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] For a fuller understanding of the nature and ad-
vantages of the disclosed subject matter, as well as the
preferred mode of use thereof, reference should be made
to the following detailed description, read in conjunction
with the accompanying drawings. In the drawings, like
reference numerals designate like or similar steps or
parts.

FIG. 1 is a basic block diagram of a rapid contact
system in accordance with embodiments of the dis-
closed subject matter.
FIG. 2 is a schematic diagram of a rapid contact
packet sent by a device to a rapid contact server.
FIG. 3 is a schematic diagram of a regular packet
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transmitted between a device and a main server.
FIG. 4 is a flowchart of a process performed by a
device in a rapid contact system in accordance with
embodiments of the disclosed subject matter.
FIG. 5 is a flowchart of a process performed by a
rapid contact server.
FIG. 6 is a flowchart for transmitting an authentica-
tion token from a rapid contact server to a device.
FIG. 7 is a sequence diagram for enabling rapid call-
ing on a device.
FIG. 8 is a sequence diagram for when there are no
pending actions for a device. FIG. 9 is a sequence
diagram showing rapid and regular calls.
FIG. 10 is a sequence diagram for updating a rapid
calling setting.
FIG. 11 is a sequence diagram for forcing an agent
call to a main server.
FIG. 12 is a sequence diagram for invoking security
actions.
FIG. 13 is a basic block diagram of an alternate em-
bodiment of a rapid contact system, with a consoli-
dation service.
FIG. 14 is a sequence diagram for device configu-
ration.
FIG. 15 is a sequence diagram for a device param-
eter update.
FIG. 16 is a sequence diagram for start up of a rapid
contact server.
FIG. 17 is a sequence diagram for polling for awaiting
device parameter updates or for forced calls.
FIG. 18 is a sequence diagram for a rapid call, in the
absence of pending parameter updates or a forced
call instruction.
FIG. 19 is a sequence diagram for a rapid call when
there is a pending parameter update or forced call.
FIG. 20 is a basic block diagram of an alternate em-
bodiment of a rapid contact system, with multiple
consolidation servers.

DETAILED DESCRIPTION OF SPECIFIC EMBODI-
MENTS

A. Terminology

[0011] Agent. As used herein, an agent is a software,
hardware or firmware agent that is ideally persistent and
stealthy. Typically, the agent includes or consists of ex-
ecutable instructions that reside in processor readable
memory in a computer or other electronic device. The
agent typically provides servicing functions which require
communication with a remote server. Preferably, the
agent is tamper resistant and can be enabled for sup-
porting and/or providing various services such as data
delete, firewall protection, data encryption, location track-
ing, message notification, software deployment and up-
dates.
[0012] An illustrative embodiment of an agent is found
in the commercially available product Computrace

Agent™. The technology underlying the Computrace
Agent™ has been disclosed and patented in the U.S.
and other countries, which patents have been commonly
assigned to Absolute Software Corporation. See, for ex-
ample, U.S. Pat. Nos. 5,715,174; 5,764,892; 5,802,280;
6,244,758; 6,269,392; 6,300,863; 6,507,914; 7,818,803;
7,945,709 and related foreign patents. Details of the per-
sistent function of an agent are disclosed in U.S. Patent
Application Publications Nos. US2005/0216757 and
US2006/0272020. It is feasible to use an equivalent
agent to the Computrace Agent™, or less preferably an
alternative agent with less functionality could be used.
For the purposes of the present disclosure, the minimum
functional attribute of the agent is to facilitate communi-
cations between the electronic device and a monitoring
center or other remote computer or server. Communica-
tions are generally initiated by the agent.
[0013] Device. This is an electronic device to be pro-
tected. Examples of a device include a laptop, cell phone,
personal digital assistant, smart phone, memory stick,
personal media device, gaming device, personal com-
puter, tablet computer, electronic book and netbook. The
agent resides in the device, which may also be referred
to as a host for the agent. A device may also be referred
to as a client.
[0014] Electronic Serial Number (ESN). A unique
number that identifies a device or an agent within the
device. An ESN may be stored in memory and/or in a
register in the device.
[0015] Token, Public Token or Authentication Token.
This is an encrypted ESN, and it may be protected by a
hash.
[0016] Rapid Contact Server (RCS). A computer or
computer system that a large number of remote devices
contact frequently and briefly to receive awaiting com-
mands, if any, without significant delay. An RCS may be
part of a monitoring center, and may be known as a Fast
Contact server or FC server. Typically, the RCS has a
small pool of processing threads, none of which are ded-
icated to a communication session.
[0017] Main Server. A guardian server or other com-
puter or computer system that remote devices commu-
nicate less frequently and longer with (compared to an
RCS) in order to receive awaiting commands, if any. For
example, provided an internet connection is available to
the device, an agent may call the main server once a day
(or at some other selected suitable interval) to report the
location of the device, download software upgrades if
there are any, and repair any security modules that are
or should be installed on the device. The interval between
calls may be modified (e.g. reduced) if a device moves
into a high risk area from a low risk area, or if the device
is lost or stolen. Communication to the main server may
be, for example, via the internet (wired or wireless), via
a wired or wireless telephone network, via cable or via
satellite. The main server may receive notifications from
owners of electronic devices that they have been lost or
stolen, and as a result, the main server may transmit a
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message to the lost or stolen electronic device that initi-
ates some kind of security action. The action may be to
lock the device, to sound an alarm, to delete data and/or
to provide location information, for example. The action
may be to provide a list of files on the device, retrieve
files from the device, invoke processor based anti-theft
features, encrypt data on the device, or delete an encryp-
tion key, etc. In general, the protected devices initiate
calls to the main server.
[0018] Monitoring Center. This is a system which, in a
preferred embodiment, includes an RCS and a main
server. It may include an email server or it may be a group
or distribution of servers or other computers. In the em-
bodiments disclosed herein, the agent sends device
identification and location information to remote electron-
ic storage located in, or accessible by, the monitoring
center, and/or any other data desired to be transferred.
The functions of a monitoring center may be incorporated
into or associated with an electronic social network serv-
er. The monitoring center may receive notifications from
owners of electronic devices that they have been lost or
stolen. In general the protected devices initiate calls to
the monitoring center, but the monitoring center may also
be configured to initiate calls to the protected devices,
for example via SMS, if the devices are so equipped.
[0019] Rapid Call. A communication between a device
and the RCS, which may be a one-way communication
from the device to the RCS. A rapid call may or may not
result in a response from the RCS. It may result in a rapid
contact session, which is a short session between the
device and the RCS. A rapid call may also be referred to
as a Fast Call, or FC.
[0020] Rapid Contact Session, or Short Session. This
is a short communication session that is established be-
tween a device and a rapid contact server and is typically
only a few packets long, such as up to, or having a max-
imum of, four or five packets.
[0021] Regular Call. A communication between a de-
vice and the main server, during which generally larger
amounts of information are exchanged.
[0022] Scheduled Regular Call. A regular call that oc-
curs at a scheduled time.
[0023] Immediate Regular Call, or Forced Call. A reg-
ular call that is requested during a communication with
the RCS and occurs at a time other than the time for a
scheduled regular call.
[0024] The following detailed descriptions are present-
ed largely in terms of methods or processes, symbolic
representations of operations, functionalities and fea-
tures of the invention. These method descriptions and
representations are the means used by those skilled in
the art to most effectively convey the substance of their
work to others skilled in the art. A software implemented
method or process is here, and generally, conceived to
be a self-consistent sequence of steps leading to a de-
sired result. These steps involve physical manipulations
of physical quantities. Often, but not necessarily, these
quantities take the form of electrical or magnetic signals

capable of being stored, transferred, combined, com-
pared, and otherwise manipulated. It will be further ap-
preciated that the line between hardware, software and
firmware is not always sharp, it being understood by
those skilled in the art that software implemented proc-
esses may be embodied in hardware, firmware, or soft-
ware, in the form of coded instructions such as in microc-
ode and/or in stored programming instructions. In gen-
eral, unless otherwise indicated, singular elements may
be in the plural and vice versa with no loss of generality.
The use of the masculine can refer to masculine, feminine
or both. Drawings are not to scale.
[0025] In many parts of the detailed description, the
subject matter has been explained in relation to stolen
devices, but it would of course be evident to those of skill
in the art that it applies equally as well to devices that are
lost.

B. Exemplary Embodiment

[0026] A symbolic block diagram of a preferred em-
bodiment of the rapid contact system 10 is shown in FIG.
1. The system 10 is intended to protect electronic devices
such as devices 12 by providing an efficient means for
promptly contacting them and controlling them remotely.
In practice, there may be up to several million or more
such devices 12 in the system. The devices 12 are con-
nected by a network 18 to an RCS 30 and a main server
52. The network 18 may be the Internet, or include the
Internet, or it may be, or include, a telecommunications
network. Connections between the devices 12 and the
network 18 may be wired or wireless, and the devices
may be connected continually or intermittently to the net-
work.
[0027] An agent 14 in each electronic device 12 causes
the devices to call in regularly, or approximately so, to
the RCS 30. The RCS 30 comprises a processor 32,
which may contain one or more processing cores 34,
connected to a database 35, and memory 36, and con-
figured to process computer readable instructions in a
fixed, relatively small pool 40 of threads 42. In this ex-
ample there are twice the number of threads as there are
processor cores. In a system with a 24-core processor,
for example, there may be 48 threads in the thread pool
40. In other embodiments, other ratios are possible. Calls
may be made about every 30 minutes, for example, or
on any other appropriate time cycle. A call in some em-
bodiments consists of the sending of a single, small pack-
et 20 containing the device’s electronic serial number
(ESN) 16 to input/output completion port 24 of the RCS
30. The ESN 16 may be included in the small packet 20
in an encrypted form, such as in token 17. The single
packets of data sent to the RCS 30 each contain typically
a total of 10-100 bytes. The small packet 20 becomes a
task 44 that is to be processed by each thread 42.
[0028] When a task 44 is processed by the RCS 30 in
a thread 42, any remaining headers and checksums etc.
are stripped from the small packet 20 and the HTTP com-
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mand is interpreted by the processor 32 to reveal the
ESN 16 of the device 12 that sent the packet, which may
involve decrypting the token 17 if the ESN 16 was sent
encrypted in it. The processor 32 then takes an action,
or not, depending on the ESN 16 that has been revealed.
The ESNs and corresponding awaiting actions may be
stored in the database 35. Such an action, for example,
may be to request the setting up of a session, in which
case it will be a short session. In such a rapid contact
session, in which about 700 bytes or less of data may be
exchanged, the RCS 30 may send an instruction to the
device 12 to call the main server 52, which is set up for
relatively lengthy communications with the devices. The
agent may use different respective communication pro-
tocols to communicate with the RCS 30 versus the main
server 52. For example, the protocol used for RCS com-
munications may be optimized (e.g., through reduced
handshaking and smaller message sizes) for relatively
short, frequent communications relative to the protocol
used for communication with the main server.
[0029] For example, a device 12 may be flagged in the
system 10 as being stolen. The owner of the device 12
may do this using computer 61 or another electronic de-
vice to access the main server 52 to input the status of
the device 12 as stolen. Such a device status is stored
in a database 55 in, or accessible by, the main server 52
and in the database 35 accessible by the RCS 30. In this
case the device, when calling the RCS 30, will be instruct-
ed to call the main server 52, which will then instruct the
device to provide its location to the main server, to call
the main server more frequently, or to enter a frozen
state. As another example, a rapid contact session may
be used to send updated parameters from the RCS 30
to the device 12, such as an updated rapid call interval.
Alternately, the device 12 may be flagged in the system
10 to be sent a message, which may be sent during a
call with the main server 52. If the device 12 has not been
flagged as stolen, and not flagged for anything else that
would require a regular call, the RCS 30 may not send
any response to the device, as it would be unnecessary
and would waste network bandwidth. However, the sys-
tem 10 may alternately be configured for the RCS 30 to
send an HTTP Status 200 (i.e. message received OK)
response to the device, or other suitable acknowledg-
ment. Still alternately, if there is no action awaiting for
the device 12, the RCS 30 may send a disconnect mes-
sage back to the device, or simply disconnect.
[0030] Rapid contact sessions between the device 12
and the RCS 30 may also be used for setting a new au-
thorization token, where the device or agent 14 in the
device does not already have one, has an invalid one, or
should have one replaced due to the contents of a secu-
rity policy. The rapid contact session may also be used
for setting the time for the next scheduled regular call to
the main server 52. The rapid contact session may be
used for redirecting regular agent calls to a different main
server, such as a main server for specifically managing
data delete operations, or a main server for managing

encryption. If the device 12 has been stolen, the rapid
contact session may redirect the agent to call a different
main server that deals specifically with stolen devices.
The rapid contact sessions may also be used for chang-
ing the time interval between rapid calls, or for redirecting
the rapid calls to another RCS. The rapid contact ses-
sions may also be used for reporting the contents of fields
in the agent 14 or the device 12. In some cases, up to
about 4KB of data may be transferred. Other processes
may also be implemented during a rapid contact session,
the main requirement being that the session is short
enough not to require dedicated processing threads, and
short enough not to significantly disturb the efficient func-
tioning of the RCS 30 in relation to the other devices 12
that make rapid calls to it. Most of the time the devices
12 make calls to the RCS 30 that are not answered, or
for which no action is required.
[0031] The electronic devices 12 may call the main
server 52 upon being commanded to do so by the RCS
30. The devices 12 may also call the main server 52
regularly, approximately regularly, semi-periodically,
semi-randomly or as a result of detecting a trigger, or
according to any programmable scheme desired. The
main server 52 comprises a processor 54, connected to
the database 55 and memory 56, and may be configured
to process computer readable instructions in a relatively
large number of threads 58. The threads 58 preferably
do not form part of a pool. In contrast to the RCS 30,
there is preferably at least one thread 58 dedicated to
each session 60. Calls may be made about every 24.5
hours, for example, or on any other appropriate time cy-
cle. Communications 50 from the devices 12 to the main
server 52 are typically at least 10-10,000 times (i.e. 1-4
orders of magnitude) longer than communications to the
RCS 30. Such a communication session contains typi-
cally between 10-500 packets 51, each up to 1500 bytes
long. The tasks 62 in each session 60 processed by cor-
responding thread 58 are typically large in comparison
to the tasks 44 processed in the RCS 30. In a typical
system, as many as 8000 or more sessions may be main-
tained concurrently in the main server 52, each with at
least one dedicated thread. The number of sessions is
limited by the amount of RAM, or memory 56.
[0032] The database 55 stores tasks, updates and
commands, etc. to be communicated to each device 12.
Whenever an owner or administrator of a device 12 needs
to change the record of the device’s status, force an im-
mediate regular call, or obtain current parameters of the
device, etc., these can all be done using computer 61 or
other appropriate device connected to the network 18. If
data should be deleted from a device 12, or the device
should be frozen, these commands too can be commu-
nicated to the main server 52 via computer 61. Devices
may be grouped and rapid calling may collectively be
requested to be enabled or disabled by an administrator
of such a group of devices, via computer 61, for example.
The main server 52 can transmit information about the
rapid calling status of the device 12 in question to com-
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puter 61. Such information may be whether the device
12 is currently enabled for rapid calling, whether the de-
vice is currently calling or is offline, and the time of the
last rapid call. The main server 52 communicates with
the RCS 30 from time to time so that the database 35 in
the RCS can be updated with actions for the device during
its subsequent rapid call. For example, the RCS’s data-
base 35 can be updated to cause the RCS to instruct the
device 12 to call the main server 52; the device may re-
spond to such an instruction by calling the main server
immediately, or at some other point prior to its next reg-
ularly-scheduled call to the main server.
[0033] A single communication between a device 12
and the main server 52 may result in multiple tasks being
created that can be run in parallel running threads. For
example, two, three or more dedicated threads 58 may
be used as a result of a single communication 50 with
the main server 52.
[0034] The main server 52 is responsible for the main
communications with the devices 12 which may include
messages from the server to command the device to pro-
vide its location to the server, to delete data, to send
identification of some or all of its components, or to take
any kind of security action. The main server 52 may also
transmit upgrades to the devices 12. Since the main serv-
er 52 accepts relatively long communications and per-
forms relatively lengthy tasks, in which the session 60 is
kept alive and its context or state maintained, one or more
dedicated threads are used for each communication ses-
sion. In contrast to this, the RCS 30 keeps no or very
minimal track of state, and so non-dedicated threads can
be used in the RCS. This is also the case, both for the
rapid calls and for the rapid contact sessions which may
be requested by the RCS 30, and subsequent packets
sent by the devices 12 to the RCS in such a rapid contact
session may be processed by any of the threads 42.
[0035] In order for the rapid contact session to have
predetermined states, reading and writing a whole array
of 516 bytes, for example, should be supported, with all
the necessary modifications carried out within the RCS
30. The agent 14 may allow such changing of settings
during secured rapid contact sessions, or the Rtl-
CopyMemory Windows™ API (application programming
interface) can be used in order to write settings into mem-
ory and then copy them to the settings address. The
former approach is faster as it requires just one transac-
tion. In the latter approach, the agent should detect the
address of the RtlCopyMemory routine before the rapid
contact session starts.
[0036] The rapid calls from the devices 12 to the RCS
30 and rapid contact sessions between the two are much
briefer than regular calls to the main server 52, and may
be several orders of magnitude shorter. The purpose of
these rapid calls is to let the RCS 30 know of the online
availability of the devices and provide the rapid contact
system 10 with a means to promptly establish a regular
call between the devices 12 and the main server 52, if
needed. For example, a stolen electronic device may be

flagged as such in the rapid contact system 10, and more
specifically in the RCS 30 and main server 52. When a
device 12 that is stolen calls in to the RCS 30, it will be
instructed by the RCS to immediately call the main server
52 for more extensive instructions, which may include a
data deletion command, a lock command, etc. This
avoids clogging up the RCS 30 with lengthy tasks, while
eliminating the waiting period the device would normally
be subjected to if it were to wait until its next scheduled
time to call the main server 52. The relatively low number
of threads 42 in thread pool 40 is appropriate for dealing
with a relatively large number of small tasks 44 from a
large number of devices 12, for communications for
which state does not need to be maintained, or for which
there are so few predictable values of state that it can be
tracked without needing threads that are dedicated to a
session.
[0037] A thread pool 40 is used in the RCS 30 because
thread creation is not particularly cheap in terms of proc-
essor usage, and having a pool of ready-waiting threads
makes the allocation and processing of incoming tasks
44 more efficient, especially if the number of threads is
optimized. In order to maximize the efficiency of the proc-
essor 32 in the RCS 30, the code for processing the small
packets 20 should ideally be kept to a minimum, and
should be separate from the code in the main server 52
that is used for processing the regular communications.
This allows the RCS 30 to process as many simultaneous
calls as possible, depending on operating system re-
sources and network throughput.
[0038] The communications between the devices 12
and the RCS 30 utilize a completion port 24, which allows
threads to wake up for processing of any I/O operation.
Every session context is kept in a thread-safe dictionary
and becomes active as soon as the corresponding I/O
operation completes. The session context maintains the
current session state, which allows the RCS 30 to con-
tinue with a current session. During the processing of a
current session, all blocking operations, including com-
munications to the database 55, should be avoided or
offloaded to other, specific threads or thread pools in the
RCS 30 in order to ensure that thread 40 used for the
rapid contact session becomes available for another
completed I/O operation as soon as possible.
[0039] The RCS 30 may support both keep-alive and
non-keep-alive sessions and use session IDs to identify
sessions. To control the current session list a special
watchdog thread should perform checks for expired non-
keep-alive sessions once in a while.
[0040] Besides the I/O and rapid contact session
processing threads, the RCS 30 should have a callback
interface available to be called from an external database
(e.g. database 35 if it is embodied in a separate server
from the RCS 30) on a special thread using TCP com-
munications on a specific port. The RCS 30 may also
have support for performance counters, reporting, que-
rying an external database during start-up, logging, etc.
[0041] Referring to FIG. 2, an example of a small pack-
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et 20 sent from a device 12 to the RCS 30 is shown. The
small packet 20 has a header portion 63, which may, for
example, include an Internet Protocol header, a TCP
header and various checksums. Depending on the pro-
tocols used for the transmission, the header portion 63
may be 20 bytes long. Following the header portion 63
there is a data portion that is formed of an HTTP request
64, such as a POST request, and an identification portion
65, which may contain the ESN 16 of a device 12. De-
pending on the specific case, the HTTP request 64 may
be 156 bytes long, for example, and the identification
portion 65 may be 24 bytes long. Overall, the packet 20
may therefore be 200 bytes long. Depending on the con-
figuration selected, the small packet in other embodi-
ments may have different portion lengths and a different
overall length. The main requirement is that the packet
20 is a small packet, particularly when compared to com-
munication packets 51 with the main server 52, and con-
tains minimal information, typically just enough to identify
the device 12 that is calling.
[0042] The identification portion 65 may be a public
token that is generated based on an ESN for the device
12 and stored at the RCS 30. The RCS 30 stores the key
to validate the token and translate it into an ESN.
[0043] For example, the data portion (i.e. HTTP re-
quest 64 and identification portion 65) in small packet 20
may be as follows:

POST / HTTP/1.1..User-Agent: Moxilla/5.0 (compat-
ible; MSIE 8.0;)..
Host: a.fc.namequery.com..Content-Length:
24..Connection: Keep-Alive.. Pragma: no-
cache...1.Δ.Λ©..^EsèªdO¨..mGuö..

[0044] Referring to FIG. 3, an example of a regular
packet 51 sent from a device 12 to the main server 52,
or vice versa, is shown. The regular packet 51 has a
header portion 67, which may, for example, include an
Internet Protocol header, a TCP header and various
checksums. Depending on the protocols used for the
transmission, the header portion 67 may be 20 bytes
long. Following the header portion 67 there is a data por-
tion 68 that may contain detailed identification of compo-
nents in the device 12, location of the device, files stored
on the device, statuses of the device, details of software
installed on the device, etc., as well as the ESN 16 of the
device. Depending on the specific case, the data portion
68 of the packet 51 may be up to about 1500 bytes long,
for example. The main point is that the packets 51 may
be, and generally are, large, particularly when compared
to communication packets 20 to the RCS 30, and may
contain extensive information and commands.
[0045] Referring to FIG. 4, a functional flow diagram is
shown schematically representing the process that may
be undertaken by the system 10 to set up the rapid calling
facility for a device 12, for cases where the device is not
already set up for making the rapid calls to the RCS 30,
but is set up for making calls to the main server 52. The

action item of setting up the device 12 for rapid contact
is flagged beforehand in database 55 in the main server
52. In step 70, a regular call to the main server 52 is made
by the device 12. In step 72, the device 12 receives a
command from the main server to start calling the RCS
30, whose URL is also provided to the device, as well as
any necessary upgrade code for the agent 14. The rapid
calling rate may also be provided to the device 12, in the
form of a time interval that should elapse between con-
secutive rapid calls. The agent 14 in the device 12 then,
in step 74, enables the device to make rapid calls to the
RCS 30. For example, this may be implemented by set-
ting a bit flag in the agent to indicate that it should make
the rapid calls. In step 76, the device 12 makes a rapid
call to the RCS 30. In step 78, the RCS 30 determines
whether a rapid contact session should be opened with
the device 12. If a rapid contact session should not be
opened, for example if there is no immediate need for a
regular call to be made, then, in step 80, the agent 14 in
the device 12 determines whether it is time for a sched-
uled regular call to the main server 52. If it is not time for
such a scheduled regular call, then the process reverts
to step 76, in which a subsequent rapid call is made to
the RCS 30 after the set time interval for rapid calling has
passed. If it is time for a scheduled regular call, then a
regular call is made in step 82 to the main server. Re-
turning to step 78, if a rapid contact session is to be
opened with the RCS 30, then, in step 84, the RCS re-
quests that the device 12 open a session. If, during the
rapid contact session, in step 86, an immediate regular
call is not to be made, then the process reverts to step
80, in which the agent determines whether a scheduled
regular call is to be made anyway. However, if in step
86, during the rapid contact session, the device 12 is to
call the main server 52, then the process moves to step
82, in which the device makes an immediate call to the
main server.
[0046] Conversely, an owner or administrator of the
device 12 may inform the main server 52 that the rapid
contact feature is to be disabled. This information would
then be transferred from the main server 52 to the RCS
30, which, during the following rapid call from the device
12, would then request the setting up of a rapid contact
session in which a command would be sent to the device
to stop calling the RCS.
[0047] When a device 12 is reported stolen, upon its
calling the main server 52 it is commanded to call into
the main server more frequently, perhaps every 15 min-
utes or at some other suitable interval. Since the device
12 will be calling into the main server more often, it will
not need to call the RCS 30, and so the agent 14 may
be instructed to stop calling the RCS.
[0048] Referring to FIG. 5, a flowchart is shown of a
process that occurs at the RCS 30 on receiving a rapid
call. In step 90, the RCS 30 receives a rapid call and
then, in step 92, determines, based upon the ESN re-
ceived in the rapid call, whether there are any updates
for the device 12 with the corresponding ESN. An update
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may be a new RCS to call, a new main server to call, a
new call time or interval, etc. If there be no update re-
quired, then in step 94 the RCS 30 ignores the rapid call
and does not respond, and the process ends at step 96.
If, however, there is an update for the device, then, in
step 98, the RCS 30 requests that the device open a
session, during which, in step 99, the RCS sends the
update(s) to the device. After the update has been sent,
the process ends at step 96. This whole process is re-
peated with each subsequent rapid call.

C. Authorization Token

[0049] The agent 14 may communicate with the RCS
30 in two modes: the first is an authenticated mode when
the agent has, or has access to, a public RCS authenti-
cation token 17, which has been created by the RCS 30
and sent back to device 12; and the second is a unau-
thenticated mode, either for when the agent does not
have such a token 17 or for when changes are being
made. If the agent 14 has, or has access to, a token 17,
it can be stored in a registry to be persistently restored
during reboots. In the authenticated mode, data may be
sent unencrypted, since the token 17 will already be an
encrypted representation of the agent’s identity, and
hence device identity, which will be known only to the
RCS 30.
[0050] If the agent 14 does not have, nor has access
to, a token 17 then the agent 14 sends a packet that has
no data, and receives in response from the RCS 30 an
open session command. The same response will be giv-
en if the RCS cannot authenticate the token or the token
has been authenticated but there are some changes re-
quired and the agent’s behavior and/or policy should be
updated by changing data in the agent’s settings. After
receiving the open session command the agent 14 and
the RCS 30 establish an encryption key and initialization
vector and use them to secure the communication. Dur-
ing the encrypted session, the device’s ESN 16 can be
retrieved from the database 35 by the RCS 30 and
checked for pending actions, and if there are any, then
the necessary changes can be made as required, e.g. to
the URL of the main server to call, the next regular call
time, the URL of the RCS to call, the default callback time
to the RCS, etc. A secure token 17 can also be issued.
These changes may be changes from null or default val-
ues if this encrypted session is for the initial setting up of
the agent 14 to call the RCS 30. When a new token has
been issued the agent stores it in registry to use in sub-
sequent rapid calls.
[0051] To generate the token 17 the RCS 30 obtains
the device’s ESN as a message and an RCS specific
authentication tag (e.g. computer name, data from the
registry, a working folder name, etc.) and encrypts the
ESN using an RCS encryption key, generated by the RCS
based on a specific schedule, such as once per month,
and stored in the RCS registry. The token (i.e. encrypted
ESN) is then sent to the device 12 as data to be sent

back to the RCS in subsequent rapid calls. When the
RCS 30 receives the data in a subsequent rapid call, it
decrypts it using the authentication tag to reveal the ESN
of the device 12. Whenever the authentication tag of the
RCS is changed, it will be expected that rapid calls from
all devices 12 will result in the establishment of rapid
contact sessions until all the tokens 17 have been re-
newed.
[0052] Referring to FIG. 6, a flowchart of the rapid con-
tact system 10 is shown, for the process of setting up a
token 17 for the first time, or for changing an existing
token. In step 110, the agent 14 checks whether it is time
to make a call to either the RCS 30 or the main server
52. If it not be time to make a call, as determined in step
112, the process reverts to step 110 to check at a later
time whether it is time to make a call to either of the
servers.
[0053] If, in step 112, it is time to make a call, the agent
determines in step 114 whether it be a rapid call that
should be made. If it not be a rapid call, then a regular
call is made, to the main server, in step 116. If, in step
114, a rapid call should be made, then the agent deter-
mines in step 120 whether it has access to a token 17.
If the agent 14 does not have access to a token 17, it
sends an empty packet (i.e. with no data, no ESN, or a
null ESN) to the RCS 30 in step 122. If, however, the
agent 14 has access to a token 17, then it sends a packet
20 containing the token to the RCS in step 124. After the
token 17 has been sent, the agent 14 determines whether
the communication is ended, in step 126. The end of the
communication may be signified by the RCS 30 to the
agent 14 by sending it an acknowledgment response, a
disconnect command or no response. If, in step 126, it
not be the end of the communication, then the agent 14
determines, in step 128, whether it has received an "open
session" command from the RCS 30. If it has not received
an open session command, the agent 14 disconnects
from the RCS 30, in step 130. If, in step 128, the agent
14 receives an open session command from the RCS
30, it opens a session, in step 131. The agent may also
arrive at step 128 after step 122, in which it sends an
empty packet to the RCS. In step 132, the agent deter-
mines whether a valid encryption DLL is present in the
device, and if so, keys are exchanged between the agent
and the RCS, in step 134. If the key exchange is not
successful, as determined in step 136, the agent discon-
nects from the RCS 30 in step 130. If the key exchange
be successful, as determined in step 136, then the agent
sends a packet to the RCS, in step 138. The packet sent
includes, if available, the device’s ESN, the URL of the
main server it calls, the next call time to the main server,
the URL of the RCS, and the interval to call the RCS. In
response, the RCS 30 sends updated data (optional) and
a new token 17 to the device 12. If, in step 140, the agent
has received new data, it updates the device settings, in
step 142. After this, or if there was no new data received
by the agent in step 140, the agent 14 stores the new
authentication token 17 in the device 12, in step 144.
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Following this, the agent disconnects, in step 130.
[0054] Note that normally the encryption DLL and pub-
lic RSA keys will be present in the device during a rapid
contact session with the RCS 30. If either of these is not
present, or the encryption DLL cannot be loaded, then
the agent may be configured to automatically call the
main server 52 immediately. Alternately, it may act as
usual and call the main server as scheduled.

D. Sequence diagrams

[0055] Referring to FIG. 7, a sequence diagram is
shown for enabling rapid calling on a device that is al-
ready enabled for regular calling to the main server (e.g.,
guardian server). As a result of a regular agent call 200
from the agent to the main server, the rapid calling (FC,
or fast calling) feature is set up 202 during a communi-
cation session that is established between the device
and the main server. Following the set up of the rapid
calling feature, the agent then makes a rapid call 204 to
the RCS 30. The RCS responds with an acknowledgment
206 as there is nothing to do. A short while later, the
agent makes a further rapid call 208, and again receives
an acknowledgment 210 as there is still nothing to be
done.
[0056] Referring to FIG. 8, a sequence diagram is
shown for system operations when there are no pending
actions for the device. The agent POSTs an HTTP re-
quest 220 to the RCS. The RCS responds with an ac-
knowledgment 222 as there is nothing to do. A short while
later 224, the agent makes a further rapid call 226, and
again receives an acknowledgment 228 as there is still
nothing to be done.
[0057] Referring to FIG. 9, a sequence diagram is
shown showing the events that occur when a regular call
is made by an agent that is also configured for rapid call-
ing. The agent POSTs an HTTP request 250 to the RCS.
The RCS responds with an acknowledgment 252 as
there is nothing to do. A short while later, the agent makes
a further rapid call 254, and again receives an acknowl-
edgment 256 as there is still nothing to be done. Next,
at the scheduled regular call time, it becomes time for a
regular call 260 to the main server, involving the setting
up of a session and exchange of data associated with
the regular call. After the regular call, the agent reverts
to making rapid calls 264 to the RCS.
[0058] Referring to FIG. 10, a sequence diagram is
shown showing how the rapid calling setting may be up-
dated during a call to the RCS. First, the agent sends an
HTTP packet 270 to the RCS. The RCS responds with
a request 272 to open a session. The agent then sends
its current settings to the RCS 274, following which the
RCS sends updated settings 276 back to the agent. The
session then terminates. Assuming that the RCS did not
send a setting to switch off the rapid calling, the agent
calls the RCS again 278, after the usual timeout interval
has passed.
[0059] Referring to FIG. 11, a sequence diagram is

shown showing how an agent call to the main server can
be forced. This is achieved using only five packets, for
example. First, the agent sends an HTTP packet 300 to
the RCS, then the RCS sends a request 302 to the agent
to open a session. The agent then sends its settings 304
to the RCS, which then sends back updated settings 306,
if any, and then sends back a command 308 for the agent
to call the main server immediately. After the rapid con-
tact session with the RCS is disconnected, the agent im-
mediately calls 310 the main server, out of its normal
schedule, and establishes a session with it. When the
session with the main server has terminated, the agent,
after the rapid call interval has lapsed, then calls 312 the
RCS as usual.
[0060] Referring to FIG. 12, a sequence diagram is
shown showing the performance of security actions. As
described above, a rapid call 320 is made to the RCS
during which a command is sent 322 to the agent to ini-
tiate an immediate call to the main server. This is because
a flag has been set at the RCS for the particular agent
to force a call to the main server. During the session 330
with the main server, the agent receives an instruction 3
3 4 to start deleting data from the device. The session
with the main server ends and the device continues with
the data delete operation. The time interval between rap-
id calls elapses after the data delete operation has fin-
ished. Since there is another high priority action to be
taken by the agent, then during the subsequent rapid call
340 to the RCS, a command 342 to call the main server
is once again transmitted from the RCS to the agent. In
this example, a command 346 to freeze the device is sent
during the call 344 to the main server. Even though the
device is frozen, it still retains the capability of calling the
RCS, which it does so after the inter-call interval 224 has
elapsed. This time, as there are no outstanding actions
for the agent, and the flag at the RCS has been reset,
then a session with the main server is not requested.

E. Further embodiment, with consolidation server

[0061] Referring to FIG. 13, a further embodiment of
the rapid contact system is shown. It shows multiple de-
vices 12 connected via a router 380 to multiple RCSs
(FC servers) 30. The main server 52 is shown as CTSrv.
A customer center server (CC) 390 is shown, which im-
plements a web application that allows customers to view
rapid contact related information, and to enable and dis-
able the rapid calling feature. It may show which devices
have rapid contact enabled, and which do not. It can show
the time of the last rapid call from each device, and can
highlight the ones that have called in recently, as these
are more likely to be online. The CC may be used to force
a regular call to the main server. The CC may show which
devices have outstanding parameter update or force
agent call actions against them, and a history of the ac-
tions that have already been completed. If the user re-
quests an End User Message, Device Freeze or Data
Delete on a device with rapid contact enabled, then the
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CC will notify the consolidation service 400 (see below)
that the device should make a regular agent call the next
time it calls in.
[0062] The EMS 395 is an ESN Management Server,
which is also implemented as a web service, with some
functions similar to those of the CC 390. This will allow
users to set rapid contact related parameters on one or
a group of computers at the same time. The computers
may be on a common order or in a common account. It
may be used to request a forced call to the main server.
The EMS 395 may show which devices have rapid con-
tact enabled, and which do not. It can show the time of
the last rapid call from each device, and can highlight the
ones that have called in recently, which are more likely
to be online. The EMS may show which devices have
outstanding parameter update or force agent call actions
against them, and a history of any actions that have al-
ready been performed on them.
[0063] The RCS obtains information from the consoli-
dation service 400 about whether a particular agent
needs to make a regular call to the main server. When a
device calls in, the RCS sends the device this information
and then notifies the consolidation service about the call
and any changes that were made.
[0064] The consolidation service 400 notifies the RCS
about any new requests to update an agent’s parame-
ters. When an RCS notifies the consolidation service
about a completed agent parameter change, the consol-
idation service writes information about the change to
the external database 410. The consolidation service al-
so provides information to both CC and EMS, such as
status information about the RCSs that are connected to
it and the last time a particular device called in to an RCS.
For small rapid contact systems, the consolidation serv-
ice may be implemented merely as an interface and/or
API, but for larger systems it is better implemented as a
standalone server.
[0065] The rapid contact database 405 stores a list of
parameter updates for the devices that need to be up-
dated on their next call. When the RCSs start up they
query the rapid contact database 405 directly to seed
their local cache 35. The CC and EMS query the data-
base 410 directly to get information about which actions
have been completed. The database 415 also maintains
a volatile history of when each device last called in to it
so that the EMS and CC can show which devices are
likely to be currently on-line.

F. Processes of the further embodiment

[0066] Referring to FIG. 14, a sequence diagram is
shown for device configuration. The EMS 395 is used to
set 500 the rapid contact parameters for the device, and
sends the required parameters to the CTData database
420 (FIG. 13). It also sends 502 the parameters to the
consolidation service 400.
[0067] In FIG. 15, a sequence diagram is shown for
device parameter update. The agent makes a regular

call to the main server, during which the usual messages
are exchanged. Also during the call, the main server re-
trieves 522 the rapid contact parameters for the device
from the CTData database. The rapid contact parameters
are set 524 on the device, and after these are set, noti-
fication of the completed action is sent 526 by the main
server 52 to the consolidation service 400 via the EMS
395. Following this there may be more standard messag-
es 528 exchanged between the device and the main serv-
er.
[0068] In FIG. 16, a sequence diagram is shown for
start up of the RCS. To start with, the RCS gets 540 any
pending actions from the rapid contact database 405. It
then writes 542 any pending actions to the local action
table cache 35, and registers 544 with the consolidation
service 400.
[0069] In FIG. 17, a sequence diagram is shown for
the polling for new parameter updates or for forced calls.
After expiry of a timer 560, the consolidation service 400
gets new actions 562 from the action table in the data-
base 405, after which it notifies 564 the RCS of new ac-
tions.
[0070] In FIG. 18, a sequence diagram is shown for a
rapid agent call to the RCS 30, in the absence of pending
parameter updates or forced call instructions. First, the
agent makes a rapid call 580 to the RCS. The RCS sends
582 the last call time for the device to the consolidation
service, which then sends 584 the last call time to the
last call table in the in-memory database 415. The RCS
then looks 586 in the local database cache 35 for any
actions that may be pending for the device 12. As there
are none, the RCS simply sends an acknowledgement
back to the device.
[0071] In FIG. 19, a sequence diagram is shown for a
rapid call to the RCS 30 when there is a pending param-
eter update or forced call. First, the agent calls 600 the
RCS, which sends 602 the last call time to the consoli-
dation server, which in turn sends 604 the last call time
to the last call table in the database. The RCS gets 606
any pending actions for the device, which in this case are
new parameters to be set. The new parameters are sent
608 to the agent, and then, the action having been com-
pleted, is deleted 610 from the list of actions awaiting the
device. The action having been completed is then set as
completed 612 at the consolidation server, which then
sets the action as completed 614 in the action table and
makes an entry 616 in the action table history.

G. Scaling

[0072] The rapid contact system 10 may include mul-
tiple RCSs connected to the network 18 via a load bal-
ancer 700, as shown in FIG. 20. If the maximum capacity
of the consolidation server 400 is reached then one or
more further consolidation servers 702 can be added,
each being responsible for a given set of RCSs 30 and
each having a corresponding database 705, 710 config-
ured to store data and actions for the devices 12 that are
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configured to call them. For each additional consolidation
server, or group of consolidation servers, there may be
another load balancer added, with its own public IP ad-
dress for the corresponding devices 12 to call. A high
performance distributed data store such as Apache Cas-
sandra™, Microsoft Velocity™ or Microsoft Server App-
Fabric™ may be used, so that all consolidation servers
can work against essentially the same data.

H. Industrial Applicability

[0073] The rapid contact system can reduce the time
taken for an administrator or owner of a device to invoke
a security measure on a remote device, such as data
delete, device freeze, etc. Furthermore, the availability
of a communication channel between a protected device
and a monitoring server is intermittently, but frequently,
maintained without incurring the costs and using the re-
sources and bandwidth that would be required to main-
tain a continuous connection.

I. Variations

[0074] Different call intervals to the RCS 30 may be
used. For example, if an RCS can handle 100,000 calls
per minute, then a system wide call interval of 30 minutes
will allow 3 million devices to be managed. Alternately,
if the call interval is set to 5 minutes, then 500,000 devices
can be managed.
[0075] When requested to read fields or flags, the
agent 14 may be configured to just read the relevant
ones, rather than a set of fields or flags, some of which
may not be required.
[0076] Devices may be configured to make rapid calls
at different time intervals depending on whether they are
connected to their home network or not. As devices are
generally considered to be safer on their home network,
then a longer rapid calling interval, such as one hour may
be acceptable. When the device leaves the office or the
home, then it is considered to be less safe, and the rapid
calling interval may be reduced to 5 minutes, for example.
This feature may be implemented either within the agent
or within the RCS.
[0077] A backup RCS may be employed in case the
primary RCS fails or suffers problems in its operation.
[0078] In some embodiments, the basic principles be-
hind the disclosed architecture can be practiced without
the use of a Rapid Contact Server in a technical sense.
Thus, for example, in some embodiments, the monitoring
center may include a first server and a second server
that each communicate with the electronic devices using
different respective protocols, such that the second serv-
er (which may, but need not, be a Rapid Contact Server)
is better suited for handing relatively short, frequent com-
munications with the electronic devices. The second
server may instruct an electronic device (using the sec-
ond protocol) to contact the first server when, for exam-
ple, the electronic device is reported as stolen; the elec-

tronic device may then contact the first server (using the
first protocol) and retrieve one or more security instruc-
tions as described above.
[0079] Where feasible, functions of the rapid contact
system described as being performed by one server may
be divided between separate servers, and functions de-
scribed as being performed on multiple servers may be
combined on the same server. Intermediate servers may
also be employed in the system. Databases may also be
arranged in a different architecture to that shown herein.
[0080] The device 12 may call in to one or both of the
servers on a random, or semi-random basis, or on a grad-
ually varying time period.
[0081] If the rapid contact system 10 is configured for
sending acknowledgments to devices 12 when a rapid
call is received, when no action is to be taken, then the
agent 14 may be configured to call the main server 52
immediately after making a predetermined number of
consecutive rapid calls that are not acknowledged.
[0082] The rapid contact system 10 may be configured
such that the agent only makes the calls to the main serv-
er if commanded to do so by the RCS. If there are no
outstanding actions for the device, then it will not need
to call the main server.
[0083] Rapid calls to the RCS 30 are different to heart-
beats because the absence of a rapid call does not nec-
essarily signify a problem in the same way that absence
of a heartbeat would, and no information as to the status
of the device 12 is conveyed in the rapid call, as is often
done with a heartbeat. The rapid calls are also different
to pings, because a response from the RCS 30 is not
necessary, whereas a ping requires a response. A rapid
call is more of a ’poke,’ which signifies making contact
at a distance without necessarily requiring a response.
[0084] The agent may be configured to contact the
RCS at different rates depending on whether the con-
nection is likely to be metered or not. For example, if it
is made over mobile broadband or not.
[0085] Steps in the flowcharts may be performed in a
different order to that illustrated, or they may be combined
where shown separately. Steps may be omitted and oth-
ers added, and steps from different flowcharts may be
interchanged, all without departing from the scope of the
invention. Tasks described herein as being performed
by the "agent" may be performed by the associated de-
vice under the control of the agent, such as through ex-
ecution of program code of the agent.
[0086] Different quantities, relative quantities, sizes,
time intervals, packet lengths, numbers of packets, serial
number formats and other straightforward changes are
also contemplated.
[0087] The present description is of the best presently
contemplated mode of carrying out the subject matter
disclosed and claimed herein. The description is made
for the purpose of illustrating the general principles of the
subject matter and not be taken in a limiting sense; the
subject matter can find utility in a variety of implementa-
tions without departing from the scope of the disclosure
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made, as will be apparent to those of skill in the art from
an understanding of the principles that underlie the sub-
ject matter.

Claims

1. A monitoring system for monitoring electronic devic-
es, the system comprising:

- a first server (52) that is configured to commu-
nicate via the internet with the electronic devices
(12) according to a first protocol, said first server
configured to transmit security instructions to
electronic devices (12) that are reported as lost
or stolen, including security instructions that pro-
tect data stored on the electronic devices (12);
and
- a second server (30) that is configured to com-
municate via the internet with the electronic de-
vices (12) according to a second protocol more
frequently than said first server communicates
with the electronic devices, said second server
(30) configured to instruct an electronic device
(12) that is reported as lost or stolen to contact
the first server (52), such that the electronic de-
vice (12) can retrieve a security instruction from
the first server (52);
- wherein the second protocol is optimized for
communications having a smaller size in terms
of numbers of bytes communicated than com-
mmunications according to the first protocol.

2. The system of claim 1, wherein the second protocol
is configured to enable the electronic devices (12)
to communicate with the monitoring system (30, 52)
more frequently than the first protocol.

3. The system of claim 1, wherein the second server
(30) is adapted to use a software thread architecture
that, in comparison to a software thread architecture
of the first server (52), is optimized for handling a
larger number of shorter communications with the
electronic devices (12).

4. The system of claim 3, wherein the second server
(30) is adapted to use a pool of non- session- specific
threads to communicate with the electronic devices
(12), and the first server (52) communicates with the
electronic devices (12) using threads that are dedi-
cated to specific communication sessions with the
electronic devices (12).

5. The system of claim 1, wherein each communication
using the second protocol consists of a single packet
(20) sent from one electronic device (12) of the plu-
rality of electronic devices (12) to the second server
(30).

6. The system of claim 5, wherein:

- the packet (20) includes an identification (16)
of said one electronic device (12);
- the packet includes no information relating to
said one device (12) other than said identifica-
tion (16); and
- in response to receiving the packet (20) the
second server (30) is adapted to determine,
based on the identification and a flag associated
with the identification, whether it should estab-
lish a session with said one electronic device
(12).

7. The system of claim 6, wherein the second server
(30) is adapted to, if it determines that it should not
establish the session:

- not respond to said one electronic device (12);
- send an acknowledgment to said one electron-
ic device (12);
- send a disconnect instruction to said one elec-
tronic device (12); or
- disconnect from said one electronic device
(12);

wherein if the second server (30) determines that it
should establish the session, the second server (30)
sends a message to said one electronic device (12)
requesting it to open the session.

8. The system of claim 5, wherein:

- said packet (20) is less than 2x102 bytes long;
- a further communication using the second pro-
tocol is adapted to occur via a short session hav-
ing up to five further packets; and
- a communication using the first protocol occurs
via a long session that is at least an order of
magnitude bigger than the short session in terms
of numbers of bytes communicated.

9. The system of claim 1, further comprising an agent
(14) that is configured to be installed on the electronic
devices (12) to enable the electronic devices (12) to
communicate with the first and second servers (52,
30) using the first and second protocols, respective-
ly, said agent (14) configured to place calls to the
first server (52) at a first rate, and to place calls to
the second server (30) at a second rate that is higher
than the first rate.

10. A non-transitory computer readable medium that
stores an executable agent (14), said executable
agent comprising instructions that direct an electron-
ic device (12) to perform a process that comprises:

- communicating with a first server (52) of a mon-
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itoring system (10) according to a first protocol
via the internet, and with a second server (30)
of the monitoring system (10) according to a sec-
ond protocol via the internet, wherein the second
protocol is optimized for communications having
a smaller size in terms of numbers of bytes com-
municated than commmunications according to
the first protocol;
- receiving, from the second server (30), in a
session based on the second protocol, an in-
struction to contact the first server (52);
- in response to the instruction, initiating a com-
munication session with the first server (52) ac-
cording to the first protocol, wherein the elec-
tronic device (12) receives a security instruction
from the first server (52) during the communica-
tion session, said security instruction specifying
a security action associated with a theft or loss
of the electronic device (12); and
- executing the security instruction.

11. The non-transitory computer readable medium of
claim 10, wherein the agent (14) instructs the elec-
tronic device (12) to call the first server (52) at a first
recurring call rate, and to call the second server (30)
at a second recurring call rate that is greater than
the first recurring call rate.

12. The non-transitory computer readable medium of
claim 10, wherein the second protocol is optimized
for communications that are 1-4 orders of magnitude
smaller in terms of numbers of bytes communicated
than communications using the first protocol.

13. A method for monitoring electronic devices (12) com-
prising the steps of:

- receiving in a first server (52) a notification that
an electronic device (12) has an awaiting secu-
rity instruction;
- receiving in a second server (30) a notification
that the electronic device (12) should contact
the first server (52);
- receiving in the second server (30) via the in-
ternet a single packet (20) from the electronic
device (12) comprising an identification of the
electronic device (12);
- confirming that the identification is flagged to
contact the first server (52);
- establishing a first session over the internet
between the second server (30) and the elec-
tronic device (12) during which the second serv-
er (30) instructs the electronic device (12) to con-
tact the first server (52); and
- establishing a second session over the internet
between the first server (52) and the electronic
device (12) during which the first server (52)
communicates the security instruction to the

electronic device (12), said second session be-
ing longer in terms of numbers of bytes commu-
nicated than said first session.

14. The method of claim 13, wherein the second server
(30) uses a pool of threads to communicate with the
electronic device (12) and the first server (52) com-
municates with the electronic device (12) using
threads that are dedicated to specific sessions.

15. The method of claim 13, wherein:

- said packet (20) has 2x102 bytes or less;
- the first session has up to 5 further packets; and
- the second session is 1-4 orders of magnitude
longer than the first session in terms of numbers
of bytes communicated.

Patentansprüche

1. Überwachungssystem zum Überwachen von elek-
tronischen Vorrichtungen, wobei das System Fol-
gendes umfasst:

- einen ersten Server (52), der ausgestaltet ist,
über das Internet mit den elektronischen Vor-
richtungen (12) gemäß einem ersten Protokoll
zu kommunizieren, wobei der erste Server aus-
gestaltet ist, Sicherheitsanweisungen an elek-
tronische Vorrichtungen (12) zu übertragen, die
als verloren oder gestohlen gemeldet sind, um-
fassend Sicherheitsanweisungen, die Daten,
die auf den elektronischen Vorrichtungen (12)
gespeichert sind, schützen; und
- einen zweiten Server (30), der ausgestaltet ist,
über das Internet mit den elektronischen Vor-
richtungen (12) gemäß einem zweiten Protokoll
häufiger zu kommunizieren, als der erste Server
mit den elektronischen Vorrichtungen kommu-
niziert, wobei der zweite Server (30) ausgestal-
tet ist, eine elektronische Vorrichtung (12), die
als verloren oder gestohlen gemeldet ist, anzu-
weisen, den ersten Server (52) zu kontaktieren,
sodass die elektronische Vorrichtung (12) eine
Sicherheitsanweisung von dem ersten Server
(52) abrufen kann;
- wobei das zweite Protokoll optimiert ist für
Kommunikationen, die hinsichtlich der Anzahl
an Bytes, die kommuniziert werden, eine gerin-
gere Größe aufweisen als Kommunikationen
gemäß dem ersten Protokoll.

2. System nach Anspruch 1, wobei das zweite Protokoll
ausgestaltet ist, es den elektronischen Vorrichtun-
gen (12) zu ermöglichen, mit dem Überwachungs-
system (30, 52) häufiger zu kommunizieren als das
erste Protokoll.
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3. System nach Anspruch 1, wobei der zweite Server
(30) angepasst ist, eine Software-Thread-Architek-
tur zu verwenden, die im Vergleich zu einer Softwa-
re-Thread-Architektur des ersten Servers (52) opti-
miert ist, eine größere Anzahl an kürzeren Kommu-
nikationen mit den elektronischen Vorrichtungen
(12) abzuwickeln.

4. System nach Anspruch 3, wobei der zweite Server
(30) angepasst ist, einen Pool von nicht sitzungs-
spezifischen Threads zu verwenden, um mit den
elektronischen Vorrichtungen (12) zu kommunizie-
ren, und der erste Server (52) mit den elektronischen
Vorrichtungen (12) unter Verwendung von Threads
kommuniziert, die für spezifische Kommunikations-
sitzungen mit den elektronischen Vorrichtungen (12)
dediziert sind.

5. System nach Anspruch 1, wobei jede Kommunika-
tion, die das zweite Protokoll verwendet, aus einem
einzelnen Paket (20) besteht, das von einer elektro-
nischen Vorrichtung (12) der Vielzahl von elektroni-
schen Vorrichtungen (12) an den zweiten Server (30)
gesendet wird.

6. System nach Anspruch 5, wobei:

- das Paket (20) eine Identifikation (16) der einen
elektronischen Vorrichtung (12) umfasst;
- das Paket außer der Identifikation (16) keine
Informationen in Bezug auf die eine Vorrichtung
(12) umfasst; und
- in Reaktion auf das Empfangen des Pakets
(20) der zweite Server (30) angepasst ist, ba-
sierend auf der Identifikation und einem Flag,
das der Identifikation zugeordnet ist, zu bestim-
men, ob er eine Sitzung mit der einen elektroni-
schen Vorrichtung (12) herstellen sollte.

7. System nach Anspruch 6, wobei der zweite Server
(30), wenn er bestimmt, dass er keine Sitzung her-
stellen sollte, angepasst ist:

- nicht auf die eine elektronische Vorrichtung
(12) zu reagieren;
- eine Bestätigung an die eine elektronische Vor-
richtung (12) zu senden;
- eine Anweisung an die eine elektronische Vor-
richtung (12) zu senden, die Verbindung zu tren-
nen; oder
- die Verbindung zu der einen elektronischen
Vorrichtung (12) zu trennen;

wobei, wenn der zweite Server (30) bestimmt, dass
er die Sitzung herstellen sollte, der zweite Server
(30) an die eine elektronische Vorrichtung (12) eine
Nachricht sendet, die sie dazu auffordert, die Sitzung
zu eröffnen.

8. System nach Anspruch 5, wobei:

- das Paket (20) weniger als 2x102 Bytes lang ist;
- eine weitere Kommunikation, die das zweite
Protokoll verwendet, angepasst ist, über eine
kurze Sitzung stattzufinden, die bis zu fünf wei-
tere Pakete aufweist; und
- eine Kommunikation, die das erste Protokoll
verwendet, über eine lange Sitzung stattfindet,
die hinsichtlich der Anzahl von kommunizierten
Bytes mindestens eine Größenordnung größer
ist als die kurze Sitzung.

9. System nach Anspruch 1, überdies umfassend ei-
nen Agenten (14), der ausgestaltet ist, auf den elek-
tronischen Vorrichtungen (12) installiert zu sein, um
es den elektronischen Vorrichtungen (12) zu ermög-
lichen, mit dem ersten und dem zweiten Server (52,
30) zu kommunizieren, wobei jeweils das erste und
zweite Protokoll verwendet wird, wobei der Agent
(14) ausgestaltet ist, Aufrufe an den ersten Server
(52) mit einer ersten Rate zu tätigen, und Aufrufe an
den zweiten Server (30) mit einer zweiten Rate zu
tätigen, die höher ist als die erste Rate.

10. Nichtflüchtiges computerlesbares Medium, das ei-
nen ausführbaren Agenten (14) speichert, wobei der
ausführbare Agent Anweisungen umfasst, die eine
elektronische Vorrichtung (12) anweisen, einen Pro-
zess durchzuführen, der Folgendes umfasst:

- Kommunizieren über das Internet mit einem
ersten Server (52) eines Überwachungssys-
tems (10) gemäß einem ersten Protokoll und
über das Internet mit einem zweiten Server (30)
des Überwachungssystems (10) gemäß einem
zweiten Protokoll, wobei das zweite Protokoll für
Kommunikationen optimiert ist, die hinsichtlich
der Anzahl an Bytes, die kommuniziert werden,
eine geringere Größe aufweisen als Kommuni-
kationen gemäß dem ersten Protokoll;
- Empfangen einer Anweisung, den ersten Ser-
ver (52) zu kontaktieren, von dem zweiten Ser-
ver (30) in einer Sitzung, die auf dem zweiten
Protokoll basiert;
- in Reaktion auf die Anweisung Initiieren einer
Kommunikationssitzung mit dem ersten Server
(52) gemäß dem ersten Protokoll, wobei die
elektronische Vorrichtung (12) während der
Kommunikationssitzung eine Sicherheitsanwei-
sung von dem ersten Server (52) empfängt, wo-
bei die Sicherheitsanweisung einen Sicher-
heitsvorgang spezifiziert, der einem Diebstahl
oder Verlust der elektronischen Vorrichtung (12)
zugeordnet ist; und
- Ausführen der Sicherheitsanweisung.

11. Nichtflüchtiges computerlesbares Medium nach An-
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spruch 10, wobei der Agent (14) die elektronische
Vorrichtung (12) anweist, den ersten Server (52) mit
einer ersten Wiederholrate aufzurufen und den zwei-
ten Server (30) mit einer zweiten Wiederholrate auf-
zurufen, die größer ist als die erste Wiederholrate.

12. Nichtflüchtiges computerlesbares Medium nach An-
spruch 10, wobei das zweite Protokoll für Kommu-
nikationen optimiert ist, die hinsichtlich der Anzahl
an Bytes, die kommuniziert werden, 1 bis 4 Größen-
ordnungen kleiner sind als Kommunikationen, die
das erste Protokoll verwenden.

13. Verfahren zum Überwachen von elektronischen Vor-
richtungen (12), umfassend die folgenden Schritte:

- Empfangen in einem ersten Server (52) einer
Benachrichtigung, dass eine elektronische Vor-
richtung (12) eine anstehende Sicherheitsan-
weisung aufweist;
- Empfangen in einem zweiten Server (30) einer
Benachrichtigung, dass die elektronische Vor-
richtung (12) den ersten Server (52) kontaktie-
ren sollte;
- Empfangen über das Internet in dem zweiten
Server (30) eines einzelnen Pakets (20) von der
elektronischen Vorrichtung (12), das eine Iden-
tifikation der elektronischen Vorrichtung (12)
umfasst;
- Bestätigen, dass die Identifikation gekenn-
zeichnet ist, um den ersten Server (52) zu kon-
taktieren;
- Herstellen einer ersten Sitzung über das Inter-
net zwischen dem zweiten Server (30) und der
elektronischen Vorrichtung (12), während der
der zweite Server (30) die elektronische Vorrich-
tung (12) anweist, den ersten Server (52) zu
kontaktieren; und
- Herstellen einer zweiten Sitzung über das In-
ternet zwischen dem ersten Server (52) und der
elektronischen Vorrichtung (12), während der
der erste Server (52) der elektronischen Vorrich-
tung (12) die Sicherheitsanweisung kommuni-
ziert, wobei die zweite Sitzung hinsichtlich der
Anzahl von kommunizierten Bytes länger ist als
die erste Sitzung.

14. Verfahren nach Anspruch 13, wobei der zweite Ser-
ver (30) einen Pool von Threads verwendet, um mit
der elektronischen Vorrichtung (12) zu kommunizie-
ren, und der erste Server (52) mit der elektronischen
Vorrichtung (12) unter Verwendung von Threads
kommuniziert, die für spezifische Sitzungen dedi-
ziert sind.

15. Verfahren nach Anspruch 13, wobei:

- das Paket (20) 2x102 Bytes oder weniger auf-

weist;
- die erste Sitzung bis zu 5 weitere Pakete auf-
weist; und
- die zweite Sitzung hinsichtlich der Anzahl von
kommunizierten Bytes 1 bis 4 Größenordnun-
gen länger ist als die erste Sitzung.

Revendications

1. Système de surveillance destiné à surveiller des dis-
positifs électroniques, le système comportant :

- un premier serveur (52) qui est configuré pour
communiquer via Internet avec les dispositifs
électroniques (12) en fonction d’un premier pro-
tocole, ledit premier serveur étant configuré
pour transmettre des instructions de sécurité à
des dispositifs électroniques (12) qui sont dé-
clarés perdus ou volés, y compris des instruc-
tions de sécurité qui protègent des données mé-
morisées sur les dispositifs électroniques (12) ;
et
- un second serveur (30) qui est configuré pour
communiquer via Internet avec les dispositifs
électroniques (12) en fonction d’un second pro-
tocole plus souvent que ledit premier serveur
communique avec les dispositifs électroniques,
ledit second serveur (30) étant configuré pour
instruire un dispositif électronique (12) qui est
déclaré perdu ou volé de contacter le premier
serveur (52), de sorte que le dispositif électro-
nique (12) puisse récupérer une instruction de
sécurité à partir du premier serveur (52) ;
- dans lequel le second protocole est optimisé
pour des communications ayant une taille infé-
rieure en termes de nombre d’octets communi-
qués que les communications selon le premier
protocole.

2. Système selon la revendication 1, dans lequel le se-
cond protocole est configuré pour permettre aux dis-
positifs électroniques (12) de communiquer avec le
système de surveillance (30, 52) plus souvent
qu’avec le premier protocole.

3. Système selon la revendication 1, dans lequel le se-
cond serveur (30) est apte à utiliser une architecture
de fil logiciel qui, par rapport à une architecture de
fil logiciel du premier serveur (52), est optimisée pour
traiter un nombre plus grand de communications
plus courtes avec les dispositifs électroniques (12).

4. Système selon la revendication 3, dans lequel le se-
cond serveur (30) est apte à utiliser un groupe de
fils non spécifiques à une session afin de communi-
quer avec les dispositifs électroniques (12) et le pre-
mier serveur (52) communique avec les dispositifs
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électroniques (12) à l’aide de fils qui sont dédiés à
des sessions de communication spécifiques avec
les dispositifs électroniques (12).

5. Système selon la revendication 1, dans lequel cha-
que communication utilisant le second protocole est
constituée d’un seul paquet (20) envoyé au second
serveur (30) depuis un dispositif électronique (12)
parmi la pluralité de dispositifs électroniques (12).

6. Système selon la revendication 5, dans lequel :

- le paquet (20) comprend une identification (16)
dudit un dispositif électronique (12) ;
- le paquet ne comprend aucune information re-
lative audit un dispositif (12), autre que ladite
identification (16) ; et
- en réponse à la réception du paquet (20), le
second serveur (30) est apte à déterminer, sur
la base de l’identification et d’un drapeau asso-
cié à l’identification, s’il doit établir une session
avec ledit un dispositif électronique (12).

7. Système selon la revendication 6, dans lequel le se-
cond serveur (30) est apte, s’il détermine qu’il ne doit
pas établir la session, à :

- ne pas répondre audit un dispositif électronique
(12) ;
- envoyer un accusé de réception audit un dis-
positif électronique (12) ;
- envoyer une instruction de déconnexion audit
un dispositif électronique (12) ; ou
- se déconnecter dudit un dispositif électronique
(12) ;

dans lequel, si le second serveur (30) détermine qu’il
doit établir la session, le second serveur (30) envoie
un message audit un dispositif électronique (12) lui
demandant d’ouvrir la session.

8. Système selon la revendication 5, dans lequel :

- ledit paquet (20) est inférieur à 2 3 102 octets
de long ;
- une autre communication utilisant le second
protocole est apte à survenir via une session
courte ayant jusqu’à cinq autres paquets ; et
- une communication utilisant le premier proto-
cole se produit via une session longue qui est
d’au moins un ordre de magnitude supérieur à
celui de la session courte en termes de nombres
d’octets communiqués.

9. Système selon la revendication 1, comportant en
outre un agent (14) qui est configuré pour être installé
sur les dispositifs électroniques (12) afin de permet-
tre aux dispositifs électroniques (12) de communi-

quer avec les premier et second serveurs (52, 30) à
l’aide respectivement des premier et second proto-
coles, ledit agent (14) étant configuré pour passer
des appels au premier serveur (52) à une première
fréquence et passer des appels au second serveur
(30) à une seconde fréquence supérieure à la pre-
mière fréquence.

10. Support non transitoire lisible par ordinateur qui mé-
morise un agent exécutable (14), ledit agent exécu-
table comportant des instructions qui amènent un
dispositif électronique (12) à réaliser un processus
qui comporte :

- la communication avec un premier serveur (52)
d’un système de surveillance (10) en fonction
d’un premier protocole via Internet et avec un
second serveur (30) du système de surveillance
(10) en fonction d’un second protocole via Inter-
net, dans lequel le second protocole est optimisé
pour des communications ayant une taille infé-
rieure en termes de nombres d’octets commu-
niqués que les communications en fonction du
premier protocole ;
- la réception, de la part du second serveur (30),
dans une session basée sur le second protoco-
le, d’une instruction pour contacter le premier
serveur (52) ;
- en réponse à l’instruction, l’initiation d’une ses-
sion de communication avec le premier serveur
(52) en fonction du premier protocole, dans le-
quel le dispositif électronique (12) reçoit une ins-
truction de sécurité de la part du premier serveur
(52) au cours de la session de communication,
ladite instruction de sécurité spécifiant une ac-
tion de sécurité associée à un vol ou à une perte
du dispositif électronique (12) ; et
- l’exécution de l’instruction de sécurité.

11. Support non transitoire lisible par ordinateur selon
la revendication 10, dans lequel l’agent (14) instruit
le dispositif électronique (12) d’appeler le premier
serveur (52) à une première fréquence d’appels ré-
currente et d’appeler le second serveur (30) à une
seconde fréquence d’appels récurrente qui est su-
périeure à la première fréquence d’appels récurren-
te.

12. Support non transitoire lisible par ordinateur selon
la revendication 10, dans lequel le second protocole
est optimisé pour des communications qui sont d’un
à quatre ordres de magnitude inférieurs en termes
de nombres d’octets communiqués que les commu-
nications utilisant le premier protocole.

13. Procédé de surveillance de dispositifs électroniques
(12) comportant les étapes de :
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- réception, dans un premier serveur (52), d’une
notification selon laquelle un dispositif électro-
nique (12) a une instruction de sécurité en
attente ;
- réception, dans un second serveur (30), d’une
notification selon laquelle le dispositif électroni-
que (12) doit contacter le premier serveur (52) ;
- réception, dans le second serveur (30) via In-
ternet, d’un paquet unique (20) de la part du dis-
positif électronique (12) comportant une identi-
fication du dispositif électronique (12) ;
- confirmation que l’identification est marquée
pour contacter le premier serveur (52) ;
- établissement d’une première session sur In-
ternet entre le second serveur (30) et le dispositif
électronique (12) pendant laquelle le second
serveur (30) instruit le dispositif électronique
(12) de contacter le premier serveur (52) ; et
- établissement d’une seconde session sur In-
ternet entre le premier serveur (52) et le dispo-
sitif électronique (12) pendant laquelle le pre-
mier serveur (52) communique l’instruction de
sécurité au dispositif électronique (12), ladite se-
conde session étant plus longue en termes de
nombres d’octets communiqués que la première
session.

14. Procédé selon la revendication 13, dans lequel le
second serveur (30) utilise un groupe de fils pour
communiquer avec le dispositif électronique (12) et
le premier serveur (52) communique avec le dispo-
sitif électronique (12) à l’aide de fils qui sont dédiés
à des sessions spécifiques.

15. Procédé selon la revendication 13, dans lequel :

- ledit paquet (20) a 2 3 102 octets ou moins ;
- la première session a jusqu’à 5 autres paquets ;
et
- la seconde session est d’un à quatre ordres de
magnitude plus longue que la première session
en termes de nombres d’octets communiqués.
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