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(54) WRINKLE DETECTION APPARATUS AND WRINKLE DETECTION METHOD

(57) A wrinkle detection apparatus (100) is an appa-
ratus for detecting a wrinkle area of skin included in an
image. The wrinkle detection apparatus includes: an im-
age obtaining unit (120) that obtains the image including
the skin; an area estimation unit (210) that estimates a
plurality of image areas, each of the plurality of image
areas having a different gloss level of the skin; a param-
eter determination unit (222) that determines one or more
parameter values for each of the plurality of estimated
image areas, the one or more parameter values being
used to detect the wrinkle area; and a wrinkle detection
processing unit (223) that detects the wrinkle area in the
image by using the determined one or more parameter
values for each of the plurality of image areas.
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Description

BACKGROUND

1. Technical Field

[0001] The present disclosure relates to a wrinkle detection apparatus and a wrinkle detection method for detecting
a wrinkle area of skin included in an image.

2. Description of the Related Art

[0002] Conventionally, a wrinkle area of skin is detected from a photographed face image. The wrinkle area refers to
a linear image area of a wrinkle portion shown on the image.
[0003] However, an influence of gloss caused by light incident on a skin surface (hereinafter referred to as just "gloss")
may inhibit detection of a thin wrinkle or a shallow wrinkle. Therefore, PTL 1, for example, describes a technique for
improving accuracy of detection (hereinafter referred to as "wrinkle detection") of the wrinkle area from the image.
[0004] The technique (hereinafter referred to as "conventional technique") described in PTL 1 estimates a direction
(hereinafter referred to as "a wrinkle direction") in which a wrinkle is likely to extend for each face region included in an
image. The conventional technique then performs edge extraction in the estimated wrinkle direction for each face region,
and performs wrinkle detection.

Citation List

Patent Literatures

[0005]

PTL 1: Unexamined Japanese Patent Publication No. 2013-69122
PTL 2: Unexamined Japanese Patent Publication No. 2011-8643
PTL 3: Unexamined Japanese Patent Publication No. 2011-115460

SUMMARY

[0006] However, particularly in skin with asperities such as a face, a gloss level may differ significantly between skin
portions. Accordingly, even if a state of the wrinkle including the wrinkle direction is identical, a state of the wrinkle area
shown on the image may differ significantly between skin portions. Therefore, the conventional technique may cause
significant variations in accuracy of wrinkle detection depending on the skin portions.
[0007] One non-limiting and exemplary aspect of the present disclosure provides a wrinkle detection apparatus capable
of performing wrinkle detection with more uniform accuracy even when the gloss level shows variations.
[0008] Additional benefits and advantages of one aspect of the present disclosure will be apparent from the present
specification and the drawings. The benefits and/or advantages may be individually provided by various aspects and
features disclosed in the present specification and the drawings, which need not all be provided in order to obtain one
or more of such benefits and/or advantages.
[0009] A wrinkle detection apparatus according to the present disclosure includes: an image obtaining unit that obtains
an image including skin; an area estimation unit that estimates a plurality of image areas, each of the plurality of image
areas having a different gloss level of the skin; a parameter determination unit that determines one or more parameter
values for each of the plurality of estimated image areas, the one or more parameter values being used to detect a
wrinkle area; and a wrinkle detection processing unit that detects the wrinkle area in the image by using the determined
one or more parameter values for each of the plurality of image areas.
[0010] These comprehensive or specific aspects may be implemented by a system, a method, an integrated circuit,
a computer program, or a computer-readable recording medium, and may be implemented by an arbitrary combination
of a system, a method, an integrated circuit, a computer program, and a computer-readable recording medium. Examples
of the computer-readable recording medium include a nonvolatile recording medium, such as a CD-ROM (Compact
Disc-Read Only Memory).
[0011] The present disclosure enables wrinkle detection with more uniform accuracy even when the gloss level shows
variations.



EP 2 955 663 A2

3

5

10

15

20

25

30

35

40

45

50

55

BRIEF DESCRIPTION OF DRAWINGS

[0012]

FIG. 1 is a block diagram illustrating an example of a configuration of a wrinkle detection apparatus according to a
first exemplary embodiment of the present disclosure;
FIG. 2 is a block diagram illustrating an example of a configuration of a wrinkle detection apparatus according to a
second exemplary embodiment of the present disclosure;
FIG. 3 is a block diagram illustrating an example of a configuration of a skin state detection unit according to the
second exemplary embodiment of the present disclosure;
FIG. 4 is a diagram illustrating an example of contents of a parameter value table according to the second exemplary
embodiment of the present disclosure;
FIG. 5 is a flow chart illustrating an example of an operation of the wrinkle detection apparatus according to the
second exemplary embodiment of the present disclosure;
FIG. 6 is a diagram illustrating an example of a wrinkle-enhanced image according to the second exemplary em-
bodiment of the present disclosure; and
FIG. 7 is a diagram illustrating another example of the wrinkle-enhanced image according to the second exemplary
embodiment of the present disclosure.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0013] Exemplary embodiments of the present disclosure will be described in detail below with reference to the draw-
ings.

FIRST EXEMPLARY EMBODIMENT

[0014] A first exemplary embodiment of the present disclosure is an example of basic aspects of the present disclosure.

<Configuration of a wrinkle detection apparatus>

[0015] First, a configuration of a wrinkle detection apparatus according to the present exemplary embodiment will be
described.
[0016] FIG. 1 is a block diagram illustrating an example of the configuration of the wrinkle detection apparatus according
to the present exemplary embodiment.
[0017] In FIG. 1, wrinkle detection apparatus 100 is an apparatus for detecting a wrinkle area of skin included in an
image, and includes image obtaining unit 120, area estimation unit 210, parameter determination unit 222, and wrinkle
detection processing unit 223.
[0018] Image obtaining unit 120 obtains the image.
[0019] Area estimation unit 210 estimates a plurality of image areas that is positions of the areas in the image, each
of the plurality of image areas having a different gloss level of skin.
[0020] Parameter determination unit 222 determines one or more parameter values for each of the plurality of estimated
image areas, the one or more parameter values being used to detect the wrinkle area.
[0021] Wrinkle detection processing unit 223 detects the wrinkle area from the image by using the one or more
parameter values determined for each of the image areas.
[0022] Wrinkle detection apparatus 100 includes, for example, a CPU (Central Processing Unit), a storage medium,
such as a ROM (Read Only Memory) that stores a control program, and a working memory, such as a RAM (Random
Access Memory), although not illustrated. In this case, functions of the above units of wrinkle detection apparatus 100
are implemented by the CPU executing the control program.
[0023] When there exists a plurality of areas having different gloss levels of skin, wrinkle detection apparatus 100 can
use the one or more parameter values properly depending on each corresponding image area to perform wrinkle detection.
Therefore, wrinkle detection apparatus 100 can perform wrinkle detection with more uniform accuracy even when the
gloss level shows variations.

SECOND EXEMPLARY EMBODIMENT

[0024] A second exemplary embodiment of the present disclosure is an example of a specific aspect in a case where
the present disclosure is applied to an apparatus that detects a wrinkle area of facial skin and presents the wrinkle area
to a user.
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[0025] FIG. 2 is a block diagram illustrating an example of a configuration of wrinkle detection apparatus 100 according
to the present exemplary embodiment.
[0026] In FIG. 2, wrinkle detection apparatus 100 includes photographing unit 110, image obtaining unit 120, facial
component detection unit 130, skin state detection unit 140, image generation unit 150, and display unit 160.
[0027] Photographing unit 110 is, for example, a camera including a lens and a color image pickup device, and
photographs an image of a user’s face. Photographing unit 110 then outputs the photographed image to image obtaining
unit 120. An operation of photographing unit 110 is controlled by, for example, image obtaining unit 120.
[0028] Image obtaining unit 120 performs required image quality processing, such as brightness adjustment, on the
image that is input from photographing unit 110, and outputs the image to each of facial component detection unit 130
and image generation unit 150. As such image quality processing, processing suitable for edge detection processing
described later is employed. In the following description, the image that is output from image obtaining unit 120 is referred
to as "a photographed image."
[0029] The photographed image may be flipped horizontally by image obtaining unit 120 or another unit.
[0030] Facial component detection unit 130 detects, from the photographed image, positions of facial components in
the photographed image. Each of the facial components refers to a section that constitutes a face, such as eyes, a nose,
and cheeks, and can be defined, for example, by a position of a feature of the face, such as inner canthi. Facial component
detection unit 130 detects the positions of the facial components by extracting the feature of the face from the photo-
graphed image, for example, by using a known image feature detection method such as pattern matching. Facial com-
ponent detection unit 130 then outputs the photographed image and facial component positional information that indicates
the detected positions of the respective facial components to skin state detection unit 140.
[0031] Skin state detection unit 140 detects the wrinkle area in the photographed image. Skin state detection unit 140
then outputs wrinkle area information that indicates the detected wrinkle area to image generation unit 150.
[0032] FIG. 3 is a block diagram illustrating an example of a configuration of skin state detection unit 140.
[0033] In FIG. 3, skin state detection unit 140 includes area estimation unit 210, wrinkle detection unit 220, and
chloasma detection unit 230.
[0034] Area estimation unit 210 estimates image areas that are positions of the plurality of areas in the image, each
of the areas having a different gloss level of skin, based on the facial component positional information that is input from
facial component detection unit 130. Area estimation unit 210 then outputs the photographed image and area positional
information that indicates the estimated respective image areas to wrinkle detection unit 220 and chloasma detection
unit 230.
[0035] In the present exemplary embodiment, the plurality of areas, each of the areas having a different gloss level
of skin, refer to an area of from a lower eyelid of a left eye to above a left cheek and an area of from a lower eyelid of a
right eye to above a right cheek (hereinafter referred to as "areas below both eyes"), and facial areas other than these
areas (hereinafter referred to as "an overall area"). In the following description, the image areas corresponding to the
areas below both eyes are referred to as "image areas below both eyes." The image area corresponding to the overall
area is referred to as "an overall image area." The overall area does not necessarily need to be an entire face, and may
be, for example, an area portion that is a target of detection of a wrinkle, such as cheeks or a forehead.
[0036] A light source that illuminates the facial skin is typically located above the face. Accordingly, the areas below
both eyes, which are slightly depressed with respect to eyelids or cheeks, are usually likely to be shaded compared with
other facial areas, such as cheeks or a forehead. Accordingly, the areas below both eyes are areas where the gloss is
relatively low, whereas areas where at least a wrinkle is to be detected, such as cheeks or a forehead, is an area where
the gloss is relatively high among the overall area.
[0037] Therefore, estimation of the image areas below both eyes and the overall image area is synonymous with
estimation of the positions of the plurality of areas in the photographed image, each of the areas having a different gloss
level of skin.
[0038] For example, area estimation unit 210 previously stores an area table that defines a positional relationship
between the plurality of features of the face and each of the areas below both eyes and the overall area. Area estimation
unit 210 estimates the image areas below both eyes and the overall image area with reference to such an area table.
[0039] Area estimation unit 210 may exclude an area occupied by eyelashes, hair, a rim of glasses, and the like from
the image area. For example, the eyelashes area can be removed through use of a known image processing technique,
such as techniques described in PTL 2 or PTL 3.
[0040] Wrinkle detection unit 220 detects the wrinkle area from the photographed image. Wrinkle detection unit 220
includes table storage unit 221, parameter determination unit 222, and wrinkle detection processing unit 223.
[0041] Table storage unit 221 previously stores a parameter value table. The parameter value table is a table that
describes the correspondence relation between each of the plurality of above-mentioned areas (the areas below both
eyes and the overall area in the present exemplary embodiment) and the one or more parameter values used for detection
of the wrinkle area described later.
[0042] In the present exemplary embodiment, it is assumed that the wrinkle area is detected through calculation of a
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gradient value of each portion of the photographed image, using a Gabor filter, and through comparison of the gradient
value with a threshold. The gradient value refers to a value that indicates a degree of change in a pixel value in the
photographed image, and becomes higher in an edge portion where the degree of change is larger.
[0043] FIG. 4 is a diagram illustrating an example of contents of the parameter value table.
[0044] As illustrated in FIG. 4, in association with area 311, parameter value table 310 describes detection target 312,
Gabor filter angle 313, Gabor filter wavelength 314, and gradient threshold 315.
[0045] A Gabor function g is expressed by Mathematical Formula (1), for example. In Mathematical Formula (1), λ
represents a cosine component of the wavelength, θ represents a direction of a striped pattern, ψ represents a phase
offset, and γ represents a spatial aspect ratio. In Mathematical Formula (1), the Gabor filter wavelength is a value of λ,
and the Gabor filter angle is a value of θ. 

where 

[0046] For example, the gloss is relatively low in the areas below both eyes, as described above. Therefore, it is
unlikely that elements other than the wrinkle, such as a chloasma, will be detected (hereinafter referred to as "misde-
tection"). Because of low brightness, however, it is likely that the wrinkle will be shown thinner on the image than the
actual wrinkle, and that the wrinkle that actually exists will not be detected (hereinafter referred to as "omission of
detection"). In addition, there are many large wrinkles in the areas below both eyes compared with in the overall area.
[0047] Accordingly, the large wrinkles are set as detection target 312 in the areas below both eyes. In order to reduce
possibility of omission of detection, the areas below both eyes are associated with wavelength 314 shorter than the
wavelength that is set in the overall area, and with threshold 315 lower than the threshold that is set in the overall area.
[0048] Most of the wrinkles in the areas below both eyes extend in a direction obliquely outward and downward from
the inner canthi. Accordingly, the areas below both eyes are associated with Gabor filter angle 313 limited to such a
direction, that is, an angle narrower than the angle that is set in the overall area.
[0049] As described above, the gloss is relatively high in the overall area. Accordingly, while omission of detection is
unlikely to occur, misdetection is likely to occur. In addition, there are many fine wrinkles in the overall area compared
with in the areas below both eyes.
[0050] Therefore, although the large wrinkles are set as detection target 312 in the overall area in a similar manner
to the areas below both eyes, in order to reduce possibility of misdetection of the fine wrinkles into the large wrinkles,
the overall area is associated with wavelength 314 longer than the wavelength that is set in the areas below both eyes,
and with threshold 315 higher than the threshold that is set in the areas below both eyes.
[0051] The direction of the wrinkle in the overall area includes almost all the directions. Accordingly, the overall area
is associated with Gabor filter angle 313 wider than the angle that is set in the areas below both eyes
[0052] Therefore, for the image areas below both eyes, parameter determination unit 222 determines "the limited
angle" as the Gabor filter angle, "the short wavelength" as the Gabor filter wavelength, and "the low threshold" as the
gradient threshold.
[0053] Parameter value table 310 may describe one or more parameter values for three or more types of areas, each
of the three or more types of areas having a different gloss level of skin. In this case, area estimation unit 210 estimates
the image area that is the position in the photographed image for each of the three or more types of such areas.
[0054] With reference to parameter value table 310 (see FIG. 4), parameter determination unit 222 of FIG. 3 determines
the one or more parameter values used for wrinkle area detection for each of the image areas indicated by the area
positional information that is input from area estimation unit 210. In the present exemplary embodiment, parameter
determination unit 222 determines the Gabor filter angle, the Gabor filter wavelength, and the gradient threshold for
each of the image areas below both eyes and the overall image area. Parameter determination unit 222 then outputs
the photographed image, the area positional information, and parameter information that indicates the parameter values
determined for each area, to wrinkle detection processing unit 223.
[0055] Based on the area positional information and parameter information that are input from parameter determination
unit 222, wrinkle detection processing unit 223 detects the wrinkle area from the photographed image that is input from
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parameter determination unit 222, through use of the one or more parameter values determined for each area. In the
present exemplary embodiment, wrinkle detection processing unit 223 calculates the gradient value for each portion of
the photographed image through use of the Gabor filter processing. Wrinkle detection processing unit 223 then detects
the wrinkle area from the photographed image through comparison of the calculated gradient value with a threshold.
That is, wrinkle detection processing unit 223 performs known edge detection processing. When the gradient value
becomes higher as the degree of change in the pixel value becomes higher, an area where the gradient value is equal
to or greater than a threshold is detected as the wrinkle area. Wrinkle detection processing unit 223 then outputs the
wrinkle area information that indicates the detected wrinkle area to image generation unit 150 (see FIG. 2).
[0056] From the photographed image that is input from area estimation unit 210, chloasma detection unit 230 detects
a chloasma area of skin included in the photographed image. For example, chloasma detection unit 230 performs
processing for extracting the pixel having the pixel value equal to or less than a threshold, for at least a detection area
indicated by detection area information that is input, among the photographed image, by using signals of RGB channels,
thereby performing such chloasma area detection. Chloasma detection unit 230 then outputs chloasma area information
that indicates the detected chloasma area to image generation unit 150.
[0057] Based on the wrinkle area information that is input from wrinkle detection processing unit 223, image generation
unit 150 of FIG. 2 generates a wrinkle image that indicates the wrinkle area in the photographed image, and generates
a wrinkle-enhanced image obtained by superimposing the generated wrinkle image on the photographed image. The
wrinkle image is, for example, an image for indicating a position of a wrinkle line with the wrinkle area filled with a
predetermined color. Image generation unit 150 then outputs the generated wrinkle-enhanced image to display unit 160.
[0058] The wrinkle-enhanced image may be flipped horizontally by image generation unit 150 or downstream display
unit 160. Image generation unit 150 may generate a chloasma image that indicates the chloasma area in the photographed
image based on the chloasma area information, and may include the generated wrinkle image in the wrinkle-enhanced
image.
[0059] Display unit 160 includes, for example, a liquid crystal display, and displays the wrinkle-enhanced image that
is input from image generation unit 150.
[0060] Wrinkle detection apparatus 100 includes, for example, a CPU, a storage medium such as a ROM that stores
a control program, and a working memory such as a RAM, although not illustrated. In this case, functions of the above
units of wrinkle detection apparatus 100 are implemented by the CPU executing the control program.
[0061] Wrinkle detection apparatus 100 having such a configuration can determine the parameter values that reduce
omission of detection for the image areas corresponding to the areas below both eyes having a low gloss of skin. Wrinkle
detection apparatus 100 can determine the parameter values that reduce misdetection for the image areas corresponding
to other areas having a high gloss of skin. Wrinkle detection apparatus 100 can perform wrinkle detection by using the
parameter values determined for each of the plurality of areas, and can present the detection result to a user.

<Operation of the wrinkle detection apparatus>

[0062] Next, an operation of wrinkle detection apparatus 100 will be described.
[0063] FIG. 5 is a flow chart illustrating an example of the operation of wrinkle detection apparatus 100.
[0064] In step S1100, image obtaining unit 120 obtains the photographed image of the user’s face by using photo-
graphing unit 110.
[0065] In step S1200, facial component detection unit 130 detects the position of each facial component from the
photographed image.
[0066] In step S1300, with reference to the above-mentioned area table, area estimation unit 210 estimates the plurality
of image areas (positions in the photographed image), each of the image areas having a different gloss level of skin,
based on the position of each facial component. In the present exemplary embodiment, such the plurality of areas is the
areas below both eyes and the overall area.
[0067] In step S1400, with reference to parameter value table 310 (see FIG. 4), parameter determination unit 222
determines the one or more parameter values for each of the plurality of estimated image areas (the image areas below
both eyes and the overall image area).
[0068] In step S1500, wrinkle detection processing unit 223 detects the wrinkle area by using the one or more parameter
values determined for each area, and through the Gabor filter processing and comparison between the gradient value
and the threshold. Chloasma detection unit 230 detects the chloasma area.
[0069] In step S1600, image generation unit 150 generates the wrinkle-enhanced image, and displays the generated
wrinkle-enhanced image by using display unit 160.
[0070] FIG. 6 is a diagram illustrating an example of the wrinkle-enhanced image of a section around eyes. FIG. 7 is
a diagram illustrating an example of the wrinkle-enhanced image of a section around a mouth.
[0071] As illustrated in FIG. 6 and FIG. 7, wrinkle-enhanced images 410 and 420 are generated through superimposition
of images 411 and 412 of the determined wrinkle area on photographed images 421 and 422, respectively.
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[0072] The aforementioned operation allows wrinkle detection apparatus 100 to estimate the image areas that are the
positions of the plurality of areas in the photographed image, each of the image areas having a different gloss level of
skin, to determine appropriate parameter values for each of the estimated image areas, to perform wrinkle detection,
and to present a detection result to a user.

<Effect of the present exemplary embodiment>

[0073] As described above, wrinkle detection apparatus 100 according to the present exemplary embodiment estimates
the image areas that are the positions of the areas in the photographed image, each of the plurality of areas having a
different gloss level of skin, and determines the parameter values suitable for the gloss level of skin for each of the
estimated image areas. Wrinkle detection apparatus 100 according to the present exemplary embodiment then detects
the wrinkle area from the photographed image by using the parameter values determined for each image area.
[0074] As described above, a state of the wrinkle area shown on the photographed image can differ depending on the
gloss level of skin. In addition, the gloss level can differ between skin portions. Wrinkle detection apparatus 100 according
to the present exemplary embodiment adaptively switches the parameter values to be used for wrinkle detection to suit
the state of the wrinkle area shown on the photographed image, and thus can perform wrinkle detection with more
uniform accuracy, even when the gloss level shows variations. That is, it is possible to detect the wrinkle by criteria
similar to criteria for a person to recognize presence of the wrinkle of skin with naked eyes.
[0075] Wrinkle detection apparatus 100 according to the present exemplary embodiment can perform wrinkle detection
with uniform accuracy even when the gloss level shows variations, and thus can perform wrinkle detection with uniform
accuracy even from an image photographed by firing a flash.

<Other determination methods of the parameter values>

[0076] The parameter values determined for each image area are not limited to the above example. For example,
wrinkle detection unit 220 can perform wrinkle detection by multiplying the gradient value calculated by the Gabor filter
processing by a gain value, and by comparing the obtained value with a threshold. In this case, parameter determination
unit 222 may determine the gain value for each image area, instead of the threshold.
[0077] That is, parameter determination unit 222 determines the gain value lower than the gain value that is set in the
overall area, for the image area for which a high threshold is to be set (the area having a high gloss level). Parameter
determination unit 222 determines the gain value higher than the gain value that is set in the areas below both eyes, for
the image area for which a low threshold is to be set (the area having a low gloss level).
[0078] Wrinkle detection processing unit 223 can use the gain value of each portion of the photographed image as a
gain mask for distribution of the gradient value.
[0079] Most of the edge detection processing, such as the Gabor filter processing, performs calculation by also using
the pixel value of a surrounding area of a pixel that is a target of calculation of the gradient value. Accordingly, overhead
of arithmetic processing occurs in a border portion of the plurality of image areas because of an overlap of both areas.
Use of the gain mask having the gain value determined for each image area allows edge enhancement processing to
be executed at a time, and allows avoidance of the overhead.
[0080] When the gain mask is used, parameter determination unit 222 or wrinkle detection processing unit 223 may
change a mask value gradually in the border portion between the image areas.
[0081] Wrinkle detection processing unit 223 may use the gain mask after applying known expansion processing and
contracting processing to an edge detection image obtained by edge detection processing. In this case, parameter
determination unit 222 determines so that the level of the expansion processing and the level of the contracting processing
become stronger in the image area corresponding to the area having a higher gloss.
[0082] The one or more parameter values that parameter determination unit 222 determines for each image area may
be part of the above-described plurality of types of parameter values, and may further include other parameter values
used for the Gabor function.

<Other variations of the present exemplary embodiment>

[0083] The method for calculation of the gradient value of each portion is not limited to the above example. Wrinkle
detection processing unit 223 may calculate the gradient value of each portion by known edge detection processing
using the Laplacian filter, the Prewitt filter, the Sobel filter, for example.
[0084] The method for estimation of the plurality of image areas corresponding to the plurality of areas, each of the
areas having a different gloss level of skin is not limited to the above example. For example, area estimation unit 210
may estimate distribution (hereinafter referred to as "gloss distribution") of the gloss level in the photographed image.
Parameter determination unit 222 may then determine the one or more parameter values of each image area based on



EP 2 955 663 A2

8

5

10

15

20

25

30

35

40

45

50

55

the estimated gloss distribution.
[0085] For example, area estimation unit 210 estimates the gloss distribution based on the positions of the facial
components, and divides the photographed image into the plurality of image areas in accordance with the gloss level.
Area estimation unit 210 then determines the parameter values for each image area with reference to the previously
stored table that associates the gloss level with the parameter values. When wrinkle detection apparatus 100 includes
a three-dimensional shape obtaining unit for obtaining a three-dimensional shape of skin from the photographed image,
area estimation unit 210 may estimate the gloss distribution based on the three-dimensional shape obtained by the
three-dimensional shape obtaining unit. Area estimation unit 210 may previously store a three-dimensional shape model
of a typical face, and may estimate the gloss distribution based on such a model.
[0086] For example, area estimation unit 210 estimates that the gloss level is higher in a portion of a protruding shape,
such as a tip of a nose or a cheek, than in other portions.
[0087] In addition, when wrinkle detection apparatus 100 includes a light source information obtaining unit for obtaining
light source information that indicates a position of a light source with respect to skin, area estimation unit 210 may
estimate the gloss distribution based on the light source information obtained by the light source information obtaining unit.
[0088] For example, when the light source is located above the face, area estimation unit 210 estimates that the gloss
level is higher in a portion in which a skin surface faces upward, such as a forehead or an upper cheek, than in other
portions.
[0089] When wrinkle detection apparatus 100 includes a gloss detection unit for detecting the gloss distribution, area
estimation unit 210 may employ the detected gloss distribution as an estimation result of the gloss distribution. For
example, in a state where skin is irradiated with polarized light, the gloss detection unit detects the gloss distribution
based on a plurality of images obtained by switching angles between the polarized light and a polarizing filter and by
photographing the skin with a camera equipped with the polarizing filter.
[0090] Although the exemplary embodiments described above assume that the detection target is the wrinkle of skin,
the detection target may be another state that has a shape of a linear groove, such as a scratch on a wall, a crack on
a surface of a metallic material, and a wrinkle of cloth.

<Summary of the present disclosure>

[0091] A wrinkle detection apparatus according to the present disclosure includes: an image obtaining unit that obtains
an image including skin; an area estimation unit that estimates a plurality of image areas, each of the plurality of image
areas having a different gloss level of the skin; a parameter determination unit that determines one or more parameter
values for each of the plurality of estimated image areas, the one or more parameter values being used to detect a
wrinkle area; and a wrinkle detection processing unit that detects the wrinkle area in the image by using the determined
one or more parameter values for each of the plurality of image areas.
[0092] In the wrinkle detection apparatus, the plurality of areas constitutes a face. The wrinkle detection apparatus
includes: a facial component obtaining unit that obtains a position of a facial component from the image; and a table
storage unit that stores a parameter value table that describes the correspondence relation between each of the plurality
of areas and the one or more parameter values. The area estimation unit may estimate the image area based on the
position of the facial component obtained by the facial component obtaining unit. The parameter determination unit may
determine the one or more parameter values with reference to the parameter value table.
[0093] In the wrinkle detection apparatus, the area estimation unit may estimate gloss distribution that is distribution
of the gloss level in the image, and the parameter determination unit may determine the one or more parameter values
based on the gloss distribution estimated by the area estimation unit.
[0094] The wrinkle detection apparatus further includes a facial component obtaining unit that obtains a position of a
facial component from the image. The area estimation unit may estimate the gloss distribution based on the position of
the facial component obtained by the facial component obtaining unit.
[0095] The wrinkle detection apparatus further includes a three-dimensional shape obtaining unit that obtains a three-
dimensional shape of the skin from the image. The area estimation unit may estimate the gloss distribution based on
the three-dimensional shape obtained by the three-dimensional shape obtaining unit.
[0096] The wrinkle detection apparatus further includes a light source information obtaining unit that obtains light
source information that indicates a position of a light source with respect to the skin. The area estimation unit may
estimate the gloss distribution based on the light source information obtained by the light source information obtaining unit.
[0097] In the wrinkle detection apparatus, the wrinkle detection processing unit may detect the wrinkle area in the
image by calculating a gradient value that indicates a degree of change in a pixel value in the image, and by comparing
the gradient value with a threshold. The one or more parameter values may include the threshold.
[0098] In the wrinkle detection apparatus, the wrinkle detection processing unit may detect the wrinkle area in the
image by calculating a gradient value that indicates a degree of change in a pixel value in the image, and by comparing,
with a threshold, a value obtained by multiplying the gradient value by a gain value. The one or more parameter values



EP 2 955 663 A2

9

5

10

15

20

25

30

35

40

45

50

55

may include the gain value.
[0099] In the wrinkle detection apparatus, the wrinkle detection processing unit may detect the wrinkle area in the
image by calculating a gradient value that indicates a degree of change in a pixel value in the image by using a Gabor
filter, and by comparing the gradient value with a threshold. The one or more parameter values may include at least one
of an angle and wavelength that are used for the Gabor filter.
[0100] A wrinkle detection method according to the present disclosure includes: obtaining an image including skin;
estimating a plurality of image areas, each of the plurality of image areas having a different gloss level of the skin;
determining one or more parameter values for each of the plurality of estimated image areas, the one or more parameter
values being used to detect a wrinkle area; and detecting the wrinkle area in the image by using the determined one or
more parameter values for each of the plurality of image areas.
[0101] The present disclosure is useful as the wrinkle detection apparatus and the wrinkle detection method that
enable wrinkle detection with more uniform accuracy even when the gloss level shows variations.

Claims

1. A wrinkle detection apparatus comprising:

an image obtaining unit that obtains an image including skin;
an area estimation unit that estimates a plurality of image areas, each of the plurality of image areas having a
different gloss level of the skin;
a parameter determination unit that determines one or more parameter values for each of the plurality of estimated
image areas, the one or more parameter values being used to detect a wrinkle area; and
a wrinkle detection processing unit that detects the wrinkle area in the image by using the determined one or
more parameter values for each of the plurality of image areas.

2. The wrinkle detection apparatus according to claim 1, wherein
the plurality of areas constitute a face,
the wrinkle detection apparatus further comprises:

a facial component obtaining unit that obtains a position of a facial component from the image; and
a table storage unit that stores a parameter value table that describes the correspondence relation between
each of the plurality of areas and the one or more parameter values,

the area estimation unit estimates the image area based on the position of the facial component obtained by the
facial component obtaining unit, and
the parameter determination unit determines the one or more parameter values with reference to the parameter
value table.

3. The wrinkle detection apparatus according to claim 1, wherein
the area estimation unit estimates gloss distribution that is distribution of the gloss level in the image, and
the parameter determination unit determines the one or more parameter values based on the gloss distribution
estimated by the area estimation unit.

4. The wrinkle detection apparatus according to claim 3, further comprising a facial component obtaining unit that
obtains a position of a facial component from the image,
wherein the area estimation unit estimates the gloss distribution based on the position of the facial component
obtained by the facial component obtaining unit.

5. The wrinkle detection apparatus according to claim 3, further comprising a three-dimensional shape obtaining unit
that obtains a three-dimensional shape of the skin from the image,
wherein the area estimation unit estimates the gloss distribution based on the three-dimensional shape obtained
by the three-dimensional shape obtaining unit.

6. The wrinkle detection apparatus according to claim 3, further comprising a light source information obtaining unit
that obtains light source information that indicates a position of a light source with respect to the skin,
wherein the area estimation unit estimates the gloss distribution based on the light source information obtained by
the light source information obtaining unit.
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7. The wrinkle detection apparatus according to claim 1, wherein
the wrinkle detection processing unit detects the wrinkle area in the image by calculating a gradient value that
indicates a degree of change in a pixel value in the image, and by comparing the gradient value with a threshold, and
the one or more parameter values include the threshold.

8. The wrinkle detection apparatus according to claim 1, wherein
the wrinkle detection processing unit detects the wrinkle area in the image by calculating a gradient value that
indicates a degree of change in a pixel value in the image, and by comparing, with a threshold, a value obtained by
multiplying the gradient value by a gain value, and
the one or more parameter values include the gain value.

9. The wrinkle detection apparatus according to claim 1, wherein
the wrinkle detection processing unit detects the wrinkle area in the image by calculating a gradient value that
indicates a degree of change in a pixel value in the image by using a Gabor filter, and by comparing the gradient
value with a threshold, and
the one or more parameter values include at least one of an angle and wavelength that are used for the Gabor filter.

10. A wrinkle detection method comprising:

obtaining an image including skin;
estimating a plurality of image areas, each of the plurality of image areas having a different gloss level of the skin;
determining one or more parameter values for each of the plurality of estimated image areas, the one or more
parameter values being used to detect a wrinkle area; and
detecting the wrinkle area in the image by using the determined one or more parameter values for each of the
plurality of image areas.
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