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Description
BACKGROUND OF THE INVENTION

[0001] The present invention is directed to a cloud
based Dynamic Information Sharing Platform (DISP) de-
signed to offer to Public Safety Forces (PSF) different
devices coupled with operating software to increase their
situational awareness and make their everyday lives saf-
er without requiring any configuration and technical
know-how or intensive training. The platform consists of
two different kinds of elements, namely different hard-
ware devices that host the software and applications soft-
ware composed by different modules and services.
[0002] The public safety market is currently focused
on traditional telecommunication methods, but users de-
mand for more, such as for example, really usable inter-
faces which are easy to handle and do not impose limi-
tations to their way to work. Public Safety Forces operate
in very different environments and conditions, using ve-
hicles, standalone devices and heavy infrastructure.
They have to stay flexible as they can be faced with un-
planned situations. Furthermore, PSF often are required
to work following specific command chains. The trans-
mission of information is usually linked to the command
chain, with differentlevels of hierarchy managing the flow
of information (See for example Fig. 1). The lower levels
are field personnel reporting to their direct hierarchy and
continuing up to the higher level. The higher levels are
managing more crises but lower details.

SUMMARY OF THE INVENTION

[0003] A computer network implemented system for
disaster and crisis management and for enabling one or
more interactions between one or more entities which
includes at least one server computer, the server com-
puter including an information collection utility that ena-
bles an entity to collect and store to a database linked to
the server computer one or more information objects; a
communications device configured to establish a com-
munications network corresponding to that communica-
tions device; a plurality of nodes, each node being con-
nected to the network established by the communications
device; a user application comprising software loaded in
a computer readable medium at a computing device for
execution by a processor; a message management and
routing system configured to facilitate communications
between the communication device and the user appli-
cation; a fixed mode capable of functioning as a crisis
center; a user device configured to display information
fromthe user application; where each node of the plurality
of nodes s associated with an emergency services sector
resource, and is configured to communicate information
regarding the emergency services sector resource to the
user application via the communications device; and
where the user device is configured to display information
regarding the emergency services sector resource from
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the user application.
BRIEF DESCRIPTION OF THE DRAWINGS

[0004] The foregoing and other features and advan-
tages of the present invention will become apparent to
those skilled in the art to which the present invention re-
lates upon reading the following description with refer-
ence to the accompanying drawings, in which like refer-
ence characters refer to like elements through the differ-
ent figures and in which:

Fig. 1 is a flow diagram showing an example of the
chains of command for public safety forces;

Fig. 2 is a flow diagram showing an example of dis-
tributed network architecture with different Informa-
tion Management components;

Fig. 3is aflow diagram showing an initial middleware
network without any information distributed by the
management service;

Fig. 4 is a flow diagram showing the registries of the
management service filled with the appropriate
records of the remote middleware based on the auto-
discovery procedure;

Fig. 5is aflow diagram showing the information man-
agement flows for synchronization that arises from
the information in the Management Service;

Fig. 6 is a flow diagram showing a information man-
agement network and illustrating the effects of the
synchronization process;

Fig. 7 is a flow diagram showing a high-level sum-
mary of the synchronization between two services;
Fig. 8 is a schematic flow diagram showing the ex-
change and integration of missionld updates;

Fig. 9 is a flow diagram showing a simple modeling
structure for the element managed in the middleware
service;

Fig. 10 is aflow diagram showing the difference mod-
eling based on the missionld and its integration;
Fig. 11 is a schematic flow diagram showing the mid-
dleware network after the synchronization has been
completed without common missions;

Fig. 12 is a schematic flow diagram showing another
scenario after synchronization with a mission that
includes all middleware but pssu-pc01;

Fig. 13 is a schematic diagram showing integration
on an IP network of different Middleware nodes and
the related end-users;

Fig. 14 is a schematic diagram showing the register-
ing of the middleware services internally;

Fig. 15is a schematic diagram showing the different
scopes of the multicast network used for the auto-
configuration processes; and

Fig. 16 is a schematic diagram showing the multicast
flows using SLP (Service Location Protocol) to reg-
ister services.
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DETAILED DESCRIPTION OF THE INVENTION

[0005] The present invention is directed to a method
and apparatus which provide a system with architecture
and protocols for cloud based disaster and crisis man-
agement that will allow for organizing the information
management and delivery on a distributed and constraint
conditions. The system is preferably based on Mobile
Wireless Communication system (MoWiCo) and is de-
signed to be included in mobile vehicles, such as police
cars, fire engines, and/or armored vehicles, but is not
limited to wireless communications and can be applied
to wired communications.

[0006] Nomadic Satellte Communication system
(NoSaCo) designed as stationary satellite stations are
deployed as a telecommunication station. The architec-
ture and protocols of the present invention allow safety
forces to manage the distributed infrastructure ensuring
the efficiency of the information transfer, improve the
quality of telecommunication links between the different
teams, improve the auto-configuration and discovery in-
side the global infrastructure provide flexibility for the mis-
sion scope, and improve the level of security of the infor-
mation to transport and deliver and maintain a global se-
curity policy. The concept can also be applied to a man
portable system.

[0007] Fig. 1illustrates a typical command/information
hierarchy. The leader 101 issues orders to subordinate
managers 102 via high level lines of communication 111.
The managers 102 report information back to the leader
101 via the lines of communication 111. The managers
also issue orders to their subordinates, such as field op-
eratives 103 via lower level communication lines 112.
The field operatives 103 report information back to the
mangers 102 via the low level communication lines 112.
Thus, information and orders are distributed to the ap-
propriate individual or group.

[0008] The method and apparatus of the present in-
vention allows safety forces to organize information,
manage the distributed infrastructure ensuring the effi-
ciency of the information transfer, improve the quality of
telecommunication links between different teams, im-
prove the auto-configuration and discovery inside the glo-
bal infrastructure, and provide flexibility for the mission
scope and level of security of the information to transport,
deliver and maintain a global security policy and delivery
on distributed and constraint conditions

[0009] The "cloud approach" used for the information
management involves nodes with different roles. In order
to provide an efficient way to distribute the information
the nodes are acting differently if the nodes are in the
field (called MU or Mobile Units 1302 (see Fig. 13) or
referred to as nomadic), or at a fixed installation (called
CC as Crisis Centre 1301). Based on the required infor-
mation, the Mobile Units adapt their comportment inside
the cloud. They only transfer and manage the required
information. The required information scope can evolve
according to the mission needs.
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[0010] According to some metrics, the cloud nodes are
adapting their comportment for managing the informa-
tion. The information is modeled in the cloud in three
parts, namely the metadata of the information, including
the time stamping, the source, and the like, the payload
of the information, including the actual value for a sensor,
a map or the actual picture, and the signaling as the
means to access the information.

[0011] One of the central design properties of the Dy-
namic Information Sharing Platform (DISP) middleware
is the support for distribution. The word "middleware" is
meant to include a network of software agents creating
an autonomous system transporting information, such
as communication systems. This includes having multi-
ple Middleware installations, and especially support for
synchronization of the information between the service
instances of different middleware installations. The mid-
dleware contains a complex process that controls the
synchronization of information between multiple installa-
tions. The synchronization involves several steps on dif-
ferentlevels, and is ultimately controlled by several piec-
es of information. The differentiation of the middleware
installations feature two different types: Crisis Centers
(or CC) 1301 and Mobile Units (or MU) 1302, as seen in
Fig. 13, and this is the first piece of information that con-
trols the synchronization behavior in general. These two
middleware types fulfill different roles in the architecture.
The Crisis Center entities are considered as global nodes
with large technical capacities, such as network connec-
tions, resilience, storage and computing, and they are
usually linked to operational entities, such as coordina-
tion centers.

[0012] The middleware nodes can automatically
choose to only synchronize the metadata and signaling
to save some bandwidth, which could be referred to as
a partial synchronization. The payload stays on other
nodes and will be retrieved only on the request of a user.
If the whole system is synchronized, it would be referred
to as a complete synchronization. Further, the middle-
ware nodes can select to transcode some payloads in
order to reduce their size. For example, the middleware
can reduce the resolution of a picture as the transfer
bandwidth or latency is not appropriate.

[0013] The middleware nodes automatically discover
the other nodes and which types of connections are
around them. This permits the system to model the
nodes’ topology including their links. For example, Fig.
13 shows a topology example. In this figure, the nodes
are spread along different communication networks
marked as IAN 1304 (Incident Area Network) and WACN
1305 (Wide Area Crisis Network). The IAN represents
the connection between mobile nodes 1302 deported on
the crisis site whereas WACN represents the connection
between central nodes 1301 and mobile nodes. The net-
works and nodes communicate via communication links
1303, which can be wireless or wired. The nodes are
then self-adapting their configuration according to the de-
tected topology. The same protocol permits user or client
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applications to auto-configure. A request for access to
certain services will result in the address of the software
entities able to provide them the services. Thus, the sys-
tem allows for the filtering of the information to mark it as
applicable to one or more disasters, crisis, or mission so
the information can be assigned to a communication
node.

[0014] In the present invention it is important to note
the distinction to be made between the two kinds of mid-
dleware. There are some differences in roles and impor-
tance, including CC and MU among them. Also, any mid-
dleware is potentially authoritative for some data, includ-
ing data from camera service, sensor service, eventserv-
ice, and/or map element service. For some services, it
is desirable to maintain a unidirectional level: in this case,
only the CC middleware 1301 are managing the data.
The data is then not synchronized, but distributed to MUs.
For example, Directory information that requires a com-
plete integrity and the Map Tiles, which are generally
distributed from the central platform, are types of infor-
mation that follow this unidirectional model.

[0015] The synchronization process includes three
steps: Distribution / Detection of service availability (dis-
tribution logic is provided by the Management Service);
Negotiation, which is identical for the synchronizing of all
services (e.g. Event, Camera, Map Elements, Sensor)
and is provided by DISP middleware synchronization
tools; and Synchronization, which is specific to each serv-
ice.

[0016] As a first step of the synchronization process-
ing, the available Middleware installations on the network
need to get to know about each other. This availability,
however, can change over time, for example due to
changes in network connectivity, network capabilities, or
network availability. The Management Service of the Mid-
dleware plays a special role here, since its main respon-
sibility is to collect and distribute information about avail-
ability of Middleware services among the network, as fun-
damental basis of the synchronization.

[0017] A second step involves the Directory Service,
which allows the definition of Missions. The Directory
Service contains the general structures of the implied
elements in the Missions, including the middleware, but
also users, vehicles or maps. These structures can then
define specific synchronization requirements, in that they
define relationships between certain Middleware instal-
lations and the information they should get and synchro-
nize. End users define missions dynamically, so these
structural definitions can be modified over time to adapt
to changing requirements of information exchange. The
Directory Service canbe considered as the general struc-
ture used as a basis by the other services of the middle-
ware. Its synchronization is therefore a completely differ-
ent mechanism: Directory Service data is always syn-
chronized, the assumption being that Missions definition
is always available to all middleware.

[0018] Finally, all further Middleware services make
use of the previously mentioned information, to control
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their own synchronization according to defined rules re-
lying on the mission definition or on simpler concepts. All
Middleware services but the Management and Directory
Service take the same basic approach for controlling and
executing the synchronization processing, even though
the details may differ to some extent for each type of
service. The present concept introduces resilience: the
information distribution will allow the middleware instal-
lations to cope with situations in which a Middleware, or
part of it, fails to operate correctly, by providing back up
or failover support.

[0019] The Middleware will manage end devices, such
as sensors, maps and/or cameras. For example, it will
retrieve the latest values from a sensor, pictures from
camera or maps information provided by end-users or
observation equipment. This functionality is not possible
with a single, centralized Middleware during periods of
network disconnection, effectively resulting in the poten-
tial loss of information. Mobile installations of the Middle-
ware, which are close to the devices they manage, i.e.,
close in terms of network structure, and/or physically,
reduce this problem and make this management more
independent of the network connectivity towards a cen-
tral network.

[0020] The Middleware is the main information re-
source for client applications, providing a unified view on
available resources. Client applications can however be
located close to the centralized network, which are usu-
ally Web Applications, or to a mobile network, which will
usually be a Tactical or Mobile Applications, but can also
be Web Applications. Applications specifically used with-
in a mobile environment should be able to retrieve their
information from a Middleware that is close to them, to
improve efficiency, especially if there are multiple clients,
and reduce the clients’ dependence on network capabil-
ities. Mobile client applications are still able to access to
information from a "local" Middleware in case of network
disconnections from the central network. So they can still
access to reliable information of local resources, includ-
ing e cameras and/or sensors, by this way, and have
additionally access to all previously synchronized infor-
mation from the local Middleware, without having to take
own efforts for caching or synchronization.

[0021] Fig. 2 shows an example for a distributed net-
work architecture, which involves five Middleware instal-
lations. The figure also shows the type and ID for each
Middleware, and indicates the available networks and
communication links between them. Two of the installa-
tions are Crisis Center (CC) Middleware installations 211,
212, which are part of a central network 200 and mainly
provide load balancing and failover or backup capabili-
ties, in contrast to using only a single CC installation.
[0022] The Middleware fortwo of the three Mobile Units
(MU) 213, 214 is contained within a local network 201.
This means that they are closely located to each other,
and in addition to capabilities for communication with the
central network 200, they participate in some mobile on-
site network. This network allows for a direct communi-
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cation between the Middleware installations over the mo-
bile network 201, which typically provides a higher quality
and bandwidth compared to the wide-range network con-
nectivity to the central network 200. One other Mobile
Unit Middleware installation 215 is shown in the diagram,
which is also connected to the central network 200, but
is not part of a mobile on-site network 201.

[0023] All ofthe MUs have a network connection to the
central network 200, which is indicated by the communi-
cation links 221, 222, 223 from each MU to one of the
CCs. Each of the MUs can connect to both CCs, although
this detail is not illustrated in the figure, and each MU
213, 214, 215 will choose one of the available CCs 211,
212 to communicate with for synchronization. The exam-
ple network shows all types of communication links that
are used for the synchronization, which can shortly be
summarized as follows:

¢ CC-to-CC 224: These links are within the central net-
work and as such can be assumed to have large
capabilities, and very few disruptions of availability.
Synchronization on this level can make use of the
high network capacities, and does not need to take
care about the consumed bandwidth etc. as much.

e MU-to-CC 221, 222,223: These links are potentially
the weakest links, since they can involve different
types of network communication, with varying band-
width and quality properties. There can also be pe-
riods of unavailability for them, due to switching be-
tween different network types or general unavaila-
bility of any WAN network. Therefore, synchroniza-
tion on this level should take special care to make
especially efficient use of the network, and to only
transmit information that is actually required.

¢ MU-to-MU 220: These links are only available for
MUs that are closely located to each other and have
appropriate equipment to build a mobile network
201. If available, such network links are typically of
a higher quality than the MU-to-CC links 221, 222,
223. They can generally not be assumed to be in
place, but should be used to a maximum extent if
they are in fact available. So synchronization on this
level should be done in preference/priority to syn-
chronization over MU-to-CC links.

[0024] Links between two MUs that are not part of a
common mobile network 201 are also possible (from the
network point of view), but not included in the list above
because no (direct) synchronization of informationis ever
done using such links. Such connections need to pass a
potentially "weak" network link twice (from one MU 221
to the central network 200, 224 and from there to the
other MU 223). So instead of an MU directly communi-
cating with another MU like this, the MU would first syn-
chronize information with a CC Middleware. A second
MU Middleware might then still receive updated informa-
tion from the first MU, but only indirectly - by its own syn-
chronization with the CC Middleware. This has two ad-
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vantages:

1. Any synchronization operation between two Mid-
dleware installations makes use of at most one po-
tentially weak MU-to-CC network link 221, 222, 223.
2. The approach automatically ensures to also pro-
vide updated information from the MUs to the central
CC Middleware network 200. No further synchroni-
zation between MU and CC needs to be done in ad-
dition to achieve this.

[0025] This restriction is however only valid for the ac-
tive synchronization processing which is done by any
Middleware service, as described in this document. It
does not mean that network connections between two
MU Middleware installations (without a shared mobile
network) are not possible or required in certain cases.
End-to-end connectivity must be provided by the under-
lying network structure in any case, between any pair of
Middleware installations, so that each Middleware node
must in principal be capable of connecting to any other
Middleware node, if the networks in between are availa-
ble.

[0026] The Middleware synchronization achieves sev-
eral basic requirements, namely information distribution,
automatic discovery, utilization of the network structure,
failure tolerance, as well as the synchronization. The pri-
mary goal and purpose of the synchronization is to allow
distribution of information among a network of Middle-
ware installations, for the different kinds of resources that
are managed by the Middleware services. The synchro-
nization requires communication between multiple Mid-
dleware installations. However, due to the different and
changing networks involved, it can be difficult for the
nodes in a Middleware network to get to know about each
other. To minimize the required configuration effort, au-
tomatic discovery of the active Middleware installations
is provided. This also implies detection of longer periods
of network disconnection or unavailability in general. This
requirementis especially important in the context of MUs,
since they are the type of Middleware which may be un-
available for long times, and will perhaps only be started
on demand.

[0027] The synchronization needs to make use of in-
formation about the current network structure. For exam-
ple, this includes preferring higher-quality network links
over others with fewer capabilities. Due to the variations
inthe capabilities of the network environment, specifically
for MUs, network disconnections or situations of low-
quality connectivity quality must be taken into account
for the synchronization. Especially, any possible failure
of synchronization operations needs to be dealt with, and
must allow for a graceful and efficient recovery after re-
gaining lost or interrupted connectivity.

[0028] A simple approach, which constantly attempts
to synchronize all available information with all available
Middleware installations, is insufficient for several rea-
sons. The main problem with this approach is that it
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doesn’t scale, since the processing time, bandwidth, and
storage resources quickly increase with the number of
Middleware nodes - and the resources especially for the
MUs are limited in all of these dimensions. Because of
this, restrictions need to be put in place as limitations
according to some model. A dynamic model must be put
into place that allows controlling what information needs
to be transmitted (synchronized) to where. This will allow
for a restricted synchronization, so it limits the amount of
synchronized information. This is important to prevent
distributing information to places or people that actually
do not need to have them - which would otherwise be an
unnecessary waste of resources, and would add addi-
tional security/privacy issues. Once again, this point is
of mostimportance to any MU, since MUs as mobile units
are subject to much greater security threats by nature,
compared to a centralized CC Middleware.

[0029] The system of the present invention will allow
for dynamic changes of the definitions about synchroni-
zation rules, depending on the situation changes in the
context of usage of the Middleware network. Taking the
example of multiple MUs that are installed, for example,
in cars of emergency vehicles, it must be possible to de-
fine that some of them need to share information with
each other, in case they are supposed to fulfill some kind
of mission together. That configuration depends on the
external context of usage of the Middleware and requires
changes over time.

[0030] An important (albeit obvious) requirement for
the synchronization is to be efficient, to make best use
of the available (especially network) resources. This
mainly means to exchange as little redundantinformation
as possible. The primary purpose of synchronization is
to distribute information about resources that are avail-
able, such as metadata, and if possible also the resourc-
es themselves, such as payload. The latter is not always
possible however, because the payload canbe very large
and require a lot of resources, without actually being re-
quired by a user in the end. Furthermore, automatic
ahead-of-time synchronization of the payload is gener-
ally not always possible. For example, the distribution of
access information for a live video or picture can easily
be done ahead of time - but the actual live picture or video
stream cannot due to its nature. These kinds of payload
are necessarily only transmitted as required (i.e. when a
user explicitly requests to get access to them). So the
synchronization must ensure to primarily distribute the
metadata information, and only include the payload if
possible and if it doesn’t provide too much overhead. If
required, corresponding payload can otherwise be load-
ed on demand - independent of the synchronization
processing.

[0031] To aid the understanding of some of basic con-
cepts the following terms are provided:

¢ Middleware Type: One of CC or MU, which is a con-
stant setting for any Middleware installation, and de-
fines the role of the Middleware (Command Centre
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vs. Mobile Unit) in the architecture.

¢ Middleware Id: A unique textual identifier for a Mid-
dleware, which is typically derived from the host-
name of the machine on which it is installed. Typical
examples for Middleware Ids are "pssu-srv01" or
"pssu-pc01".

¢ Missionld is a unique identifier in a middleware in
order to "group" the information managed by one
middleware and linked to one Mission. The Mission
is global (to the entire Middleware infrastructure) and
defined in the Directory Service. The missionld is
then composed by the name of the Mission and the
name of the Middleware. Then, every data in the
Middleware is marked as owned by one and only
one authoritative middleware installation. Every mis-
sionld is globally unique, and can be represented
with the String: missionName.middlewareld

Every Middleware has at least one missionld (the "void"
missionld). This technical missionld is used to store in-
formation that is not part of any mission. Missionlds are
used as the basic units of synchronization within the Mid-
dleware.

[0032] Synchronization with respect to the Middleware
services is achieved by exchanging information about
mission models, so the distribution of such mission mod-
els (or updates for them) is the fundamental basis for the
synchronization. Since every missionld belongs to (or is
owned by) a certain middleware, there is always one spe-
cific authoritative Middleware for any missionld model.
This allows for a relatively easy synchronization concept,
since changes to the content of any missionld model are
only done inthe authoritative Middleware, and distributed
(replicated) from there to other Middleware installations.
Actual synchronization of missionld models happens al-
so on a per-service level. This means that even though
missionld are the basic unit of synchronization, this is
actually true for each service separately. So for example,
the Camera Service manages a model for a given mis-
sionld, the Sensor Service has a separate model for the
same missionld. The information stored in the missionld
models of different services are however disjoint, since
every Middleware service deals with different kinds of
information. The rules for controlling the exchange of mis-
sionld models are however the same for all Middleware
services, so an abstraction can be made to talk about
missionld models for whole Middleware installations
(consisting ofthe merged information from all Middleware
services for a certain missionld), for the sake of simplicity.
[0033] Also note that the Management Service of the
Middleware is not involved in the approach described
here. This service is responsible for the distribution of
network / connectivity availability between Middleware
installations, and as such is not directly involved in the
actual distribution of application-layer information (even
though it provides a basis to allowing this).

[0034] The different Middleware types have different
roles in the overall architecture. The CC Middleware in-
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stallations will receive all available information from the
whole Middleware network, i.e., information of all possi-
ble missionld, since they are the central places of the
architecture and supposed to have a global view on all
information. If multiple CCs are present, they will ensure
to have the same information available, by synchroniza-
tion with each other. A main consequence of this claim
is that from the point of view of an MU, each of the avail-
able CCs should act in the same way, so the CCs can
actually be considered as a kind of CC "cluster". Thus,
an MU can then communicate with any of the available
CCs for synchronization, which is useful for load balanc-
ing and failover capabilities. The MU Middleware instal-
lations will, by default, only be interested in the informa-
tion related to the missions it is allowed to get. What in-
formation should be available to which middleware is de-
fined in the Directory Service. Middleware can potentially
collect data for any missions, in order to allow device
roaming. For example, a device wanting to save some
data for mission2, but the only Middleware available is
MUO1, then the device will save its data on MUO1, and
the missionld mission2.MUOQ1 will be created (if not ex-
isting yet) on MUO1. MUO1 is still unable to get data re-
lated to mission2 from other middleware installations; but
can propose the missionld mission2.MUO1 to other mid-
dleware. The definitions specify what information on the
basis of missionlds each Middleware is principally inter-
ested in. They however don’t explain yet how they actu-
ally get hold of updated information from one another.
[0035] The actual synchronization processing allows
the exchange of missionld information, to achieve two
synchronization goals, namely providing all information
to CCs and providing information to MUs according to
Mission definitions. Providing all information to CCs is
achieved by making sure that multiple CCs (if present)
are always synchronizing all information they have with
each other, independent of any mission membership
(CC-to-CC 224), and each MU Middleware always tries
to provide all updated information it may have to any of
the available CCs (MU-to-CC 221, 222,223). This basic
synchronization needs to always be executed, independ-
ent of any mission definition. This ensures that the CCs
always have the maximum of information available, and
that they are properly synchronized among each other.
The synchronization among multiple CCs is important to
allow the MUs to synchronize with any of the available
CCs by providing failover and load balancing.

[0036] The basic synchronization however does not
take care yet of providing any information towards an
MU. That’'s where the mission membership concept
comes into play. The mission definitions specify what in-
formation on a per-mission level an MU Middleware is
supposed to receive through synchronization. If no mis-
sion exists which "contains" or "is allocated to" the given
MU Middleware, then this Middleware should not retrieve
any information about other related missionlds through
synchronization.

[0037] Achieving the goal of providing information to
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MUs according to Mission definitions is achieved by en-
suring that any MU Middleware is always held up-to-date
with the latestinformation about the definition of missions
it might be part of (Directory Service data must be cor-
rectly distributed) and an MU Middleware which is part
of one or more mission(s) adapts its synchronization logic
to also synchronize with other MUs in the mobile network
201, if the MU is in fact part of a mobile network with
other MUs, and if there is information to be shared with
themaccording to the mission definition (MU-to-MU 220).
This is done in a first step of the synchronization process-
ing, to put priority on distributing updated information
among the nodes within a mobile network 201, before
making use of potentially weak MU-to-CC network links
221,222, 223 in the second step. As well as synchronize
with any of the available CCs 211, 212 in a second step.
[0038] The distribution of missionld models needs to
be triggered to start the processing, which is done by a
periodic initiation of the synchronization processing, in a
certain interval. This approach however produces delays
for updated information about a missionld to be distrib-
uted with other Middleware installations (even in situa-
tions of optimal connectivity), according to the chosen
interval of triggering. Also, this approach results in trig-
gering communication between Middleware installa-
tions, even though there may not actually be any updates
of missionld models to be exchanged betweenthem. This
introduces communication overhead in the approach.
This overhead will be larger with smaller intervals of syn-
chronization triggering. The interval can however not be
chosen too large, to still have an acceptable delays in
information synchronization. So a trade-off has to be
made. For specific case (or specific missions) the period
of synchronization can be adapted to provide more inter-
activity at higher cost in the communication overhead.

[0039] The approach in the Middleware is the interval
in which the synchronization processing is triggered is
rather small (typically once per minute), to reduce the
synchronization delays to deal with. The synchronization
processing uses a first step of change detection (the ne-
gotiation step), which can be executed quickly and only
requires exchange of a small amount of information. This
allows minimizing the communication overhead, since
the synchronization processing can quickly be aborted if
the first step detects that in fact no information needs to
be exchanged. The periodic synchronization triggering
is done within the different Middleware services, for both
CC and MU Middleware installations. The way of
processing is however different depending on the Mid-
dleware type. When synchronization is triggered within
a CC Middleware service, it will only try to synchronize
information with other CC Middleware services (CC-to-
CC 224). This ensures keeping the CCs synchronized,
but doesn’t imply communication with MUs at all. So the
CCs don’t need to actively take care about availability
status of the MU services. When synchronization is trig-
gered within an MU Middleware service, it will first try to
synchronize with other MUs in a mobile network 201 if



13 EP 2 955 689 A1 14

available (MU-to-MU 220). Afterwards, ittries to synchro-
nize with any of the available CCs in a seconds step (MU-
to-CC 221, 222, 223) to provide updated information to
the central network, and retrieve updates from the central
network if necessary.

[0040] The different Middleware installations don’t
contain any configuration about the location of other in-
stallations, so by default they don’tknow which other Mid-
dleware is available. Hence, a basic precondition for syn-
chronization of application-layer information is to first get
to know about other Middleware (services) to potentially
synchronize with. This is realized by the Management
Service, which is contained in any Middleware installa-
tion. The main goal of the Management Service is to col-
lect and distribute availability information about the Mid-
dleware network, according to specific rules. Note how-
ever that such availability information is not only defined
for the Middleware as a whole, but rather on basis of the
Middleware components (services). Every Middleware
service, except for the Management Service itself, e.g.,
Event Service 1402, Camera Service 1403, Sensor Serv-
ice 1406, takes care of registering with the Management
Service on the same Middleware installation, to indicate
its own availability, as shown in Fig 14. These registra-
tions need to be refreshed periodically, since they have
a limited lifetime. By this way, the Management Service
is always informed about the current status of the local
Middleware it belongs to.

[0041] Inaddition,the Management Service distributes
the information about the local Middleware status among
the network, using Multicastmessages. On the otherend,
the Management Service also receives such messages
from the Management Services of other Middleware in-
stallations on the network, and can build and keep a reg-
istry of the overall available Middleware services from
them. Due to the expiration time of registrations, the reg-
istry is not guaranteed to always be accurate, but it en-
sures to adapt to new situations after a certain time, which
depends on the lifetime of registrations, usually about
one minute. By this way, the Management Service is al-
ways supposed to be up-to-date regarding the status of
the local Middleware installation, and its services, to
which the Management Service belongs and the status
of other Middleware installations, and their services,
available on the network. On top of this, in order to limit
the way in which this service availability information is
actually distributed within a network of Middleware instal-
lations, certain rules are deployed. The differentiation be-
tween Middleware types (CC vs. MU) plays a major role
for this. To aid the understanding of some of basic con-
cepts the following terms are provided:

e  Central network 200 is the network that interconnect
the CC together and the connections to the MUs.

e Local network 201 is the network that interconnects
the MUs together.
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[0042]
follows:

The goals of the availability distribution are as

1. CCs should get to know about all other available
CCs, since they need to take care to be fully syn-
chronized among each other. This information is re-
quired for CC-to-CC communication 224.

2. CCs should only get to know about MUs that are
"directly" connected to the central network. There
may also be MUs that don’t have an own direct con-
nection to the central network, but can still use an
indirect connection over a mobile network to be able
to connect to resources of the central network. Such
MUs should practically be invisible from the CCs, so
availability information of them must not be available
on the CCs.

3. MUs shouldretrieve information about all available
CCs in the central network 200. If multiple CCs are
available, they can choose any of them to synchro-
nize with. This information is required for MU-to-CC
communication 221, 222, 223.

4. MUs should get to know about other MUs if and
only if they are participants of a local network 201,
over which they can "directly" communicate with
each other. Itis crucial to ensure that MUs may never
get to other MUs if this pre-condition is not given. So
Middleware services in an MU that retrieve availa-
bility information of other MUs, need to be able to
rely on the assumption that those two MUs are part
of a mobile network. This information is required for
MU-to-MU communication 220.

[0043] To achieve these goals, the Management Serv-
ice uses different message types (scopes) and multiple
multicast groups to distribute the service availability in-
formation among the network.

[0044] The presentinvention uses a multicast scoping
concept. First, two different multicast groups are used in
two different scopes, as seenin Fig. 15. The scope con-
cept permits to block the sending of multicast messages
to a specific area.

e The central scope 1501 permits to send registration
messages and request messages on the central part
of the networks. All middleware installations, both
CC 211, 212 and MU 213, 214, 215, are sending
registration messages in this scope. The scope is
actually available for CC middleware and for MU mid-
dleware connected via WAN connections.

e The local scope 1502 permits to send registration
messages and request messages at the local level
of the network. Only MU middleware 213, 214 con-
nected to a local network 201 can send message in
this scope.

[0045] Themiddleware cansendandreceive message
from the different scopes. The middleware can then de-
tect the other middleware installations, their type and
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from which type of connection it is visible (local 201 and
central 200). The messages sent to the different scopes
also include the different service available in the middle-
ware installation.

[0046] At this point, the Management Service builds
up a registry about the available Middleware services of
other (remote) Middleware installations, based on the re-
ceived registration messages and according to the re-
strictions described above. In Fig. 16, the process of dis-
covery is shown via a schematic diagram showing the
multicast flows using SLP (Service Location Protocol)
messages 1601, 1602 in order to register the services
between middleware. The nodes are sending different
part of the SLP protocol primitives (register, request or
search) over a multicast transport network. The middle-
ware nodes are represented as the circles 211, 212, 213,
214, 215,1613, 1614, 1615 and arrows 1601, 1602 rep-
resent the protocol exchange between the nodes. The
protocol is based on the SLP (Service Location Protocol).
This protocol is here used within multicast transport to
request 1601 (search) for a service and the reachable
nodes are answering 1602 if the service is available with
access parameters. In this figure the star in the cloud
1603, 1604, 1611 represents two detached communica-
tion networks. Each of the records in the registry de-
scribes the availability of one specific service, within a
specific Middleware installation. The record, whichis also
required for the higher-level synchronization, consists of
the following:

e The ID of the Middleware to which the service be-
longs

e The type of the Middleware to which the service be-
longs (CC/MU)

¢ The scope used to discover this middleware instal-
lation

* Theservice type using a common identifier, like Sen-
sorSrv or DirectorySrv

* The service version which can be the currently un-
used implementation detail

e The URL that must be used for connecting to this
service. This will however only contain a base URL,
which will need to be completed according the inter-
face of a service to connect to.

e Theremaining lifetime of the record, which is defined
by an expiration time

[0047] TheManagement Service furthermore provides
a simple local interface for all other services of the same
Middleware, allowing them to access to information from
the registry. The services make use of this interface to
stay up-to-date with availability of remote service instanc-
es, for example, those of the same type, e.g. the Camera
Service only retrieves information about other remote in-
stances of the Camera Service, etc. Such remote service
instances can then be considered possible candidates
to synchronize with, and are used as basis for the further
synchronization logic.

10

15

20

25

30

35

40

45

50

55

[0048] Figs. 3 and 4 illustrate how the Management
Service registry would look like in an example network.
For the purpose of this example, only a single record is
shown for each Middleware, instead of each Middleware
service, and only the most important properties for each
record are displayed to illustrate the concept, although
more could be involved. Fig. 3 shows the initial Middle-
ware network, without any information distributed by the
Management Service yet. Fig. 3 indicates the status of
the Management registry 301, 302, 303, 304, 305 for
each Middleware 211, 212, 213, 214, 215, which is emp-
ty. After the different instances of the Management Serv-
ice advertised the presence of their own Middleware on
the network, the different service instances now know
about the availability of other Middleware installations,
according to the rules defined above. This situation is
shown in Fig. 4, in which the registries 310, 302, 303,
304, 305 of the Management Service are filled with the
appropriate records 401, 402, 403, 404, 405 of remote
Middleware installations:

[0049] Building the content of these registries will hap-
pen in multiple steps, but Fig. 5 shows the final result -
assuming that all network links are available. As illustrat-
ed in Fig. 5, the CCs 211, 212 get to know about each
other and the CCs get to know about the available MUs
213, 214, 215 directly connected to a central network
200. Also, the MUs get to know about all CCs, and finally,
the MUs 213, 214 only get to know about each other, if
they are part of a common mobile network 201. Fig. 5
illustrates the final state once again, by showing the pos-
sible communication links for synchronization that arise
from this information in the Management Service.
[0050] Apart from the internal middleware flows, the
same concept of auto-discovery is applied to configure
the clients of the middleware. Using the same multicast
groups, a software client can look for available services
present in middleware nodes by sending "Service Re-
quest" messages similarly to the registration messages
sent by the middleware services and middleware. The
client can send the Service Requests messages using
the local scope 501 first (in order to find local middleware
nodes) and extend it to the central scope 502 if it does
not receive any response using the local scope. This will
provide similarly auto-configuration for the clients based
on the same concept that the middleware nodes. Finally,
the clients are searching for services and can then get
multiple answers on different middleware. This is ensur-
ing a better resilience as several similar source of infor-
mation will be identified.

[0051] Basedon this auto-discovered topology and fol-
lowing the synchronization rules, each service of the mid-
dleware can be synchronized with the adequate informa-
tion. The synchronization is triggered periodically for
each service instance, typically once per minute. The fur-
ther steps that have to be taken for execution of the syn-
chronization depend on the Middleware type and infor-
mation about the environment.

[0052] The synchronization processing starts out with
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achoice of other service instances to initiate the synchro-
nization process with. For each of these partners, the
synchronization process is then executed in multiple
steps, starting with the missionld status negotiation and
followed by exchange of missionld diff structures for up-
dating the missionld models on either side as necessary.
Some details are given to explain the data structures
used to stored and exchange information in an efficient
way. The last section finally explains some further details,
which are not essential to understand the general syn-
chronization processing, but important for overall con-
sistency.

[0053] Fig. 6 shows another example of a Middleware
network, which illustrates the effects of the synchroniza-
tion processing. The figure specifically shows the mis-
sionld models that are stored within the Middleware for
any of the service in the middleware. The initial status
displayed here only shows the own missionld for each
Middleware, i.e. those for which the Middleware installa-
tions are the authority. This means that no synchroniza-
tion happened yet, and there are no synchronized mis-
sionld models in the network.

[0054] Once the synchronization is triggered for a Mid-
dleware service, the first step is choosing which other
service instances will be synchronize with. This includes
the type of Middleware the service is part of (CC/MU)
and other service instances that are available to poten-
tially synchronize with, as retrieved from the Manage-
ment Service of the Middleware. The logic for choosing
depends on the Middleware type. Since a service in a
CC Middleware should only synchronize with services in
other CC Middleware installations (CC-to-CC 224), the
service will analyze the information from the Manage-
ment Service about currently available remote service
instances (of the same type), and extract all other CC
service instances that are available. The further synchro-
nization logic will then be executed for all of these remote
CC service instances, with an attempt to fully synchronize
with each of them.

[0055] Since a service in an MU Middleware should
synchronize with other MU services in a mobile network,
and additionally with one of the available CC services,
the service will analyze the information from the Man-
agement Service about currently available remote serv-
ice instances, which are of the same type, and separately
extract all other local MU service instances and all CC
service instances that are available. The further synchro-
nization logic will then first be executed for all of the re-
trieved MU service instances, to distribute relevant infor-
mation within a mobile network (MU-to-MU 220). This
step however depends on the current Mission definition,
which is retrieved from the local Directory Service. Syn-
chronization with another local MU service is in fact only
executed if there is currently a Mission configured so at
least one of the MUs’ has access to a missionld data and
has an outdated timestamp for the given missionld.
[0056] In a second step, the synchronization logic will
then also be executed for any of the available CC service
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instances (MU-to-CC 221,222,223). It is sufficient to only
synchronize with any of the CCs 211, 212, because all
CCs are supposed to synchronize among each other.
The MU randomly chooses one of the available CCs,
effectively resulting in an application-level load balancing
for the MU-to-CC synchronization. If the synchronization
however fails for any reason, the MU can still attempt to
try synchronization with one of the other CCs. To execute
the synchronization, the MU will generally provide all up-
dated information it may have about its own and other
missionlds to the CC, but it will only try to receive updates
from the CC about missionlds to which it is related by
mission it is part of.

[0057] The missionld status negotiation is the first ac-
tual step of communication to realize the synchronization
between two service instances. It can be executed quick-
ly to minimize the general overhead of the synchroniza-
tion and is done in exactly the same way for all of the
Middleware services. The negotiation is generally trig-
gered by one of the services (service A 701, Fig. 7), by
sending a negotiation request 703 to another service in-
stance of the same type (service B 702), which answers
with a negotiation response 704. This information ex-
change is sufficient to determine which missionld models
afterwards have to be updated on service A 701 or B
702, respectively. The negotiation request sent by serv-
ice A 701 contains the Id and type of the Middleware
which service A is part of, as well as a list of missionld
status records with descriptions of the missionld models
that are offered by service A 701 to service B 702 (offered
missionlds). Each of the missionld status records is a
simple structure which contains a missionld and a mod-
ification timestamp for that missionld, which defines the
status or version of the missionld model that service A
701 currently has 710. This modification timestamp may
also be undefined (null) in certain conditions, for example
if service A is interested in a certain missionld model but
doesn’t have any information about it yet.

[0058] The negotiation response created by service B
702 is built by comparing 712, 713 the information from
the request and the current own missionld models stored
in the database with each other. This allows service B
702 to quickly check if it has any updates compared to
the missions allowed for the service A 701. The negoti-
ation response 704 sent by service B 702 actually has a
very similar structure than the request, and contains the
Id and type of the Middleware which service B is part of
a list of missionld status records with descriptions of the
missionld models for which service A should require the
actual synchronization (missionsToSync) and a list of
missionld status records with descriptions of the missio-
nld models for which service B can actually offer a valid
update for (offered missionlds). This list has a slightly
different purpose compared to the offered missionlds in
the request. We don’t need this information to offer up-
dates to service A, since missionsToSync is sufficient for
that purpose, but to allow service A 701 to determine
which updates it has to push to service B 702 (service A
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is the initiator of synchronization from A to B AND from
B to A). The records contained in the negotiation re-
sponse afterwards define what further steps service A
needs to take to make sure the necessary updates of the
missionld models are exchanged from A to B and B to
A, respectively.

[0059] Thus, both service A which initiates the com-
munication, and service B which responds to the request
are able to control which information they are actually
interested in, and which information they are willing to
share with another service (based on domain models).
Also, the amount of exchanged information in this step
is very small, since it only consists of simple records with
missionlds and timestamps to describe missionlds sta-
tus. If the response should indicate that neither side ac-
tually has updated information to retrieve from the other
side, the synchronization between the two service in-
stances is finished.

[0060] Fig. 7 provides a high-level summary of this
process showing the difference between CC and MU
about synchronization (CC eagerly get all data, MU only
gets what it is allowed to get) is that basically, we ask the
Directory which missions are allowed for a given MW.
Fora CC, ALL missions PLUS void are allowed, whereas
for a MU, only the missions the MW is part of what are
returned.

[0061] The result of the missionld status negotiation
phase described above determines for which missionlds
information needs to be exchanged between two Middle-
ware service instances. After service A 701 received the
negotiation response from service B 702, it uses the in-
formation in the response to finish the synchronization
processing, by making sure that the necessary missionld
models are actually exchanged in the second phase. This
phase may be unnecessary if the negotiation response
704 did not contain any records for offered missionlds or
the service is not allowed to get any missionld. For all
missions to syncinthe response of the negotiation phase,
service A 701 will request a missionld update 703 from
service B 702. It provides a missionld status description
710 as parameter to this request for service B, which
again contains the missionld and timestamp to create an
update for 711. Service B 702 creates and returns the
missionld update, and service A 701 then integrates 806
(see Fig. 8) the update into the own database, to update
the model of the missionld in question to the new version.
[0062] From the middleware Id in the response of the
negotiation phase, service A will get the list of allowed
missions for service B 702 (from its Directory Service)
and create the corresponding missionld updates, and
send them to service B 702. Service B then integrates
809 the updateinto the own database, to update the mod-
el of the missionlds in question to the new version.
[0063] Fig. 8 gives an abstract overview about this
whole process. The efficiency of creation and integration
of missionld updates, as well as the size of transmitted
missionld updates is crucial for the overall performance
of synchronization. Typically, a change in a missionld
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model only affects a small part of the overall information
linked to that missionld. So, it should be possible to only
transmit the changes that are necessary to allow updat-
ing an old missionld model into a more recent version,
to limit the bandwidth and processing time. Using this
approach however requires taking special care to ensure
the overall quality of the missionld models does not suffer
by the synchronization, i.e. to guarantee consistency.
[0064] The missionld models are actually stored for
the Middleware services, and the structure of exchanged
missionld updates (called missionld "diffs") are allowed
to transition between missionld versions looks like. The
general idea and approach used for exchanging missio-
nld update are provided, but only a simplified example
view is given on these structures here, since they are
actually different for each Middleware service.

[0065] Figs. 9 and 10 show a schematic example for
apossible simple storage structure of a Middleware serv-
ice 901. The actual storage structures of the services
may differ for each service, so this figure only illustrates
the general concept. Each service instance can store rep-
resentations of multiple missionld models in its database.
This will generally include at least one model for the own
missionld(s), and additional missionld models received
through the synchronization process from other service
instances. Each missionld model is identified by a mis-
sion name 910 and a middleware id 909. Any missionld
model also carries a modification timestamp 911, which
is essential to specify the version of the represented mod-
el. This timestamp allows for a very quick-change detec-
tion, to determine if two missionld models (for the same
missionld) differ, and if so which of them is more up-to-
date than the other. Each missionld model contains a
number of items that make up the actual content of the
missionld model. In the figure, "device" items are used
for this purpose (but only as a simple example). These
device structures are identified by an id 919, and they
also carry a modification timestamp 920, which can be
compared to the modification timestamp 911 of the mis-
sionld model it belongs to, and this is important for syn-
chronization. In addition, every device in this example
contains a number of properties 928, which are defined
by a list of name 929/value 930 properties.

[0066] These properties considered as part of the main
content for describing a device in the example illustrated
in Figs. 9 and 10, and are important for consistent mis-
sionld model storage, especially in context of the syn-
chronization approach. These include the changes to the
properties of a device (adding, removing, or modifying a
property for a device) may only be done by the service
which is the authority for the missionld in which it is con-
tained. This prevents any concurrent and conflicting mod-
ifications to a missionld model 908. Other service in-
stances may only get to know about such changes
through the synchronization processing. Any change to
the properties 928 of a device must be accompanied by
an update of the modification timestamp 920 of the de-
vice, and also by an update of the modification timestamp



21 EP 2 955 689 A1 22

911 of the missionld to which they belong. The update
of the missionld timestamp 911 is especially important
for synchronization, because this allows using the times-
tamp as missionld version - so it needs to always be
increased whenever any content of the missionld model
is modified. Other service instances can then simply con-
sider the timestamps as an ordered version number, with-
out necessarily having to interpret them as actual time.
This has a further advantage of not requiring synchro-
nized clocks on the different Middleware installations for
the synchronization. Updates to a missionld model must
happen in a transactional way. This is of particular im-
portance to ensure that the updates of the modification
timestamps 911 and updates of the missionld content
happen in an automatic fashion, since the creation of
consistent missionld diff 1008 models explained later on
depends on this.

[0067] The purpose of a missionld diff structure is to
describe the changes between two versions of a given
missionld model. This description should be as efficient
as possible, while still allowing for a consistent transfor-
mation of an "old" version of the missionld model into an
updated one. Fig. 10 shows a schematic example for a
possible structure of a missionld diff 1008, which is re-
lated to the missionld structure as described above and
would allow transformation of such missionld models into
updated versions. Since a missionld diff is always related
to one specific missionld, it contains information about
the missionld it belongs to (defined by the mission name
1010 and middleware ID 1009). Additionally, any missio-
nld diff 1008 contains a source 1011 and a target 1012
modification time to describe the time range it was cre-
ated for. Each missionld diff structure only allows a con-
sistent transition from a missionld model to the target
modification time 1012, if the old missionld model on
which the diff is applied also carries exactly the source
modification time of that diff as well. A missionld diff can
be built to describe any time range, and the actual time
range to use generally depends on the available versions
of the missionld for the communication partners.

[0068] The source modification of a diff may be unde-
fined (null), which is required to create an "initial" missio-
nld diff for a service instance that doesn’t have any in-
formation about that missionld yet. In this case, the mis-
sionld diff 1008 basically contains the full content of the
missionld, and has a maximum size. The actual content
ofthe diff is described in the same way as in the missionld
model, by a number of device structures that are con-
tained in the diff and their properties. The main difference
to note here is however that a missionld diff does not
need to contain all device structures that the missionld
model 908 with version of the target modification times-
tamp 1012 contains. Instead, the diff only needs to in-
clude those devices that have changed in the time range
ofthe diff (i.e. between the source time up to and including
the target time).

[0069] The storage structure of the missionld models
allow for an easy decision about this, simply by checking
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if the device modification time 1020 is smaller or equal
to the source modification time 1011 of the missionld diff
to be created. In this case, the device definition did not
change in the time range of the missionld diff description
and can be omitted. So this approach allows creating
efficient missionld diff structures, which mainly need to
contain information about structures that actually
changed in the time range of the diff, and need therefore
be included for a consistent missionld model update.
However that this is only a simple example and could still
be made more efficient - it is only used to illustrate the
concept. Also, the actual structures used in the different
Middleware services are more complex than this one.
Further, this missionld diff description is actually not fully
complete. The reason is that this structure is not capable
ofinforming areceiver of amissionld diffabout "removed"
devices. If a given device was part of the missionld model
at the source time, but has been deleted from the model
afterwards, the service that creates the missionld diff will
not know the device anymore, and hence it can’t include
a description of the removed device into the diff.
[0070] One solution for this problem, which is used in
several actual Middleware services, is to extend the mis-
sionld diff description, to additionally includes the Ids of
all devices into the diff that have not changed in the time
range of the missionld diff. A receiver of a missionld diff
can then execute a comparison of all devices in its old
model against those in the diff and detect deleted devices
as well. Unfortunately, this comes at the cost of having
to include partially redundant information into the missio-
nld diff again - but the list of device properties 1028 for
such unchanged devices do not need to be included. So
there is still a substantial reduction in the overall amount
of information that has to be placed into a missionld diff
1008, compared to a full missionld model 908.
[0071] A Middleware service 901 that received a mis-
sionld diff 1008 can use it to transform the own model of
that missionld into an updated version. For this to be
possible however, the modification timestamp of its own
(old) missionld model 908 needs to be equal to the source
modification timestamp 1011 given in the missionld diff
1008. Also, the update of an old missionld model with an
appropriate missionld diff is generally executed in a
transactional way, to make sure the updated missionld
model still ensures consistency.
[0072] The update transformation functionality could
basically be described as follows, for updating a missio-
nld model of missionld m attime t_1to anupdated version
at time t_2:
update(model(m,t_1),diff(m,t_1,t_2))=> mod-
el(m,t_2)

[0073] Fig. 11 shows howthe example Middleware net-
work would look like after all synchronization has been
completed. The figure includes several simplifications,
for example since it doesn’t show the missionlds on the
basis of the different Middleware services but rather for
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a Middleware as a whole. The diagram also does not
show the versions, e.g., the timestamps, for the missionld
models - the versions for each missionld are assumed
to be the same here. If any of the authoritative missionld
models 1101 would be updated in this example, its times-
tamp would change. This in turn causes further synchro-
nization to be done, to take care of updating all synchro-
nized models 1102 of that domain accordingly, as de-
scribed above.

[0074] Fig. 11 reflects the status of the basic synchro-
nization, i.e. in case there is no Task Force defined that
has an additional effect. In this case, the MU Middleware
nodes don’t receive any synchronized information, but
only provide information about their own domain models
to the CCs. In addition, the CCs are taking care of syn-
chronizing among each other, so each of them has the
same information available.

[0075] Fig. 12 shows the result of another scenario in
which 2 middleware have accesses to the mission mis-
sionA 1201. After the synchronization, the 2 CC servers
211, 212 got all the missionld models, and each MU 213,
214, 215 got the missionld models it had access to. The
order in which the synchronization processing is trig-
gered between the different Middleware installations is
not of importance for the final result. It does however
influence the intermediate steps, i.e. the detailed way
how to achieve the final state shown in the diagram.
[0076] Comparison Fig. 11 and Fig. 12 shows that Mid-
dleware pssu-pc01 1213 is not affected by the definition
of the Task Force, since it has no access to the mission
data. Furthermore, it can be seen that this "extended"
synchronization subsumes the basic synchronization
shown before, since the CCs still retrieve information
about all missionlds that are available on the network as
before.

[0077] There are some more details related to and im-
portant for synchronization. This mainly affects some ad-
ditional processing in each service which is done for pur-
poses of cleanup. This has been left out in the previous
sections, to prevent them from becoming overly compli-
cated. For completeness, the following list summarizes
this additional processing:

[0078] Typically, the modification time of a missionld
is only changed when some actual information has
changed which belongs to the missionld. As one excep-
tion to this rule however, a service will also update that
modification time for all local missionld (i.e. the missionld
it owns) whenever the service is started, and then peri-
odically in a large interval - by default, every 12 hours.
This modification is done independent of any actual
change in the content of the missionld, and is internally
called missionld touch operation. This missionld touch
operation ensures that - with a proper synchronization in
place - any synchronized missionld model will always get
an updated missionld timestamp at least about every 12
hours independent of actual changes. If this condition
does not hold, this indicates a problem in synchronization
- which typically means that the service to which the mis-
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sionld model belongs is not running anymore or discon-
nected from a common network for a long time. These
definitions are infact used to allow for a cleanup operation
specifically on synchronized missionld. This is achieved
by checking the synchronized missionld models every
now and then for their current modification time, and com-
pletely deleting a synchronized missionld model which
carries a very old modification time - by default, the limit
is one full day. Additionally, a service will not accept up-
dates for a synchronized missionld which carries such
an old timestamp anymore, to further prevent possible
propagation of outdated synchronized missionld models
in circles.

[0079] The logic assumes synchronized clocks for the
services in different Middleware installations to some ex-
tent - however, the requirement is actually very lenient,
since problems can only occur if the clocks are off for at
least about 12 hours. This ensures that outdated syn-
chronized information will eventually be erased, in case
the missionld information cannotbe considered accurate
or up-to-date anymore due to a long unavailability of its
authoritative source (either because no network connec-
tion is available, or because the Middleware has been
shut down or removed). In addition, synchronized mis-
sionld models may also be fully removed by a service
instance, if the service detects that it is not anymore "in-
terested" in that missionld. This situation can happen
within an MU Middleware, which used to have a Mission-
based relationship with the missionld that no longer ex-
ists.

[0080] Although the invention has been described in
detail with reference to particular examples and embod-
iments, the examples and embodiments contained here-
in are merely illustrative and are not an exhaustive list.
Variations and modifications of the present invention will
readily occur to those skilled in the art. The present in-
vention includes all such modifications and equivalents.
The claims alone are intended to set forth the limits of
the present invention.

Claims

1. A computer network implemented system for moni-
toring and managing emergency service resources
and for disaster and crisis management comprising:

a) at least one server computer having a com-
puter readable medium, the server computer in-
cluding an information collection utility that en-
ables the computer to collect and store to a da-
tabase linked to the server computer one or
more information objects;

b) means for collecting and marking information
related to a disaster or crisis;

c) at least one communications device config-
ured to establish a network corresponding to that
communications device;
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d) a plurality of communication nodes, each
node being connected to the network estab-
lished by the communications device;

e) at least one fixed installation node adapted
to model and manage the information collected,
connected to said communications device, and
capable of functioning as a crisis center;

f) a user application comprising software loaded
in the computer readable medium at the com-
puting device for execution by a processor;

g) an information management and routing sys-
tem configured to facilitate communications be-
tween the communication device and the user
application;

h) system means for discovering the nodes, their
interconnection, and modeling the nodes topol-
ogy; and

i) a user device configured to display information
from the user application;

wherein each node of the plurality of nodes is asso-
ciated with an emergency services sector resource,
and is configured to communicate information re-
garding the emergency services sector resource to
the user application via the communications device;
and

wherein the user device is configured to display in-
formation regarding the emergency services sector
resource from the user application.

The system of claim 1 wherein the means for col-
lecting information comprises sensors, cameras, ob-
servation equipment, and combinations thereof.

The system of claim 1 wherein one of the information
objects is a map.

The system of claim 1 wherein the system for dis-
covering the nodes and modeling the nodes topology
is based upon the metadata of the information and
provides a time stamp, a source of the information,
and an indication of a location on a map and to au-
tomatically detect the communication nodes with
which to connect.

The system of claim 1 wherein the communications
device is wireless and the nodes are hierarchically
categorized as central nodes and nomadic nodes.

The system of claim 1 wherein the communications
device is wired and the nodes are hierarchically cat-
egorized as central nodes and nomadic nodes.

The system of claim 1 wherein the collected infor-
mation is marked in relation to the disaster or crisis

and is assigned to a communication node.

The system of claim 1 wherein a complete synchro-
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nization is achieved between any central nodes us-
ing the system for discovering the nodes and mod-
eling the nodes topology.

The system of claim 1 wherein a partial synchroni-
zation is achieved between any nomadic nodes us-
ing the system for discovering the nodes and mod-
eling the nodes topology and a filtering of the col-
lected information which is marked in relation to the
disaster or crisis and assigned to a communication
node.

The system of claim 1 wherein a partial synchroni-
zation is achieved between the central and nomadic
nodes using the system for discovering the nodes
and modeling the nodes topology.

A method for monitoring and managing emergency
service resources and for disaster and crisis man-
agement using a computer network implemented
system comprising:

a) providing at least one server computer having
a computer readable medium, the server com-
puter including an information collection utility
that enables the computer to collect and store
to a database linked to the server computer one
or more information objects;

b) providing means for collecting and marking
information related to a disaster or crisis;

c) providing at least one communications device
configured to establish a network corresponding
to that communications device;

d) providing a plurality of communication nodes,
each node being connected to the network es-
tablished by the communications device;

e) providing at least one fixed installation node
adapted to model and manage the information
collected, connected to said communications
device, and capable of functioning as a crisis
center;

f) providing a user application comprising soft-
ware loaded in the computer readable medium
at the computing device for execution by a proc-
essor;

g) providing an information management and
routing system configured to facilitate commu-
nications between the communication device
and the user application;

h) providing a system means for discovering the
nodes, their interconnection, and modeling the
nodes topology; and

i) providing a user device configured to display
information from the user application;

j) associating each node of the plurality of nodes
with an emergency services sector resource;
k) configuring each node to communicate infor-
mationregarding the emergency services sector
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resource to the user application via the commu-
nications device; and

1) displaying information regarding the emergen-

cy services sector resource from the user appli-
cation. 5
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