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Description
TECHNOLOGICAL FIELD

[0001] An example embodiment of the present inven-
tion relates generally to the synchronization of audio and
video signals and, in one embodiment, relates to main-
taining synchronization between the audio and video sig-
nals in an instance in which a video signals are replayed
with modified motion, such as in slow motion.

BACKGROUND

[0002] Itis sometimes desirable to replay a sequence
of video images in slow motion. For example, a user may
provide input that specifies the extent to which the re-
played video images should be slowed. In instances in
which mono audio signals have been captured and are
associated with the video images, the replay of the audio
signals may correspondingly be slowed to the same ex-
tent that the replay of the video images is slowed.
[0003] Increasingly, however, stereo or multi-channel
audio signals are captured and associated with a se-
quence of video images. In an instance in which video
images that are associated with stereo or multi-channel
audio signals are replayed in slow motion, it may be
somewhat problematic to properly replay the stereo or
multi-channel audio signals in a manner that maintains
synchronization with the slowed video images. In this re-
gard, synchronization may apply not only to the relative
timing of the audio signals and the video images, butalso
to the synchronization of the direction associated with
the audio signals relative to the location of the source of
the audio signals within the video images.

[0004] The replay of audio signals at a slower speed
in conjunction with video images that are displayed in
slow motion may be problematic as stereo or multi-chan-
nel audio signals generally sound unnatural when played
at a different speed. In order to permit the audio signals
to sound more natural, the audio signals may be played
at standard speed, but the audio signals will then be out
of synchronization relative to the corresponding video
images that are replayed in slow motion. Various tech-
niques have been developed in an effort to facilitate
changes in the audio playback speed, but these tech-
niques may only provide audio signals with reasonable
quality in instances in which the audio signals and the
corresponding video images are slowed to about half
speed and generally do not maintain synchronization with
audio signals that continue to sound natural in instances
in which the audio signals and the corresponding video
images are slowed to a greater degree.

BRIEF SUMMARY

[0005] A method, apparatus and computer program
product are provided in accordance with an example em-
bodiment in order to facilitate synchronization of audio
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signals with corresponding video images that are re-
played with a modified motion, such as in slow motion.
In this regard, the method, apparatus and computer pro-
gram product of an example embodiment may maintain
the audio signals in synchronization with the correspond-
ing video images, both in terms of time and direction.
Further, the method, apparatus and computer program
product of an example embodiment may permit the audio
signals associated with video images that are replayed
with the modified motion to maintain synchronization with
the video images in a manner that still permits the audio
signals to sound relatively natural. A method, apparatus
of computer program product are also provided in ac-
cordance with another example embodiment to associ-
ate audio signals with at least a part of a video image
thatis stationary and/or to correspondingly remove audio
signals that are associated with a part of a video image
that has been removed.

[0006] In an example embodiment, a method is pro-
vided that includes determining a trajectory for each of
one or more audio objects of an audio signal. The method
of this embodiment also includes determining each of the
audio objects to be a transient object or a non-transient
object. For example, the transient and non-transient ob-
jects may include speech and non-speech objects, re-
spectively. The method of this example embodiment also
includes causing, with a processor, an audio object to be
differently extended depending upon whether the audio
object is determined to be a transient object or a non-
transient object so as to synchronize a video signal that
is to be played back in a predefined motion, such as slow
motion. In this regard, the method may cause the audio
object to be differently extended, in an instance in which
the audio object is determined to be a transient object,
by splitting the transient object into transient segments,
inserting silent segments between the transient seg-
ments and maintaining the trajectories of the transient
object. The method of this embodiment may also cause
the audio object to be differently extended, in aninstance
in which the audio object is determined to be a non-tran-
sient object, by repeating the non-transient object with a
trajectory that varies over time in correspondence to the
predefined motion of the video signal.

[0007] The method of an example embodiment may
also include determining a level for each of the one or
more audio objects. In this embodiment, the method may
cause the audio object to be differently extended by main-
taining the level of the transient object and repeating the
non-transient object at a level that varies over time in
correspondence to the predefined motion of the video
signal. The method of an example embodiment may in-
sert silent segments between the transient segments by
inserting silent segments that have a length that corre-
sponds to the predefined motion of the video signal. In
this embodiment, a first speed of the audio and video
signals may be a multiple of the predefined motion speed
at which the video signal is to be played back. As such,
the method may insert silent segments that have a length
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that is selected such that the silent segments in combi-
nation with a corresponding transient segment have a
collective length that is the multiple of a length of the
corresponding transient segment at the first speed. In an
instance in which the first speed of the audio and video
signals is a multiple of the predefined motion speed at
which the video signal is to be played back, the method
may repeat the non-transient objects by repeating a non-
transient object to have a resulting length that is the mul-
tiple of the length of the non-transient object at the first
speed. The method of an example embodiment may also
include causing the audio object to be rendered after hav-
ing been differently extended.

[0008] In another example embodiment, an apparatus
is provided that includes at least one processor and at
least one memory storing computer program code with
the at least one memory and the stored computer pro-
gram code being configured, with the at least one proc-
essor, to cause the apparatus to at least determine a
trajectory for each of one or more audio objects of an
audio signal and to determine each of the audio objects
to be a transient object or a non-transient object. For
example, the transient and non-transient objects may in-
clude speech and non-speech objects, respectively. The
at least one memory and the stored computer program
code are also configured, with the at least one processor,
to cause the apparatus of this example embodiment to
cause an audio object to be differently extended depend-
ing upon whether the audio object is determined to be a
transient or a non-transient object so as to synchronize
video signal that is to be played back in a predefined
motion, such as in slow motion. In this regard, the at least
one memory and the stored computer program code may
be configured, with the at least one processor, to cause
the apparatus to cause the audio object to be differently
extended, in an instance in which the audio object is de-
termined to be a transient object, by splitting the transient
object into transient segments, inserting silent segments
between the transient segments and maintaining the tra-
jectories of the transient object. The at least one memory
and the stored computer program code may also be con-
figured, with the at least one processor, to cause the ap-
paratus to cause the audio object to be differently ex-
tended, in an instance in which the audio object is deter-
mined to be a non-transient object, by repeating the non-
transient object with a trajectory that varies over time in
correspondence to the predefined motion of the video
signal.

[0009] The at least one memory and the stored com-
puter program code may be further configured, with the
at least one processor, to cause the apparatus of an ex-
ample embodiment to determine a level for each of the
one or more objects. In thisregard, the atleast one mem-
ory and the stored computer program code may be con-
figured, with the at least one processor, to cause the ap-
paratus to cause the audio object to be differently ex-
tended by maintaining the level of the transient object
and repeating the non-transient object with a level that
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varies over time in correspondence to the predefined mo-
tion of the video signal. The at least one memory and the
stored computer program code may be configured, with
the at least one processor, to cause the apparatus of an
example embodiment to insert silent segments between
the transient segments by inserting silent segments that
have a length that corresponds to the predefined motion
of the video signal. In this embodiment, the first speed
of the audio and video signals may be a multiple of the
predefined motion speed at which the video signal are
to be played back. As such, the at least one memory and
the stored computer program code may be configured,
with the at least one processor, to cause the apparatus
of this example embodiment to insert silent segments
that have a length as selected such that the silent seg-
ments in combination with a corresponding transient seg-
ment have a collective length that is the multiple of a
length and the corresponding transient segment at the
first speed. In an instance in which the first speed of the
audio and video signals is a multiple of the predefined
motion speed at which the video signal is to be played
back, the at least one memory and the stored computer
program code may be configured, with the at least one
processor to cause the apparatus of an example embod-
iment to repeat the non-transient objects so to have a
resulting length that is the multiple of a length of the non-
transient object at the first speed. In an example embod-
iment, the at least one memory and the stored computer
program code may be further configured, with the at least
one processor, to cause the apparatus to cause the audio
object to be rendered after having been differently ex-
tended.

[0010] In a further example embodiment, a computer
program product is provided that includes at least one
computer-readable storage medium having computer-
executable program code instructions stored therein with
the computer-executable program code instructions in-
cluding program code instructions to, when executed by
at least one processor, cause the determination of a tra-
jectory for each of one or more audio objects of an audio
signal. The computer-executable program code instruc-
tions of this example embodiment also include program
code instructions to determine each of the audio objects
to be a transient object or a non-transient object and to
cause an audio object to be differently extended depend-
ing upon whether the audio object is determined to be a
transient object or a non-transient object so as to syn-
chronize video signal that is to be played back in a pre-
defined motion, such as in slow motion. In regards to
causing the audio object to be differently extended, the
computer-executable program code instructions may in-
clude program code instructions in an instance in which
the audio object is determined to be a transient object to
split the transient object into transient segments, insert
in silent segments between the transient segments and
maintain the trajectory of the transient object. The com-
puter-executable program code instructions for causing
the audio object to be differently extended may also in-
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clude program code instructions in an instance in which
the audio object is determined to be a non-transient ob-
ject to repeat the non-transient object with a trajectory
that varies over time in correspondence to the predefined
motion of the video signal.

[0011] In yet another example of embodiment, an ap-
paratus is provided that includes means, such as a proc-
essor, processing circuitry or the like, for determining a
trajectory for each of one or more audio objects of an
audio signal. The apparatus of this example embodiment
also includes means, such as a processor, processing
circuitry or the like, for determining each of the audio
objects to be a transient object or a non-transient object.
The apparatus of this example embodiment also includes
means, such as a processor, processing circuitry or the
like, for causing an audio object to be differently extended
depending upon whether the audio object is determined
to be a transient object or a non-transient object so as to
synchronize video signal that is to be played back in a
predefined motion, such as in slow motion. In this regard,
the means for causing the audio object to be differently
extended may include, in an instance in which the audio
objectis determined to be atransient object, means, such
as aprocessor, processing circuitry or the like, for splitting
the transient objectinto transient segments, means, such
as a processor, processing circuitry or the like, for insert-
ing silent segments between the transient segments and
means, such as a processor, processing circuitry or the
like, for maintaining the trajectories of the transient ob-
ject. The means for causing the audio object to be differ-
ently extended may also include means, such as a proc-
essor, processing circuitry or the like, for repeating the
non-transient object with a trajectory that varies over time
in correspondence with the predefined motion of the vid-
eo signal.

[0012] In an example embodiment, a method is pro-
vided that includes separating an audio signal into one
or more audio objects and determining a trajectory for
each of the one or more audio objects. The method of
this example embodiment also includes associating, with
a processor, at least a portion of the visual image with
one or more audio objects and determining the trajectory
of the one or more audio objects at a time at which the
at least a portion of the visual image was captured. The
method of this example embodiment also includes caus-
ing the visual image and the audio objects to be rendered
with the one or more audio objects being rendered in
accordance with the trajectory at the time at which the at
least the portion of visual image was captured.

[0013] In an embodiment to which the visual image in-
cludes a still image, the method may determine the tra-
jectory of the one or more audio objects at the time at
which at least a portion of visual image was captured by
determining the trajectory of the one or more audio ob-
jects at the time at which the still image was captured. In
an embodiment to which the visual image comprises a
series ofimages and the at least a portion of visual image
includes a stationary part of the series of images, the
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method may determine the trajectory of the one or more
audio objects at the time at which at least a portion of
visual images was captured by determining the trajectory
of the one or more audio objects at the time at which the
stationary part of the series of images was captured. In
this example embodiment in which the series of images
also includes one or more moving parts, the method may
further include correlating the trajectory of one or more
audio objects to the one or more moving parts. In this
example embodiment, the one or more audio objects that
are associated with the stationary part of the series of
images may include all audio objects other than the one
or more audio objects correlated to the one or more mov-
ing parts to this series of images. In response to removal
of a part of the series of images, the method of this ex-
ample embodiment may remove the one or more audio
objects correlated to the part of the series of images that
is removed.

[0014] In another example embodiment, an apparatus
is provided that includes at least one processor and at
least one memory storing computer program code with
the at least one memory and stored computer code being
configured, with the at least one processor, to cause the
apparatus to at least separate an audio signal into one
or more audio objects and to determine a trajectory for
each of the one or more audio objects. The at least one
memory and stored computer program code are config-
ured, with the at least one processor, to cause the appa-
ratus of this example embodiment to associate at least
a portion of the visual image with one or more audio ob-
jects and to determine the trajectory of the one or more
audio objects at the time at which the at least a portion
of visual image was captured. The at least one memory
and stored computer program code may be configured,
with the at least one processor, to cause the apparatus
of this example embodiment to cause a visual image and
the audio objects to be rendered with the one or more
audio objects being rendered in accordance to the tra-
jectory at the time at which the at least a portion of the
visual image was captured.

[0015] In a further example embodiment, a computer
program product is provided that includes at least one
computer-readable storage medium having computer-
executable program code portions stored therein with the
computer-executable program code instructions includ-
ing program code instructions to, when executed by at
least one processor, cause an audio signal to be sepa-
rated into one or more audio objects and to determine a
trajectory for each of the one or more audio objects. The
computer-executable program code instructions of this
example embodiment may also include program code
instructions to, when executed by the at least one proc-
essor, cause the association of at least a portion of a
visual image with one or more audio objects and to de-
termine the trajectory of the one or more audio objects
at the time at which the at least a portion of visual image
was captured. The computer-executable program code
instructions of this example embodiment may also in-
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clude program code instructions to, when executed by
the at least one processor, cause the visual image and
the audio objects to be rendered with the one or more
audio objects being rendered in accordance with the tra-
jectory at the time at which the at least a portion of visual
image was captured.

[0016] In yet another example embodiment, an appa-
ratus is provided at that includes means, such as a proc-
essor, processing circuitry or the like, for separating an
audio signal into one or more audio objects and means,
such as a processor, processing circuitry or the like, for
determining a trajectory for each of the one or more audio
objects. The apparatus of this example embodiment also
includes means, such as a processor, processing circuit-
ry or the like, for associating at least a portion of the visual
image with one or more audio objects and means, such
as a processor, processing circuitry or the like, for deter-
mining the trajectory of the one or more audio objects at
a time at which the at least a portion of visual image was
captured. The apparatus of this example embodiment
may also include means, such as a processor, process-
ing circuitry or the like, for causing the visual image and
the audio objects to be rendered with the one or more
audio objects being rendered in accordance with the tra-
jectory at the time at which the at least a portion of the
visual image was captured.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] Having thus described aspects of the present
disclosure in general terms, reference will now be made
to the accompanying drawings, which are not necessarily
drawn to scale, and wherein:

Figure 1 is a flowchart of operations performed in
accordance with an example embodiment of the
present invention;

Figure 2 is a more detailed flow diagram of an em-
bodiment of the operations depicted in the flowchart
of Figure 1;

Figure 3 is a black diagram of an apparatus that may
be specifically configured in accordance with an ex-
ample embodiment of the present invention;

Figure 4 is arepresentation of a speech audio object
and a non-speech audio object at standard speed;
Figure 5 is arepresentation of a speech audio object
and a non-speech audio object that have there been
differently extended in accordance with an example
embodiment of the present invention;

Figure 6 is a representation of a speech audio object
and a non-speech audio object that have there been
differently extended in accordance with another ex-
ample embodiment of the present invention;

Figure 7 is a representation of a sequence of images
at standard speed;

Figure 8 is a representation of a sequence of images
from which both the audio objects of the audio signal
and the corresponding video signals are played back
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in slow motion in accordance with an example em-
bodiment of the present invention;

Figure 9 is a representation of a series of images in
which the audio signals are not slowed and are, in-
stead, played back at standard speed while the video
signals are played back in slow motion;

Figure 10 is a flowchart illustrating operations per-
formed in accordance with another example embod-
iment of the present invention;

Figure 11 is a more detailed flow diagram of an ex-
ample embodiment of the operations depicted in the
flowchart of Figure 10 in which the visualimage com-
prises a still photograph;

Figure 12 is a more detailed flow diagram of an ex-
ample embodiment of the operations depicted in the
flowchart of Figure 10 in which the visualimage com-
prises a cinemagraph; and

Figure 13 is a more detailed flow diagram of an ex-
ample embodiment of the operations depicted in the
flowchart of Figure 10 in which the audio object(s)
that correlate with a part of the visual image that has
been removed are also removed in accordance with
an example embodiment of the present invention.

DETAILED DESCRIPTION

[0018] Someembodiments ofthe presentinventionwill
now be described more fully hereinafter with reference
to the accompanying drawings, in which some, but not
all, embodiments ofthe invention are shown. Indeed, var-
ious embodiments of the invention may be embodied in
many different forms and should not be construed as
limited to the embodiments set forth herein; rather, these
embodiments are provided so that this disclosure will sat-
isfy applicable legal requirements. Like reference numer-
als refer to like elements throughout. As used herein, the
terms "data," "content," "information," and similar terms
may be used interchangeably to refer to data capable of
being transmitted, received and/or stored in accordance
with embodiments of the present invention. Thus, use of
any such terms should not be taken to limit the spirit and
scope of embodiments of the present invention.

[0019] Additionally, as used herein, the term ’circuitry’
refers to (a) hardware-only circuit implementations (for
example, implementations in analog circuitry and/or dig-
ital circuitry); (b) combinations of circuits and computer
program product(s) comprising software and/or firmware
instructions stored on one or more computer readable
memories that work together to cause an apparatus to
perform one or more functions described herein; and (c)
circuits, such as, for example, a microprocessor(s) or a
portion of a microprocessor(s), that require software or
firmware for operation even if the software or firmware
is not physically present. This definition of circuitry’ ap-
pliestoall uses of this term herein, including in any claims.
As a further example, as used herein, the term ’circuitry’
also includes an implementation comprising one or more
processors and/or portion(s) thereof and accompanying
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software and/or firmware. As another example, the term
‘circuitry’ as used herein also includes, for example, a
baseband integrated circuit or applications processor in-
tegrated circuit for a mobile phone or a similar integrated
circuitin a server, a cellular network device, other network
device, and/or other computing device.

[0020] As defined herein, a "computer-readable stor-
age medium," which refers to a non-transitory physical
storage medium (for example, volatile or non-volatile
memory device), can be differentiated from a "computer-
readable transmission medium," which refers to an elec-
tromagnetic signal.

[0021] A method, apparatus and computer program
product are provided in accordance with an example em-
bodiment of the present invention in order to maintain
synchronization, such as both in time and direction, be-
tween audio signals and video signals as the video sig-
nals are played with modified motion, such as in slow
motion. Additionally, a method, apparatus and computer
program product are provided in accordance with an ex-
ample embodiment in order to synchronize the trajectory
of the audio signals with a source of the audio signals
within an image, such as a still photograph or a stationary
part of a cinemagraph, by identifying a single trajectory
for the audio signals that would otherwise have a trajec-
tory that moves over time. Further, a method, apparatus
and computer program product are provided in accord-
ance with an example embodiment to permit the audio
signals associated with a part of an image thatis removed
to also be removed. As such, the example embodiments
of the method, apparatus and computer program product
provide for improved synchronization of the audio and
video signals under a variety of conditions, thereby cor-
respondingly improving the user experience when view-
ing and listening to the resulting video and audio, respec-
tively.

[0022] AsshowninFigure 1 andin more detailin Figure
2, a flowchart depicting the operations performed in ac-
cordance with an example embodiment of the present
invention is depicted. In the example embodiment of Fig-
ure 1, audio signals are synchronized with the video sig-
nals even as the replay of the video signals has been
modified, such as by being slowed down, such as even
in instances in which the video is replayed in slow motion.
The operations depictedin Figures 1and 2 and described
below may be performed by a variety of electronic devic-
es including, for example, audio and video playback de-
vices, televisions, cameras and computing devices, such
astablet computers, portable laptop computers, personal
computer, a computer workstation, mobile telephones,
smartphones, personal digital systems (PDAs), gaming
devices electronic books, positioning devices (for exam-
ple, global positioning system (GPS) devices) or any
combination of the aforementioned, and other types of
video and audio communications systems, both mobile
and fixed.

[0023] Regardless of the type of device that is config-
ured to perform the operations set forth by Figures 1 and
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2, the device may include or otherwise be associated
with an apparatus that is specifically configured to per-
form the operations of Figures 1 and 2. In this regard,
Figure 3 depicts an apparatus 70 in accordance with an
example embodiment that may be specifically configured
to perform the operations of Figures 1 and 2. As shown,
the apparatus of Figure 3 may include or otherwise be in
communication with a processor 72 and amemory device
74, and optionally a user interface 76 and a communica-
tion interface 78. In some embodiments, the processor
(and/or co-processors or any other processing circuitry
assisting or otherwise associated with the processor)
may be in communication with the memory device via a
bus for passing information among components of the
apparatus. The memory device may be non-transitory
and may include, for example, one or more volatile and/or
non-volatile memories. In other words, for example, the
memory device may be an electronic storage device (for
example, a computer readable storage medium) com-
prising gates configured to store data (for example, bits)
that may be retrievable by a machine (for example, a
computing device like the processor). The memory de-
vice may be configured to store information, data, con-
tent, applications, instructions, or the like for enabling the
apparatus to carry out various functions in accordance
with an example embodiment of the present invention.
For example, the memory device could be configured to
buffer input data for processing by the processor. Addi-
tionally or alternatively, the memory device could be con-
figured to store instructions for execution by the proces-
sor.

[0024] As noted above, the apparatus 70 may be em-
bodied by any of a variety of electronic devices, such as
an audio/video playback device. However, in some em-
bodiments, the apparatus may be embodied as a chip or
chip set. In other words, the apparatus may comprise
one or more physical packages (for example, chips) in-
cluding materials, components and/or wires on a struc-
tural assembly (for example, a circuit board). The struc-
tural assembly may provide physical strength, conserva-
tion of size, and/or limitation of electrical interaction for
component circuitry included thereon. The apparatus
may therefore, in some cases, be configured to imple-
ment an embodiment of the present invention on a single
chip or as a single "system on a chip." As such, in some
cases, a chip or chipset may constitute means for per-
forming one or more operations for providing the func-
tionalities described herein.

[0025] The processor 72 may be embodied in a
number of different ways. For example, the processor
may be embodied as one or more of various hardware
processing means such as a coprocessor, a microproc-
essor, a controller, a digital signal processor (DSP), a
processing element with or without an accompanying
DSP, or various other processing circuitry including inte-
grated circuits such as, for example, an ASIC (application
specific integrated circuit), an FPGA (field programmable
gate array), a microcontroller unit (MCU), a hardware ac-
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celerator, a special-purpose computer chip, or the like.
As such, in some embodiments, the processor may in-
clude one or more processing cores configured to per-
form independently. A multi-core processor may enable
multiprocessing within a single physical package. Addi-
tionally or alternatively, the processor may include one
or more processors configured in tandem via the bus to
enable independent execution of instructions, pipelining
and/or multithreading.

[0026] In an example embodiment, the processor 72
may be configured to execute instructions stored in the
memory device 74 or otherwise accessible to the proc-
essor. Alternatively or additionally, the processor may be
configured to execute hard coded functionality. As such,
whether configured by hardware or software methods,
orby acombination thereof, the processor may represent
an entity (for example, physically embodied in circuitry)
capable of performing operations according to an em-
bodiment of the present invention while configured ac-
cordingly. Thus, for example, when the processor is em-
bodied as an ASIC, FPGA or the like, the processor may
be specifically configured hardware for conducting the
operations described herein. Alternatively, as another
example, when the processor is embodied as an exec-
utor of software instructions, the instructions may specif-
ically configure the processor to perform the algorithms
and/or operations described herein when the instructions
are executed. However, in some cases, the processor
may be a processor of a specific device (for example, an
audio/video playback device) configured to employ an
embodiment of the present invention by further configu-
ration of the processor by instructions for performing the
algorithms and/or operations described herein. The proc-
essor may include, among other things, a clock, an arith-
metic logic unit (ALU) and logic gates configured to sup-
port operation of the processor.

[0027] The apparatus 70 of an example embodiment
may optionally also include or otherwise be in communi-
cation with a user interface 76. The user interface may
include one or more inputs, such as an input that defines
the speed at which the audio and video signals are to be
replayed as described below. As such, the user interface
may include a touch screen display, a keyboard, a
mouse, a joystick or other input/output mechanisms. In
some embodiments, the userinterface, such as adisplay,
speakers, or the like, may also be configured to provide
audio and video output to the user. In an embodiment in
which the apparatus includes a user interface, the user
interface is in communication with the processor 72 such
that an indication of the user input may be provided to
the processor. However, even in an instance in which
the apparatus does not include a user interface, the ap-
paratus, such as the processor, is configured to receive
the input defining the speed at which the audio and video
signals are to be replayed. In an example embodiment
in which the apparatus does include the user interface,
however, the processor may comprise user interface cir-
cuitry configured to control at least some functions of one
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or more input/output mechanisms. The processor and/or
user interface circuitry comprising the processor may be
configured to control one or more functions of one or
more input/output mechanisms through computer pro-
gram instructions (for example, software and/or
firmware) stored on a memory accessible to the proces-
sor (for example, memory device 74, and/or the like).
[0028] The apparatus 70 of the illustrated embodiment
may also optionally include a communication interface
78 that may be any means such as a device or circuitry
embodied in either hardware or a combination of hard-
ware and software that is configured to receive and/or
transmit data from/to a communications device in com-
munication with the apparatus. For example, the com-
munication interface may be configured to receive audio
and video signals from various sources and/or to provide
synchronized audio and video signals to various output
devices, such as an external display and speakers. In
this regard, the communication interface may include, for
example, an antenna (or multiple antennas) and support-
ing hardware and/or software for enabling communica-
tions with a wireless communication network. Addition-
ally or alternatively, the communication interface may in-
clude the circuitry for interacting with the antenna(s) to
cause transmission of signals via the antenna(s) or to
handle receipt of signals received via the antenna(s). In
some environments, the communication interface may
alternatively or also support wired communication.
[0029] As shown inblock 10 of Figure 1, the apparatus
70 may include means, such as the processor 72 or the
like, for determining a trajectory for each of one or more,
e.g., a plurality of, audio objects of an audio signal. As
shown in Figure 2 in more detail, the audio signals of an
example embodiment may be stereo or multichannel au-
dio signals that have been captured by an image captur-
ing device 30, such as a camera, a video recorder, a
mobile device, such as a smartphone, a personal digital
assistant (PDA) or the like, or a computing device, such
as atablet computer, a personal computer, alaptop com-
puter or the like. Regardless of the manner in which the
image capturing device is embodied, the image capturing
device may include a camera 32 for capturing video sig-
nals and a plurality of microphones 34 for capturing the
corresponding audio signals, such as stereo or mul-
tichannel audio signals.

[0030] Following the capture of the audio and video
signals, the audio and video signals of the embodiment
depicted in Figure 2 may be multiplexed as indicated by
block 36. As shown, the image capturing device 30 may
include circuitry, such as a processor, a multiplexor or
the like, for multiplexing the audio and video signals prior
to provision of the audio and video signals to a playback
device 40, such as an audio/video playback device or
other electronic device as described above. Alternatively,
the image capturing device may separately provide the
audio and video signals to the playback device without
their having been multiplexed.

[0031] The audio and video signals may be provided
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by the image capturing device 30 to the playback device
40 directly, such as via direct connection, or via a network
connection as depicted by network 38. Additionally or
alternatively, the audio and video signals that have been
captured by the image capturing device may be stored,
such as by the image capturing device, by a storage de-
vice within the network, by the playback device or other-
wise, and then subsequently provided to the playback
device, such as upon demand.

[0032] Intheillustrated embodimentin which the audio
and video signals have been multiplexed, upon receipt
by the playback device 40, the audio and video signals
may be de-multiplexed by a processor, a demultiplexor
or the like as shown at block 52. In an instance in which
the audio and video signals have not been multiplexed,
however, the playback device need not perform demul-
tiplexing. In the illustrated embodiment, the playback de-
vice is also configured to receive input, such as from the
user, indicating that the video is to be replayed with mod-
ified motion, such as in slow motion, and, in some in-
stances, identifying the degree to which the replay of the
video signals is to be modified, e.g., slowed. In this re-
gard, the audio and video signals are described herein
to be replayed in slow motion by way of example. How-
ever, the the audio and video signals may be replayed
in accordance with any of various predefined motion. The
predefined motion causes the audio and video signals to
be replayed at a speed that differs from a first speed,
such as the standard speed, at which the audio and video
signals are played, such as in slow motion as described
below by way of example but not of limitation. For exam-
ple, the slow motion replay may be defined in terms of
the multiple of the slow motion speed at which the video
signals are to be played back relative to the standard
speed of the audio and video signals. For example, the
standard speed may be 2 times, 3 times or more relative
to the slow motion speed at which the video signals are
to bereplayed. Inaninstance inwhich aninputis provided
indicative of the video signals being replayed in slow mo-
tion, the playback device, such as a processor or the like,
may engage slow motion playback at block 50 which cor-
respondingly causes both the audio and video signals to
be processed and subsequently played back at the des-
ignated slow motion speed. For example, the de-multi-
plexed video signals may be played back at standard
speed in the absence of a slow motion input, but are
played back in slow motion at the designated slow motion
speed in response to the slow motion input as indicated
by block 54. Additionally, in an instance in which there is
no slow motion input and the video signals are to be re-
played at standard speed, the de-multiplexed audio sig-
nals may also be provided to the speakers 46 for replay
at standard speed. However, in aninstance in which slow
motion inputis provided, the audio signals may be further
processed as described below in order to maintain syn-
chronization with the video signals.

[0033] As depicted in block 56 of Figure 2, in an in-
stance in which the audio and video signals are to be
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replayed in slow motion, the apparatus 70 embodied by
the playback device 40, such as the processor 72 or the
like, may be configured to initially separate the audio sig-
nals into one or more audio objects. The processor may
be configured to separate the audio signals into audio
objects in a variety of manners, such as described by
Makino, Shoji et al., "Blind Source Separation of Convo-
lutive Mixtures of Speech in Frequency Domain", IEICE
TRANSACTIONS on Fundamentals of Electronics, Com-
munications and Computer Sciences, Vol.E88-A (July
2005); Mukai, Ryo et al., "Robust real-time blind source
separation for moving speakers in a room", ICASSP 20
and/or Lucas Parra et al., "On-line Convolutive Blind
Source Separation of Non-Stationary Signals”, Journal
of VLSI signal processing systems for signal, image and
video technology, August 2000, Volume 26, Issue 1-2,
pp 39-46.

[0034] As shown in block 10 of Figure 1 and is also
depicted in block 56 of Figure 2, the apparatus 70 may
include means, such as the processor 72 or the like, for
determining a trajectory for each of the one or more audio
objects of an audio signal. The trajectories of the audio
objects are the time dependent directions from which the
audio objects appear to originate. Thus, the trajectory of
an audio object may vary over the course of time if the
source of the audio signal is in motion. The processor
may be configured to determine the trajectories of the
audio objects in various manners including those de-
scribed by Makino, Shoji et al., "Blind Source Separation
of Convolutive Mixtures of Speech in Frequency Do-
main", IEICE TRANSACTIONS on Fundamentals of
Electronics, Communications and Computer Sciences,
Vol.E88-A (July 2005); Mukai, Ryo et al., "Robust real-
time blind source separation for moving speakers in a
room", ICASSP 20 and/or Lucas Parra et al., "On-line
Convolutive Blind Source Separation of Non-Stationary
Signals", Journal of VLSI signal processing systems for
signal, image and video technology, August 2000, Vol-
ume 26, Issue 1-2, pp 39-46.

[0035] The apparatus 70 may also optionally include
means, such as the processor 72 or the like, for deter-
mining a level for each of the one or more audio objects
of the audio signal, as depicted by block 12 of Figure 1
and also by block 56 of Figure 2. The level of an audio
object may also be time dependent and, as such, may
vary over the course of time. While the processor may
be configured to determine the level of an audio object
in various manners, the processor of an example em-
bodiment may determine the energy, e.g., the average
energy, of the audio object in each of a plurality of time
segments with the energy, in turn, defining the level of
the audio object during the respective time segment. The
time segments may have a variety of different lengths,
but, in one embodiment, may be 20 milliseconds.
[0036] For each audio object of an audio signal, the
apparatus 70 may include means, such as the processor
72 or the like, for determining each audio object to be
either a transient object or a non-transient object. See
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block 14 of Figure 1. In this regard, a transient object is
an audio object that has substantial variance over a rel-
atively short period of time, such as a short duration tone,
a click-type signal or a noise burst, while a non-transient
object is an audio object that has little variance over a
period of time. In this regard, the amount of variance that
distinguishes a transient object from a non-transient ob-
ject may be predefined, along with the time period over
which the variance is determined. In an example embod-
iment, the transient and non-transient objects include
speech and non-speech objects, respectively. Thus, the
apparatus, such as the processor, may be configured to
determine each of the audio objects as either a speech
object or a non-speech object, such as shown in blocks
58 of Figure 2 and as described, for example, by Jongseo
Sohn, et al., "A statistical model-based voice activity de-
tection", Signal Processing Letters, IEEE (Jan. 1999).
[0037] In an example embodiment, the apparatus 70,
such as the processor 72, may be configured to deter-
mine each audio object to be either a transient object or
anon-transient object by identifying each transient object
and by then classifying all remaining objects, that is, all
audio objects that have not been identified to be a tran-
sient object, to be non-transient objects. As many, if not
most or all, audio signals that are not continuous possess
some transients, the apparatus, such as the processor,
of an example embodiment may determine an audio ob-
jecthaving atleast a predefined threshold amount of tran-
sient features to be a transient object. The predefined
threshold amount of transient features may be defined
in various manners, such as a predefined percent of the
audio object being comprised of transient features and/or
a predefined magnitude of the transient features. The
apparatus, such as the processor, of this example em-
bodiment may determine those audio objects that are not
determined to be transient objects to be non-transient
objects, or the apparatus, such as the processor, may
be configured to determine those audio objects that have
less than the predefined threshold amount of transient
features to be non-transient objects.

[0038] The apparatus 70 of an example embodiment
also includes means, such as the processor 72 or the
like, for causing respective audio objects, such as the
transient and non-transient objects, to be differently ex-
tended so as to continue to be synchronized with the
video signals that are to be played back in slow motion.
With respect to a transient object and as shown in block
16 of Figure 1, the apparatus may include means, such
as the processor 72 or the like, for splitting the transient
objects into transient segments. The processor may be
configured to split a transient object into segments in var-
ious manners, but, in an example embodiment, the tran-
sient objects are split into segments that have a length
of one word or one sentence. A transient object may be
split into segments having a length of one word or one
sentence in various manners such as described by G.V.
Ramana Rao and J. Srichland, "Word Boundary Detec-
tion Using Pitch Variations", Fourth International Confer-
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ence on Spoken Language (1996); H. Ney, et al., "The
RWTH Large Vocabulary Continuous Speech Recogni-
tion System", IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP) (1998);
Gin-Der Wu and Chin-Teng Lin, "A Recurrent Neural
Fuzzy Network for Word Boundary Detection in Variable
Noise-Level Environments", IEEE Transactions on Sys-
tems, Man and Cybernetics, Part B: Cybernetics, Volume
31, Issue 1 (2001). Additionally or alternatively, the proc-
essor may be configured to split a transient object into
segments with the segments being defined by relatively
higher level(s) separated by relatively lower level(s).
[0039] After splitting the transient objects into transient
segments, the apparatus 70 may include means, such
as the processor 72 or the like, for inserting silent periods
between the transient segments. See block 18 of Figure
1. In this regard, the processor may be configured to in-
sert silent segments that have a length that corresponds
to the slow motion of the video signals. In this regard, the
slow motion speed at which the video signals are to be
played back may be a multiple of the standard speed of
the audio and video signals. As such, the processor may
be configured to insert silent segments that have a length
that is selected such that the silent segments in combi-
nation with the corresponding transient segment have a
collective length that is the multiple of the length of the
corresponding transient segment at the standard speed.
For example, in an instance in which the standard speed
is 3 times the slow motion speed at which the video sig-
nals are to be played back, the processor may be con-
figured to insert silent segments that are twice the length
of the corresponding transient segment such that the si-
lent segments in combination with the corresponding
transient segment have a length that is 3 times the length
of the corresponding transient segment at standard
speed.

[0040] As shown atblock 20 of Figure 1, the apparatus
70 of an example embodiment may also include means,
such as the processor 72 or the like, for maintaining the
trajectories of the transient objects and, in an example
embodiment, also maintaining the levels of the transient
objects. Thus, each transient object and, in turn, each
transient segment of each transient object will appear to
originate from the same direction when replayed in slow
motion speed as in standard speed and to be replayed
at the same level in slow motion speed as in standard
speed.

[0041] Alternatively, in an instance in which the audio
object is determined to be a non-transient object, the ap-
paratus 70 of an example embodiment may include
means, such as the processor 72 or the like, for repeating
the non-transient object with a trajectory that varies over
time in correspondence to the slow motion of the video
signals. See block 22 of Figure 1. By way of example in
which the standard speed of the audio and video signals
is a multiple, such as 3 times, of the slow motion speed
at which the video signals are to be played back, the
processor may be configured to repeat the non-transient
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objects such that each non-transient object has a result-
ing length, after having been repeated, that is the multiple
of the length of the respective non-transient object at the
standard speed. For example, in an instance in which
the standard speed is 3 times the slow motion speed, the
processor may be configured to repeat the non-transient
object such that the resulting length, after having been
repeated, is 3 times the length of the respective non-
transient object at the standard speed. As described be-
low, the trajectory of the non-transient object is also
lengthened by the multiple such that the trajectory asso-
ciated with each portion of the non-transient object ex-
tends longer, such as 3 times longer in an instance in
which the standard speed is 3 times the slow motion
speed, once the non-transient object has been repeated.
See also block 60 of Figure 2 which describes the manner
in which the playback device 40, such as the processor,
causes the transient and non-transient objects to be dif-
ferently extended to be synchronized with the video sig-
nals that are to be played back in slow motion.

[0042] As shown in block 24 of Figure 1 and block 62
of Figure 2, the apparatus 70 of an example embodiment
may also include means, such as the processor 72, the
user interface 76 or the like, for causing the respective
audio objects, such as the transient and non-transient
objects, to be rendered after having been differently ex-
tended. The transient and non-transient objects may be
rendered in various manners, such as by panning for
speakers or pursuant to a head related transfer function
(HRTF) for headphones. As shown in Figure 2, for ex-
ample, the transient and non-transient objects may then
be provided to the speakers, headphones or other audio
output devices 46 in accordance with the trajectories and
levels that have been defined in the process that differ-
ently extending the transient and non-transient objects.
As such, the resulting audio signals may be presented
in synchronization with the video images presented in
slow motion upon the display 44 to the user 42.

[0043] By way of example, Figure 4 depicts a transient
object, such as a speech audio object, and a non-tran-
sientobject, such as a non-speech audio object, at stand-
ard speed. Along with the depiction of the speech and
non-speech audio objects, the trajectory and level of the
speech and non-speech objects at standard speed are
shown. The speech object includes three words such that
in an embodiment in which a speech object is split in
speech segments that are each one word in length, the
speech object includes three speech segments, namely,
Word1, Word2 and Word3.

[0044] Referring now to Figure 5, the transient and
non-transient objects, such as the speech and non-
speech objects, are depicted following synchronization
of the transient and non-transient objects with video sig-
nals that are to be played in slow motion. In this regard,
the standard speed of the audio and video signals shown
in Figure 4 is 3 times the slow motion speed of the video
signals that are to be played back in slow motion in Figure
5. In this example embodiment, the transient object, that
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is, the speech object, has been split into three transient
segments and silent segments have been inserted after
each speech segment such that the combination of a
speech segment and the silent segments inserted there-
after has a length that is 3 times the length of the respec-
tive speech segment at standard speed. In this regard,
it is noted that the silent segments inserted following
Word2 and Word3 are shorter than the silent segments
inserted after Word1 since Word2 and Word3 are also
shorter than Word1. As also shown in Figure 5, the tra-
jectory and the level associated with each speech seg-
ment remains the same at slow motion speed as at stand-
ard speed, such as indicated by the directional arrows in
regards to the trajectory. As illustrated, the silent seg-
ments do not have an associated trajectory and level as
the silent segments do not generate any audible sound.
As a result of the manner in which the non-transient ob-
jects are differently extended, the non-speech object is
repeated over time in a manner that corresponds to the
slow motion of the video signals. For example, in an in-
stance in which the standard speed is 3 times the slow
motion speed, the non-speech object is repeated so as
to have a resulting length that is 3 times the length of the
non-speech object at standard speed. As also shown in
Figure 5, the trajectory of the non-transient object, such
as the non-speech object, varies over time in correspond-
ence to the slow motion of the video signals. In this re-
gard, the trajectory of the non-speech signals varies in
the same manner as the trajectory varies at standard
speed, but the variance in the trajectory is stretched over
the longer time period across which the non-transient
objectis repeated. Thus, the trajectory that is determined
for the non-speech signal at each point in time or each
segment in time at standard speed is extended by the
same multiple, such as 3 times, that the standard speed
is in comparison to the slow motion speed.

[0045] Similarly, the level of the non-transient object,
such as the non-speech object, varies over time in cor-
respondence to the slow motion of the video signals. As
described above in conjunction with the trajectory of the
non-speech signals, the level of the non-speech signal
in slow motion speed may follow the same pattern as the
level at standard speed, but the level at slow motion
speed is stretched relative to the level at standard speed
by the multiple that the standard speed is to the slow
motion speed. While the level of the non-speech signal
may be extended by the multiple so as to follow the same
continuous and smooth curve as the level at standard
speed, the level at standard speed may be divided into
a plurality of segments with each segment extending for
apredefined period of time, such as 20 milliseconds. Dur-
ing a respective period of time, the average level of the
non-speech signal at standard speed may be deter-
mined. Thereafter, at slow motion speed, the level asso-
ciated with each segment of the non-speech signal may
be extended or multiplied by the multiple, such as 3 times,
such that the same plurality of discrete levels are asso-
ciated with the extended representation of the non-
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speech signal, albeit with each level extending longer,
such as 3 times, relative to the corresponding level at
standard speed. As noted above, the level of the extend-
ed non-speech signal may be changed from segment to
segment more gradually than that depicted in Figure 5
and, in some embodiments, a non-speech object may be
repeated with some overlap so as to mask the boundaries
between the repeated non-speech objects.

[0046] As described above in conjunction with the em-
bodiment of Figure 5, the speech object and the non-
speech object may each be extended in a manner inde-
pendent of the other. In some embodiments, however,
some parts of the speech object may leek into the non-
speech object such that the replay of the non-speech
object may be influenced by and/or include aspects of
the speech object. Conversely, in some embodiments,
some parts of the non-speech object may leek into the
speech object such that the replay of the speech object
may be influenced by and/or include aspects of the non-
speech object. In order to mask the leakage between the
speech and non-speech objects, the apparatus 70, such
as the processor 72, of an example embodiment may be
configured to synchronize the segments of the speech
object, e.g., Word 1, Word 2 and Word 3, with the non-
speech object during replay in slow motion.

[0047] As shown in Figure 6, for example, the non-
speech object may be repeated a number of times de-
pendent upon the slow motion of the video. By way of
example, in an instance in which the video is replayed in
slow motion such that the standard speed is three times
the speed in slow motion, the non-speech object may be
repeated three times. Thus, the non-speech object may
be repeated beginning at equally spaced initial times t;,
t, and t3 as shown in Figure 6. In this example embodi-
ment, the apparatus 70, such as the processor 72, the
user interface 76 or the like, may be configured to cause
the segments of the speech object to be replayed con-
currentwith differentinstances of the non-speech objects
and at a time relative to the initial time of the respective
non-speech object that is consistent with, e.g., equal to,
the offset, if any, of the segment of the particular speech
object from the beginning of the non-speech object at
standard speed. With reference to Figure 4 which depicts
the speech object and the non-speech object at standard
speed, the first segment of the speech object, e.g., Word
1, begins with no offset from the start time to, while the
second and third segments of the speech object, e.g.,
Word 2 and Word 3, begin at offsets of Ay and A4+A,,
respectively. In slow motion, the apparatus, such as the
processor, the user interface or the like, may be config-
ured in this example embodiment to replay the first seg-
ment of the speech object beginning at the start time t,
with no offset, to replay the second segment of the
speech object with the same offset of A, relative to the
initial time t, of the second instance of the non-speech
object and to replay the third segment of the speech ob-
ject with the same offset A{+A, relative to the initial time
t5 of the third instance of the non-speech object. Thus,
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leakage between the speech and non-speech objects
may be masked.

[0048] By differently extending the transient and non-
transient objects in slow motion, the transient objects
may continue to be synchronized with the sources of the
transient objects, such as the sources of the speech sig-
nal, as the video signals are correspondingly slowed. By
maintaining the synchronization, notonly in time, butalso
in trajectory, the resulting slow motion audio and video
signals will still appear natural to a viewer even though
there are silent segments between the transient seg-
ments. In this regard, the transient objects cannot gen-
erally be repeated in the same manner as the non-tran-
sient objects without sounding unnatural. Thus, the silent
segments are inserted between transient segments to
maintain synchronization while preserving the more nat-
ural sound of the transient segments, albeitnow ata more
deliberate or halting pace when replayed in slow motion.
However, the non-transient objects are generally not as
dependent upon synchronization to a particular source
of the non-transient audio signals, such as a source of a
non-speech signal, and a user may, instead, pace more
value upon the non-transient objects being continuous
without interruptions by silent segments in the same man-
ner in which the transient objects are separated by silent
segments. By differently extending the transient and non-
transient objects, the resulting audio and video signals
may be replayed in slow motion in a manner that remains
synchronized and improves the user experience, such
as by being more natural sounding.

[0049] By way of example, Figure 7 depicts a series of
three video images replayed at standard speed with the
corresponding audio signals superimposed thereupon.
As shown, the person walking from the left to the right
says "Hello there! My name is Miikka.", while the auto-
mobile makes a "VROOM" noise and moves from the
right to the left.

[0050] In an instance in which the video images are
replayed in slow motion at half speed such that standard
speed is 2 times the slow motion speed, the resulting
video images are depicted in Figure 8. As also shown,
the audio signals have been processed in accordance
with an example embodiment of the present invention
such that the speech objects are differently extended rel-
ative to the non-transient objects. In this regard, the
speech objects are split into speech segments, each be-
ing one word in length, with silent segments inserted be-
tween the speech segments. As such, the speech seg-
ments remain synchronized with the video imagesin slow
motion, both in terms of time and direction of the speech
segments relative to the source of the audio signal. The
noise made by the automobile, however, is a non-tran-
sient object, that is, a non-speech object, and, as such,
is repeated with a trajectory and level that varies over
time in correspondence to the slow motion of the video
signals. As represented by Figure 8, the speech and non-
speech signals therefore remain synchronized with the
slow motion video signals, both in terms of time and tra-
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jectory. In contrast, if the audio signals were not differ-
ently extended as described pursuant to an embodiment
ofthe presentinvention, but were, instead, simply repeat-
ed 2 times, the audio signals would not be in synchroni-
zation with the slow motion video signals at any time other
than the first and last video images as shown, for exam-
ple, in Figure 9. Thus, the method, apparatus 70 and
computer program product of an example embodiment
facilitate the synchronization of audio and video signals
as the audio and video signals are replayed in slow mo-
tion.

[0051] Inanother example embodiment, a method, ap-
paratus 70 and computer program product are provided
to define the trajectory of the audio signals associated
with at least a portion of a visual image that is stationary
such that the audio signals that originate with the station-
ary portion of a visual image also remain fixed in position,
even though the trajectory of the audio signals that were
captured may have moved over time. In this embodiment
and as illustrated in Figure 10, the apparatus may include
means, such as the processor 70 or the like, for separat-
ing the audio signal that had been captured along with a
corresponding video signal into one or more, e.g., a plu-
rality of, audio objects. See block 80. For each of the one
or more audio objects, the apparatus may also include
means, such as the processor or the like, for determining
a trajectory of the respective audio object and, in one
embodiment, for also determining a level of the respec-
tive audio object. See block 82 of Figure 10.

[0052] In addition to capturing the audio signals, a vis-
ual image may also be captured by a camera 32 or other
image capturing device. The image capturing device may
capture a still image that is provided to a camera appli-
cation 100, along with the time at which the stillimage is
captured as shown in the more detailed flow diagram of
Figure 11. Alternatively, the camera may capture a series
of images that form a cinemagraph as shown in the more
detailed flow diagram of Figure 12. In aninstance in which
the camera captures a cinemagraph, the apparatus 70,
such as the processor 72, may separate the portions of
the video images that are in motion from the portions of
the video images that are still or stationary. See blocks
104 and 106 of Figure 12. In addition to capturing the
video images, the camera may also determine the time
at which each image was captured such that the time
associated with the capture of the image that includes a
stationary portion may be determined, such as by the
processor.

[0053] Asshowninblock84 of Figure 10, the apparatus
70 may also include means, such as the processor 72 or
the like, for associating at least a portion of a visualimage
with one or more audio objects. In an instance in which
the visual image is a still image as depicted in the em-
bodiment of Figure 11, each of the audio objects captured
concurrent with the capture of the still image may be as-
sociated with the visual image. However, in an instance
in which the visualimage comprises a cinemagraph, such
as in accordance with the embodiment of Figure 12, the
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processor may be configured to associate at least a por-
tion of the visual image, e.g., a stationary portion of the
visual image, with one or more respective audio objects
by initially correlating the trajectory of one or more audio
objects to one or more of the moving parts of the visual
image. In this regard, the apparatus, such as the proc-
essor, may correlate the trajectory of one or more audio
objects to the one or more moving parts of a visual image
by identifying those audio objects having a trajectory that
cause the respective audio object to appear to originate
at the same location within the image as the moving part
and to thereafter move in correspondence with the mov-
ing part from one image to the next. More particularly and
as shown in Figure 12, the apparatus, such as the proc-
essor, may be configured to determine a trajectory for
each moving part of an image such that the trajectories
of the audio objects may be compared to the trajectories
of the moving parts of the image so as to identify the
trajectories of the audio objects that match the trajecto-
ries of the moving parts of the image. In this embodiment
relating to a cinemagraph, the one or more respective
audio objects that are associated with the stationary party
ofthe series ofimages may include all of the audio objects
other than the one or more audio objects correlated to or
otherwise matched with the one or more moving parts of
the series of images.

[0054] Asshowninblock86 ofFFigure 10, the apparatus
70 of this embodiment may also include means, such as
the processor 72 or the like, for determining the trajectory
of the one or more respective audio objects at a time at
which at least a portion of the visual image, e.g., a sta-
tionary portion of the visual image, was captured. As
shown in block 96 of Figure 11, in an instance in which
the visual image is a still image, the apparatus, such as
the processor, may be configured to determine the tra-
jectory of the one or more respective audio objects that
have been associated with the still image to be the tra-
jectory of the one or more respective audio objects at the
time at which the still image was captured, thereby ef-
fectively freezing the trajectory value. Alternatively, as
shown in block 108 of Figure 12, in an instance in which
the visual image comprises a series of images and at
least a portion of the visual image includes a stationary
part, the apparatus, such as the processor, may be con-
figured to determine the trajectory of the one or more
respective audio objects at the time at which at least a
portion of the visual image, such as the one or more sta-
tionary parts of the visual image, was captured by deter-
mining the trajectory of the one or more respective audio
objects at the time at which the stationary part(s) of the
series of images was captured.

[0055] Asshowninblock 88 ofFigure 10, the apparatus
70 of this example embodiment may also include means,
such as the processor 72, the user interface 76 or the
like, for causing the visual image and the audio objects
to be rendered with the one or more respective audio
objects being rendered in accordance with the trajectory
at the time at which the at least a portion of the visual
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image was captured. The audio and video signals may
be rendered in various manners, such as by panning for
speakers or pursuant to HRTF for headphones. In the
context of a still image, for example, as shown in block
98 of Figure 11, the visual image and the audio objects
may be rendered with the audio objects being rendered
in accordance with the trajectory at the time at which the
still image was captured. In an instance in which a cine-
magraph is captured as shown in Figure 12, a visual im-
age and the audio objects may be rendered with the audio
objects associated with the stationary part of the series
of images being rendered in accordance with the trajec-
tory of the audio objects associated with the stationary
part of the series of images at the time at which the image
that includes the stationary part of the series of images
was captured. See block 110 of Figure 12. As shown in
block 102 of Figure 11 and block 112 of Figure 12, the
audio and video signals may then be multiplexed prior to
storage, play back or the like. As such, the method, ap-
paratus and computer program product of this example
embodiment may permit audio and video signals to be
synchronized even though the audio signals that are cap-
tured may be in motion and the image or at least a portion
of the image is stationary such that the audio signals
associated with a still image or a stationary part of a cin-
emagraph also appear to be fixed in a position that cor-
responds to the still image or the stationary part of the
cinemagraph.

[0056] Inanother example embodiment, a method, ap-
paratus 70 and computer program product are provided
in which the audio signals associated with a part of a
visual image that is removed are also removed such that
the resulting combination of the audio and video signals
is consistent. As such, the apparatus of this example em-
bodiment may include means, such as the processor 72
or the like, for removing one or more audio objects in
response to the removal of a part of the series of images
with the one or more audio objects that are removed be-
ing correlated to the part of the series of images that is
removed. As described above in conjunction with the em-
bodiment of Figure 12, the one or more audio objects
may be correlated to the part of the series of images that
is removed based upon a determination that the trajec-
tory of the one or more audio signals corresponds to the
location of the part of the visual image that is removed,
such as by corresponding to the trajectory of the part of
the visual image that is removed, such that the one or
more audio objects appear to originate from the part of
the visual image that is removed. As shown in Figure 13,
for example, the image captured by a camera 32 or other
image capturing device may include a part that is re-
moved by a camera application as shown in block 114
and the apparatus, such as the processor, may deter-
mine the trajectory, that is, the location, of the part of the
visual image that is removed as shown in block 116.
[0057] The apparatus 70 of this example embodiment,
such as the processor 72, may also be configured to com-
pare the trajectories of the audio objects to the trajectory
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of the part of the visual image that has been removed
and to identify the audio objects having trajectories that
match the trajectory of the part of the visual image that
has beenremoved. See block 118 of Figure 13. The audio
objects that have trajectories that match the trajectory of
the part of the visual image that has been removed may
also be removed from the audio signal such that the re-
maining audio objects may be rendered in accordance
with a desired audio format and consistent with the tra-
jectories of the respective audio objects as shownin block
120, such as by panning for speakers or pursuant to
HRTF for headphones. The rendered audio signals and
the video signals may then be multiplexed to generate
an image in which part of the video image that was cap-
tured has been removed and the audio signals that cor-
respond to the removed part of the captured video image
have also been removed. See block 122. As such, the
resulting audio and video signals remain synchronized
in this example embodiment notwithstanding the removal
of a part of the video image that was captured.

[0058] As described above, Figures 1, 2 and 10-13 il-
lustrates flowcharts of an apparatus 70, method and com-
puter program product according to example embodi-
ments of the invention. It will be understood that each
block of the flowcharts, and combinations of blocks in the
flowcharts, may be implemented by various means, such
as hardware, firmware, processor, circuitry, and/or other
communication devices associated with execution of
software including one or more computer program in-
structions. For example, one or more of the procedures
described above may be embodied by computer program
instructions. Inthis regard, the computer programinstruc-
tions which embody the procedures described above
may be stored by a memory device 74 of an apparatus
employing an embodiment of the present invention and
executed by a processor 72 of the apparatus. As will be
appreciated, any such computer program instructions
may be loaded onto a computer or other programmable
apparatus (for example, hardware) to produce a ma-
chine, such that the resulting computer or other program-
mable apparatus implements the functions specified in
the flowchart blocks. These computer program instruc-
tions may also be stored in a computer-readable memory
that may direct a computer or other programmable ap-
paratus to function in a particular manner, such that the
instructions stored in the computer-readable memory
produce an article of manufacture the execution of which
implements the function specified in the flowchart blocks.
The computer program instructions may also be loaded
onto a computer or other programmable apparatus to
cause a series of operations to be performed on the com-
puter or other programmable apparatus to produce a
computer-implemented process such that the instruc-
tions which execute on the computer or other program-
mable apparatus provide operations for implementing
the functions specified in the flowchart blocks.

[0059] Accordingly, blocks of the flowcharts support
combinations of means for performing the specified func-
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tions and combinations of operations for performing the
specified functions for performing the specified functions.
It will also be understood that one or more blocks of the
flowcharts, and combinations of blocks in the flowcharts,
can be implemented by special purpose hardware-based
computer systems which perform the specified functions,
or combinations of special purpose hardware and com-
puter instructions.

[0060] In some embodiments, certain ones of the op-
erations above may be modified or further amplified. Fur-
thermore, in some embodiments, additional optional op-
erations may be included. Modifications, additions, or
amplifications to the operations above may be performed
in any order and in any combination.

[0061] Many modifications and other embodiments of
the inventions set forth herein will come to mind to one
skilled in the art to which these inventions pertain having
the benefit of the teachings presented in the foregoing
descriptions and the associated drawings. Therefore, it
istobe understood that the inventions are not to be limited
to the specific embodiments disclosed and that modifi-
cations and other embodiments are intended to be in-
cluded within the scope of the appended claims. More-
over, although the foregoing descriptions and the asso-
ciated drawings describe example embodiments in the
context of certain example combinations of elements
and/or functions, it should be appreciated that different
combinations of elements and/or functions may be pro-
vided by alternative embodiments without departing from
the scope of the appended claims. In this regard, for ex-
ample, different combinations of elements and/or func-
tions than those explicitly described above are also con-
templated as may be set forth in some of the appended
claims. Although specific terms are employed herein,
they are used in a generic and descriptive sense only
and not for purposes of limitation.

Claims
1. A method comprising:

determining a trajectory for each of one or more
audio objects of an audio signal;

determining each of the audio objects to be a
transient object or a non-transient object; and
causing a respective audio object to be differ-
ently extended depending upon whether the au-
dio object is determined to be a transient object
or a non-transient object so as to synchronize a
video signal that is to be played back in a pre-
defined motion, wherein causing the respective
audio object to be differently extended compris-
es:

in an instance in which the respective audio
objectis determinedto be a transient object,
splitting the transient object into transient
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segments, inserting silent segments be-
tween the transient segments and maintain-
ing the trajectories of the transient object;
and

in aninstance in which the respective audio
object is determined to be a non-transient
object, repeating the non-transient object
with a trajectory that varies over time in cor-
respondence to the predefined motion of
the video signal.

The method according to claim 1, further comprising
determining a level for each of the one or more audio
objects, wherein causing the respective audio object
to be differently extended comprises maintaining the
level of the transient object and repeating the non-
transient object with a level that varies over time in
correspondence to the predefined motion of the vid-
eo signal.

The method according to any of claims 1 and 2,
wherein inserting silent segments between the tran-
sient segments comprises inserting silent segments
that have alength that corresponds to the predefined
motion of the video signal.

The method as claimed in any preceding claim,
wherein a first speed of the audio and video signals
is a multiple of the predefined motion speed at which
the video signal is to be played back, and wherein
inserting silent segments comprises inserting silent
segments that have a length that is selected such
that the silent segments in combination with a cor-
responding transient segment have a collective
length that is the multiple of a length of the corre-
sponding transient segment at the first speed.

The method as claimed in any preceding claim,
wherein a first speed of the audio and video signals
is a multiple of the predefined motion speed at which
the video signal is to be played back, and wherein
repeating the non-transient object comprises repeat-
ing a respective non-transient object to have a re-
sulting length that is the multiple of the length of the
respective non-transient object at the first speed.

The method as claimed in any preceding claim,
wherein the transient and non-transient objects com-
prise speech and non-speech objects, respectively.

The method as claimed in any preceding claim, fur-
ther comprising causing the respective audio object
to be rendered after having been differently extend-
ed.

The method as claimed in claim 1, wherein the meth-
od further comprising:
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separating the audio signal into the one or more
audio objects;

determining the trajectory for each of the one or
more audio objects;

associating at least a portion of a visual image
with one or more respective audio objects;
determining the trajectory of the one or more
respective audio objects at a time at which the
at least a portion of the visual image was cap-
tured; and

causing the visual image and the audio objects
to be rendered with the one or more respective
audio objects being rendered in accordance with
the trajectory at the time at which the at least a
portion of the visual image was captured.

The method as claimed in claim 8, wherein the visual
image comprises a still image, and wherein deter-
mining the trajectory of the one or more respective
audio objects at the time at which at least a portion
of the visual image was captured comprises deter-
mining the trajectory of the one or more respective
audio objects at the time at which the stillimage was
captured.

The method as claimed in any of claims 8 and 9,
wherein the visual image comprises a series of im-
ages, wherein the at least a portion of the visual im-
age comprises a stationary part of the series of im-
ages, and wherein determining the trajectory of the
one or more respective audio objects at the time at
which at least a portion of the visual image was cap-
tured comprises determining the trajectory of the one
or more respective audio objects at the time at which
the stationary part of the series of images was cap-
tured.

The method as claimed in claim 10, wherein the se-
ries of images also includes one or more moving
parts, wherein the method further comprises corre-
lating the trajectory of one or more audio objects to
the one or more moving parts.

The method as claimed in claim 11, wherein the one
or more respective audio objects that are associated
with the stationary part of the series of images com-
prises all audio objects other than the one or more
audio objects correlated to the one or more moving
parts of the series of images.

The method as claimed in any of claims 10 to 12,
further comprising removing of a part of the series
of images that is correlated to the part of the series
of images being removed.

The method as claimed in any preceding claim, fur-
ther comprising:
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providing a plurality of microphones for captur-
ing the audio signal; and

determining the one or more audio objects
based on the captured audio signal.

15. An apparatus configured to perform the method of

any of claims 1 to 14.
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