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A traffic data fusion system and the related method for providing a traffic state for a network

of roads

A traffic data fusion system (1) adapted to pro-

duce a traffic state (2) for a network of roads, comprising:
- interfaces (100) receiving traffic data (3) from multiple
traffic data sources (200);

- a central traffic database (300) collecting said traffic

of traffic state determination algorithms (10) using said
traffic data (3) to independently generate respective in-
termediate traffic states (4); and

- an aggregation engine (500) combining said interme-
diate traffic states (4) to thereby generate said traffic state

data (3) from said multiple traffic data sources (200); (2).
- a central data fusion engine (400) executing a plurality
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Description

Field of the Invention

[0001] The present invention relates to the field of
processing vehicular traffic data and information for pro-
viding an outlook of the traffic state of a network of roads.

Background of the Invention

[0002] Networkroad capacities in urban and suburban
environments insufficiently meet the requirements of cur-
rent levels and growth rate of traffic volume. Road con-
gestion, phantom jams, reductions in the speed of vehi-
cles due to punctual or fixed obstacles as well as traffic
jams resulting from incidents or accidents are examples
of traffic situations that need to be well understood in
order to provide a wide target audience with traffic alter-
natives. In order to do so, multiple traffic data sources
measure traffic data along main traffic arteries such as
highways and roads. The traffic data is collected to gen-
erate a traffic state, which gives an overview of the traffic
state atthe moment the traffic datais collected, and which
can be used to predict an overview of the traffic state in
the next coming minutes, hours, or days for example. A
wide variety of public, such as drivers, truck drivers, en-
gineers and traffic law makers and enforcers depend up-
on an accurate description of the current and future traffic
state situations and scenarios.

[0003] Various prior art techniques for acquiring, ana-
lyzing and processing traffic data exist. Prior art tech-
niques typically include calculating velocities of vehicles
by for example acquiring series of exact locations of the
vehicles along road segments in known intervals. Fixed
or static traffic sensors or electronic devices such as vid-
eo cameras, tag readers, traffic detectors, etc. are for
instance installed permanently or temporarily at known
locations of main traffic arteries. The sensors relay cross-
ing times of vehicles to a computerized central traffic data
and information handling system that calculates the
speed of the vehicles between two sensors and gener-
ates a traffic state offering for instance an overview of
the traffic to an end-user at the moment of the measure-
ment and/or for instance a prediction of the traffic state.
[0004] The patent application US2002/0026278 from
Estimotion Inc., entitled "Method and system for model-
ling and processing vehicular traffic data and information
and applying thereof", filed on August 28t 2001 and pub-
lished on February 28t 2002, describes a method and
a system for modelling and processing vehicular traffic
data information to provide a single complete current ve-
hicular traffic situation picture. The method comprises
acquiring vehicular traffic data from a plurality of sources
by tracking a sample of mobile sensors using techniques
based on GPS and/or cellular telephone types of wireless
communication networks or systems. The acquired ve-
hicular traffic data is then prioritized and filtered in order
not to take data emerging from irrelevant sensors and
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erroneous data into account. The path of a given vehicle
is identified along the network of roads and the vehicular
traffic data is acquired in known time intervals. The ve-
locities of all mobile sensors that travelled on a specific
road segment of the path during a time period of the as-
sessment yields a normalized travel time value, also re-
ferred to as NTT value, on that specific road segment.
The normalized travel time refers to a travel time normal-
ized with respect to a pre-determined distance, for ex-
ample, with respectto a distance having arange between
about 10 meters to about 100 meters. In other words, the
method comprises calculating a mean normalized travel
time value, also referred to as mean NTT value, for each
road segment of the network of roads using the prioritized
and filtered vehicular traffic data and information associ-
ated with each source. This results in the generation of
a partial current picture of the vehicular traffic situation
associated with each source. The system further fuses
the partial current traffic situation pictures associated with
each source in order to generate a single complete cur-
rent vehicular traffic situation picture associated with the
network of roads. The method also comprises predicting
afixture complete vehicular traffic situation picture asso-
ciated with the network of roads. The unification of the
individual NTT values into a determined value per road
segmentis done with consideration of a confidence factor
of each of the individual data, defined in function of for
example the accuracy of the sensor, the amount of foot-
prints, the error rate, etc. Also, the position of the vehicle
on a road segment taken into account in the determina-
tion of the partial current traffic situation pictures is ob-
tained by introducing assumptions such as the minimal
acceleration and the minimal velocity of the vehicle. The
accuracy achievable with the described method is there-
fore limited, as the calculation of the NTT only relies on
the fusion of partial current traffic situation pictures as-
sociated with sources. Errors generated during the ac-
quisition of the vehicular traffic data as well as errors
during the determination of partial current traffic situation
pictures are directly transferred to the determination of
the single complete current vehicular traffic situation pic-
ture and severely impact the quality and the accuracy of
the traffic situation picture. This threatens the relevance
and the reliability of the traffic state provided to an end-
user of the system.

[0005] The patent application US8437948 from Enjoy-
or Company Limited, entitled "Urban traffic state detec-
tion based on support vector machine and multilayer per-
ception”, filed on October 18t 2012 and published on
April 24th 2014, describes a method and a system em-
ploying fusion strategies to compensate for data acqui-
sition and classification errors caused by noise for exam-
ple. The system relies on the fusion of a support vector
machine, also referred to as SVM, and multilayer per-
ceptron, alsoreferred to as MLP, classification algorithms
to design a two-tier cascaded classifier. The cascaded
two-tier classifier is used to infer a traffic state associated
with a road segment during a predefined time interval.
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The MLP classification component indeed classifies the
data as being in the congested state or non-congested
state. The SVM classification component classifies the
data as being in the unimpeded state or the busy state
for example by utilizing training samples of vehicular traf-
fic data. During the training, weighting of input parame-
ters, for example the average vehicle speed, traffic vol-
ume, the average arrival time, can be set and SVM pa-
rameters are optimized. The two outputs of the SVM and
the MLP classification algorithms are fed to a voting com-
ponent, which records the detection accuracy of the clas-
sifiers and then determines the current traffic state. For
example, if the voting component determines that the
classifiers have the same detection decision, the voting
component outputs the decision as the final state. Alter-
natively, if the voting componentdetermines that the clas-
sifiers each generate different decisions, one decision of
a classifier is selected and is treated as the current traffic
state. In other words, different classification methods are
used to determine a traffic state, but the voting compo-
nent selects one of them and outputs it as the current
traffic state. The relevance and the reliability of the ob-
tained current traffic state are therefore limited, as the
determination of the current traffic state only relies on the
selection of one traffic state determined by one or more
classifiers. The efficiency of the determination of the cur-
rent traffic state is also low. Indeed, the system generates
one or more traffic states, and therefore increases the
waste of processing power and the costs associated with
the implementation of the method as only one is selected
as the output current traffic state.

[0006] It is an objective to disclose a system and the
related method that overcome the above identified short-
comings of existing solutions. More particularly, it is an
objective to disclose such a system and method for more
reliably and more accurately providing an end-user with
atraffic state for a network of roads. Itis a further objective
to disclose such a system and method that improve the
robustness, the reliability and the precision of the deter-
mination and the prediction of a traffic state for a network
of roads without a need for calibration. It is a further ob-
jective to disclose such a system and method to deter-
mine and predict a traffic state from several data sources
in an accurate, efficient, flexible and consistent manner.

Summary of the Invention

[0007] According to a first aspect of the presentinven-
tion, the above defined objectives are realized by a traffic
data fusion system adapted to produce a traffic state for
a network of roads, the traffic data fusion system com-
prising:

- interfaces adapted to receive traffic data from multi-
ple traffic data sources;

- acentraltraffic database adapted to collect the traffic
data from the multiple traffic data sources;

- a central data fusion engine adapted to execute a
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plurality of traffic state determination algorithms us-
ing the traffic data toindependently generate respec-
tive intermediate traffic states for the network of
roads; and

- an aggregation engine adapted to combine the in-
termediate traffic states to thereby generate the traf-
fic state.

[0008] Multiple data sources acquire traffic data along
a network of roads. The multiple data sources can for
example be sensors positioned along the roads of the
network of roads, and/or sensors positioned in the vehi-
cles, and/or can be journalistic data sources, and/or
weather data sources, etc. The traffic data fusion system
according to the invention comprises a plurality of traffic
state determination algorithms that run on the central da-
ta fusion engine. Each traffic state determination algo-
rithm uses a partial set or the full set of available traffic
data collected from the multiple traffic data sources to
generate a respective intermediate traffic state. In other
words, each intermediate traffic state is generated by a
respective algorithm independently. The aggregation en-
gine of the traffic data fusion system combines the inter-
mediate traffic states to generate the traffic state. The
traffic data collected from the plurality of traffic data sourc-
es is therefore computed according to a plurality of traffic
state determination algorithms. Each intermediate traffic
state is a representation of the traffic data and of the
same fraffic state of the network of roads as the other
intermediate traffic states, but each intermediate traffic
state differs from all the other intermediate traffic states
as it depicts one or more characteristics of the traffic data
differently from the other intermediate traffic states. The
fact that the aggregation engine combines all these dif-
ferent representations of the same traffic data to output
one single traffic state drastically increases the relevance
and the accuracy of the determination of the traffic state.
Indeed, as each intermediate traffic state is representa-
tive for a different characteristic of the traffic data and the
combination of all these different characteristics in one
traffic state improves the relevance, the reliability and the
robustness of the traffic state outputted to an end-user
of the traffic data fusion system. Flexibility in the deter-
mination of a traffic state is also provided by the use of
a plurality of traffic state determination algorithms. De-
pending on the situation depicted by the traffic data and
identified by the traffic data fusion system, the traffic data
fusion system can select to execute two or more traffic
state determination algorithms and to combine the re-
spective intermediate traffic states to generate the traffic
state. This reduces the processing power required by the
traffic data fusion system and decreases the costs asso-
ciated with its implementation.

[0009] Inaccordance with the presentinvention, anin-
termediate traffic state is a representation of the traffic
state atthe moment the traffic data fusion system collects
the traffic data. In other words, the intermediate traffic
state reflects the traffic situation at the moment the traffic
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data is collected. In accordance with the present inven-
tion, traffic state comprises a predefined set of parame-
ters that determines the traffic on a road segment, alter-
natively on more than one road segment. The predefined
set of parameters comprises at least for example the av-
erage speed of a vehicle, but also possibly the type of
vehicle, a differentiation between driving lanes of theroad
segment, etc. Alternatively, the intermediate traffic state
is a prediction of the traffic state at a time posterior of the
moment the traffic data is collected by the traffic data
fusion system. The traffic data fusion system makes a
prediction of a future traffic state in time. A plurality of
traffic state determination algorithms extrapolate the traf-
fic data to be able to predict the traffic state in the future
and to generate an intermediate traffic state represent-
ative for a prediction of the traffic state. Alternatively, the
intermediate traffic state is a representation and/or an
extrapolation of the traffic state at a time anterior of the
moment the traffic data is collected by the traffic data
fusion system. The traffic data fusion system depicts of
a past traffic state in time. A plurality of traffic state de-
termination algorithms extrapolate the traffic data to be
able to depict the traffic state in the past and to generate
an intermediate traffic state representative for a past traf-
fic state. Interfaces receive traffic data from multiple data
sources. To each data source corresponds an interface.
Alternatively, an interface is adapted to receive traffic da-
ta from a plurality of data sources. An interface is for
example a sensor, a sensor adapted for wireless data
communication, a phone, a Global Navigation System,
a camera, etc.

[0010] According to an optional embodiment, the plu-
rality of traffic state determination algorithms comprise
two or more of:

- aKalmanfilter, preferably the ensemble Kalmanfilter
or EnKF;

- a Treiber-Helbing filter, preferably the Extended
Generalized Treiber-Helbing filter or EGTF;

- aneural network, preferably a Multi-Layer Feed-for-
ward neural network;

- machine learning;

- pattern recognition;

- a statistic algorithm;

- agenetic algorithm;

- alagrange and Euler Cinematic wave method;

- acumulative number of vehicles;

- a multicriteria method;

- an adaptive smoothing;

- an adaptive Kalman method;

- a particle swarm optimization;

- ant colony optimization;

- adynamic programming; and

- simulated annealing.

[0011] This way, the traffic state results from the com-
bination of two or more intermediate traffic states inde-
pendently generated by two or more respective traffic
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state determination algorithms. Depending on the situa-
tion depicted by the traffic data and identified by the traffic
data fusion system, the traffic data fusion system can
select to execute two or more traffic state determination
algorithms and to combine the respective intermediate
traffic states to generate the traffic state. The fact that
the aggregation engine combines all these different rep-
resentations of the same traffic data to output one single
traffic state drastically increases the relevance, the ac-
curacy and the reliability of the determination of the traffic
state. The intermediate traffic states are independently
generated by the central data fusion engine. This way,
the central data fusion engine selects traffic state deter-
mination algorithms to be executed and does not need
to perform all the traffic state determination algorithms
at all times. This saves processing power and therefore
reduces the costs associated with the traffic data fusion
system.

[0012] In accordance with the present invention, Ka-
Iman filtering, also known as linear quadratic estimation
or LQE, is an algorithm that uses a series of measure-
ments observed over time, containing noise and other
inaccuracies, and produces estimates of unknown vari-
ables. A Kalman filter operates recursively on streams
of noisy input data to produce a statistically optimal es-
timate of the underlying system state. The algorithm
works in a two-step process. In the prediction step, the
Kalman filter produces estimates of the current state var-
iables, along with their uncertainties. Once the outcome
of the next measurement, corrupted with some amount
of error, is observed, these estimates are updated using
a weighted average, with more weight being given to es-
timates with higher certainty. Because of the algorithm’s
recursive nature, it can run in real time using only the
present input measurements and the previously calcu-
lated state and its uncertainty matrix; no additional past
information is required. Using this filtering technique en-
ables the determination of variables that are not directly
observed, such as travel times for example, and allows
to deal with all types of traffic situations represented by
the traffic data as long as these traffic situations can be
described by the model. The Kalman filtering technique
is also relevant even if traffic data for a certain road seg-
ment or a certain time interval is missing. Indeed, the
model is able to fill the gaps by providing a result at any
moment and at any place. The Kalman filtering technique
further offers the possibility to clarify possible inconsist-
encies and errors in the traffic data and inconsistencies
between traffic data measured on different road seg-
ments. Indeed, the fact that the model cannot be applied
to the collected traffic data can be an indication that the
traffic data is not consistent, or that the traffic data is not
consistent with traffic engineering laws. It is also possible
to extrapolate the model in order to predict a future traffic
state when the future traffic state is brought close to re-
ality using traffic data. Another advantage of the Kalman
filtering method is that it provides insight into the road
segment from which traffic data should be measured in
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order to optimize the determination of the traffic state,
i.e. rely on an optimal overview of the traffic data. Ac-
cording to the present invention, the state of the traffic at
the time t is called x(f). The Kalman filtering technique is
able to predict the state of the system at any pointin time
t+At according to the function: x(t+Af)=M(x(?), u(f), p),
where x(f) is the current traffic state, where u(f) is the
external control of the system, for example the boundary
conditions of the model, and where p is a time-independ-
ent parameter. The data assimilation techniques accord-
ing to the present invention are sequential data assimi-
lation techniques. Starting from a state x(f), the model is
used to estimate the traffic state at the time t+At, for which
the measurements y(t+Af) are available. The prediction
of the model xf(t+Atf) is then combined with the y(t+Af) in
an improved prediction xa(f+Af) in an assimilation step.
Alternatively, it is also possible to fit the external control
u(t+Af) during the assimilation step.

[0013] In accordance with the present invention, the
alternative ensemble Kalman filter, or EnKF, is used to
continue to assimilate the measurements. EnKF is a pop-
ular alternative to the Kalman filtering method, and is
used with large non-linear models. The EnKF algorithm
uses a plurality of model realizations to depict the uncer-
tainty of the model. The new state x3(t+Af) is then deter-
mined by adjusting the model prediction (including the
uncertainty) according to the measurements (including
the measurement uncertainty). If the model shows less
uncertainty than the measurement, then the adjusted
prediction resembles the measurements. During the ad-
justment of the prediction, a new estimation of the re-
maining model uncertainty is performed.

[0014] In accordance with the present invention, an-
other method for data fusion is the use of a Treiber-Hel-
bing filter. This filter exploits the fact that, in congested
traffic, perturbations travel upstream at a near-constant
speed, while in free traffic information propagates down-
stream. As in the first order kinematic wave traffic flow
model, it is assumed that traffic data propagates along
with a speed which is equal to the slope in the basic
diagram of the traffic flow theory. As a result, one obtains
velocity, flow, or other variables as smooth functions of
space and time. The parameters that characterize a traf-
fic state, for example the speed and/or the density of
vehicles, are interpolated with this filter, so that meas-
urements that are acquired recently and that are acquired
for a close road segment are associated with a heavier
weight than other measurements. Data sources that
comprise more data traffic can also be more heavily
weighted in the determination of the traffic state than oth-
er data sources which comprise less traffic data. To be
able to use more than one data source, this filter is ex-
tended to the Extended Generalized Treiber-Helbing fil-
ter, also referred to as EGTF. The EGTF is able to fuse
multiple data sources, as long as for each of these, it is
possible to estimate under which traffic regime, for ex-
ample free flowing or congested, the traffic data was col-
lected. The main advantage of this approach is that it
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allows merging or fusing traffic data from different data
sources, characterized by different spatial and temporal
resolutions and/or different accuracies and/or different
reliabilities, into a consistent, coherent and meaningful
traffic information. This process allows the use of the the-
oretical traffic laws.

[0015] In accordance with the present invention, an-
other method for data fusion is machine learning. Ma-
chine learning is a subfield of computer science and sta-
tistics that deals with the construction and study of sys-
tems that can learn from data, rather than follow only
explicitly programmed instructions. Machine learning
tasks can be of several forms. In supervised learning,
the computer is presented with example inputs and their
desired outputs, given by a "teacher", and the goal is to
learn a general rule that maps inputs to outputs. In un-
supervised learning, no labels are given to the learning
algorithm, leaving it on its own to form groups of similar
inputs, density estimates or projections of high-dimen-
sional data that can be visualised effectively. In reinforce-
ment learning, a computer program interacts with a dy-
namic environment in which it must perform a certain
goal, for example driving a vehicle, without a teacher ex-
plicitly telling it whether it has come close to its goal or
not. Specific algorithms that follow this methodology are
for example neural networks and pattern recognition,
which will be discussed in more detail below.

[0016] Inaccordance with the presentinvention anoth-
er method for data fusion is the use of neural networks.
Neural networks belong to the category of machine learn-
ing algorithms. Neural networks are very suited to per-
form specific tasks such as pattern recognition, percep-
tion and control. Neural networks compute these tasks
very fast and accurately. Neural networks, also referred
to as Biological Neural Networks or BNNs have the fur-
ther advantage that they are robust, i.e. that data provid-
ed with a lot of noise is - to some extent - processed in
a correct manner. By imitating the brain processes and
the brain architecture, specific properties are used by the
neural networks to execute brain-related tasks. These
simplified BNNSs are called Artificial Neural Networks, al-
so referred to as ANNs. BNNS and ANNs both comprise
parallel units called neurons. A Multi-Layer Feed-forward
neural network is an artificial neural network where con-
nections between the units do not form a directed cycle.
In this network, the information moves in only one direc-
tion, forward, from the input nodes, through the hidden
nodes, if any, and to the output nodes. There are no cy-
cles or loops in the network. The imitation lies in the fact
that signals that were first non-linearly processed are
passed onto all the forward-associated neurons. An ANN
for example complies with the following steps: signals
enter a network via an input layer comprising, for exam-
ple, n neurons. The signals are processed non-linearly
and passed on to all the forward associated units in the
following layer: this can for example be a hidden layer,
but also the output layer. These operations are repeated
until the output layer having m neurons has been
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reached. Then the ANN spreads the signals again. The
description shows that the adaptation of an ANN is ac-
tually nothing more than a non-linear mapping of an n-di-
mensional input vector, often referred to as pattern, to
an m-dimensional output vector. The way the mapping
is achieved is determined by the choice of network ar-
chitecture, the choice of the transfer function within the
artificial neurons and the selection of the learning rule
which is in force during the learning process. The network
architecture depends on the number of artificial neurons
per layer and the connections of neurons between layers
and the connection of neurons in the same layers. The
selection of the transfer function is always an increasing
function. The choice of the transfer function may be per
neuron or per layer, but is usually the same for each
neuron of the entire network. The selection of the learning
rule determines how the synaptic weights, with which in-
coming signals are multiplied, change during the learning
process. The use of a neural network is justified by its
short development time, its robustness with respect to
the collection of noisy data, its efficiency with respect to
the computer processing time and its adaptability in a
changing environment. In the case of a Multi-Layer Feed-
forward neural network, the ANNs are trained under su-
pervision. This training comprises three phases: the
learning phase, also called the training phase, during
which training patterns are introduced along with end pur-
poses. The difference between the end purpose and the
output generated by the ANN is an error term that is a
measure used to adjust the synaptic weights and there-
fore to minimize the cumulative error term of all the train-
ing patterns. During the second phase, called the test
phase, training patterns are provided to the ANN. Judging
from the cumulative error term, one can estimate how
generalizing the ANN is. In the case that it is small
enough, the last phase, called the validation phase, can
be reached where the ANN is confronted with the ab-
sence of end purposes to which its calculation can be
compared to. The ANN must then indeed generate them
itself. In accordance with the present invention, the traffic
data is therefore divided into four sets of traffic data. Two
sets of traffic data are used to train the ANN, one set is
used during the test phase and the last setis used during
the validation phase. Relying on cross-correlation, it is
then possible to determine the result for the whole traffic
data.

[0017] In accordance with the present invention, an-
other method for data fusion is pattern recognition. Pat-
tern recognition also belongs to the category of machine
learning algorithms. This branch of artificial intelligence
focuses on the recognition of patterns and regularities in
data. In many cases, these patterns are learned from
labelled "training" data, but when no labelled data are
available other algorithms can be used to discover pre-
viously unknown patterns. An example of pattern recog-
nition is classification, which attempts to assign each in-
put value to one of a given set of classes. However, pat-
tern recognition is a more general problem that encom-
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passes other types of output as well. Other examples are
regression, which assigns a real-valued output to each
input; sequence labelling, which assigns a class to each
member of a sequence of values; and parsing, which
assigns a parse tree to an input sentence, describing the
syntactic structure of the sentence. Pattern recognition
algorithms generally aim to provide a reasonable answer
for all possible inputs and to perform "most likely" match-
ing of the inputs, taking into account their statistical var-
iation. Pattern recognition can thus be used to combine
multiple data sources into a single accurate description
of the traffic state.

[0018] In accordance with the present invention, an-
other method for data fusion is the use of a genetic al-
gorithm. A genetic algorithm is a search heuristic that
mimics the process of natural selection. This heuristic is
routinely used to generate useful solutions to optimiza-
tion problems and search problems using techniques in-
spired by natural evolution, such as inheritance, muta-
tion, selection and crossover. This algorithm can be used
to minimize the difference between the fused traffic state
and reality.

[0019] In accordance with the present invention, an-
other method for data fusion is the use of the Lagrange
and Euler Cinematic wave method. The kinematic wave
model is often used in simulation tools to describe dy-
namic traffic flow and to estimate and predict traffic
states. Discretization of the model is generally based on
Eulerian coordinates, which are fixed in space. However,
the Lagrangian coordinate system, in which the coordi-
nates move with the velocity of the vehicles, results in
more accurate solutions. Furthermore, if the model in-
cludes multiple user classes, it describes real traffic more
accurately. Such a multiclass model, in contrast to a
mixed-class model, treats different types of vehicles, for
example passenger cars and trucks or vehicles with dif-
ferent origins or destinations, or both, differently. The La-
grangian coordinate system is combined with a multi-
class model, and a Lagrangian formulation of the kine-
matic wave model for multiple user classes is proposed.
Itis shown that the advantages of the Lagrangian formu-
lation also apply for the multiclass model. Simulations
based on the Lagrangian formulation result in more ac-
curate solutions than simulations based on the Eulerian
formulation.

[0020] In accordance with the present invention, an-
other method for data fusion is the use of cumulative
number of vehicles such as the Link Transmission Model.
The Link Transmission Model, also referred to as LTM,
is a Dynamic Network Loading model for a macroscopic
simulation-based Dynamic Traffic Assignment model;
vehicles are moved as a continuum. In LTM, traffic prop-
agation on network links is consistent with kinematic
wave theory. This theory provides substantial realism in
the representation of queue-propagation and queue-dis-
sipation. Furthermore, LTM considers a detailed descrip-
tion of traffic dynamics at signalized and un-signalized
intersections. Local flow restrictions and experienced in-
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tersection delays are consistent with state-of-the-art
queuing theory. Since the LTM solution algorithm is com-
putationally efficient and walks through simulations in
large time steps, large scale networks can be dealt with
in a small amount of time.

[0021] In accordance with the present invention, an-
other method for data fusion is the combination of the
Extended Generalized Treiber-Helbing Filter, also re-
ferred to as EGTF, and the traffic conservation law. The
EGTF is able to fuse multiple data sources, in order to
estimate the traffic state (velocity, density and intensity)
as a function of space and time. This filter encompasses
the fundamental concepts of traffic flow theory, namely
the upstream propagation of congested traffic perturba-
tions and the downstream propagation of free flow traffic
waves. The conservation law, on the other hand, states
that in case of a closed section, no on- or off-ramps are
present, the number of vehicles cannot change in time
and space. In order to apply this law, the cumulative
number of vehicles, forexample determined with the Link
Transmission Model, also referred to as LTM, is used.
During the process of traffic estimation with the EGTF,
the conservation law is applied to simultaneously correct
the estimated traffic state, which can be necessary in
case the original data sources contains errors. This ex-
tension of the EGTF thus allows us to minimize the effect
of false measurements, e.g. due to technical failure, in
the original available data sources, which empowers the
original EGTF considerably.

[0022] In accordance with the present invention, an-
other method for data fusion is the use of an adaptive
Kalman method. Kalman filters have been widely used
for navigation and system integration. A possible chal-
lenge associated with Kalman filters is how to assign suit-
able statistical properties to both the dynamic and the
observational models. For Global Navigation System
navigation, the manoeuvre of the vehicle and the level
of measurement noise are environmental dependent,
and difficultto be predicted. Therefore, to assign constant
noise levels for such applications is not realistic. Itis dem-
onstrated that adaptive algorithms are more robust to
sudden changes of vehicle motion and measurement er-
rors than a conventional Kalman filter is for vehicle nav-
igation. Alternatively, other variants of the implementa-
tion of the Kalman filtering method are also in accordance
with the present invention.

[0023] In accordance with the present invention, an-
other method for data fusion is the use of a particle swarm
optimization. This computational method optimizes a
problem by iteratively trying to improve a candidate so-
lution with regard to a given measure of quality. The meth-
od optimizes a problem by having a population of candi-
date solutions, referred to as particles, and moving these
particles around in the search-space according to simple
mathematical formulae over the particle’s position and
velocity. Each particle’s movement is influenced by its
local best known position but is also guided towards the
best known positions in the search-space, which are up-
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dated as better positions are found by other particles.
[0024] In accordance with the present invention, an-
other method for data fusion is the use of an ant colony
optimization algorithm. This algorithm is a probabilistic
technique for solving computational problems which can
be reduced to searching for an optimal path in a graph.
[0025] In accordance with the present invention, an-
other method for data fusion is the use of a dynamic pro-
gramming method. This method solves complex prob-
lems by breaking them down into simpler subproblems
and by then combining the solutions of the subproblems
to reach the best overall solution for the problem. The
dynamic programming approach seeks to solve each
subproblem only once, thus reducing the number of com-
putations. Once the solution to a given subproblem has
been computed, itis stored or "memorized": the next time
the same solution is needed, it is simply looked up.
[0026] In accordance with the present invention, an-
other method for data fusion is the use of a simulated
annealing method. This method locates a good approx-
imation to the global optimum of a given function in a
large search space. The algorithm relies on a slow de-
crease in the probability of accepting worse solutions as
it explores the solution space.

[0027] According to an optional embodiment, the ag-
gregation engine is adapted to calculate a mean value
of the intermediate traffic states as the traffic state.
[0028] This way, before the aggregation engine is ap-
plied, the outputs of the different data fusion algorithms
are validated through comparison. Extreme outliers can
then be deleted before the aggregation engine combines
the results into the traffic state.

[0029] This way, the traffic state takes all the available
intermediate traffic states independently resulting from
their respective traffic state determination algorithms into
account. All the intermediate traffic states are associated
with a same weight value during the determination of the
traffic state, and the traffic state is obtained by averaging
all the available intermediate traffic states. All the avail-
able intermediate traffic states are combined and the re-
sulting traffic state is divided by the total number of avail-
able intermediate traffic states, thereby generating the
traffic state. In other words, each intermediate traffic state
is considered with the same importance during the de-
termination of the traffic state and each intermediate traf-
fic state has the same impact as all the other intermediate
traffic states on the determination of the traffic state. This
combination of several intermediate traffic states drasti-
cally increases the accuracy and the reliability of the traf-
fic state. Indeed, each intermediate traffic state is ob-
tained from a different traffic state determination algo-
rithm and therefore is a different representation of the
traffic data compared to all the other intermediate traffic
states. The determination of the traffic state therefore
relies on a robust and relevant combination of all these
different representations of the same traffic data. Alter-
natively, in the case that the traffic data fusion system
performs a prediction in time of the traffic state, the fact
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that the aggregation engine calculates a mean value of
the intermediate traffic states as the traffic state drasti-
cally increases the reliability and the accuracy of the pre-
diction. The probability that the generated predicted traf-
fic state becomes real increases.

[0030] According to an optional embodiment, the ag-
gregation engine is adapted to calculate a median value
of the intermediate traffic states as the traffic state.
[0031] This way, the traffic state is determined by iden-
tifying the median value of all the available intermediate
traffic states. A calculation is performed to identify the
median value of all the different representations of the
traffic data represented by the respective different inter-
mediate traffic states. This makes the determination of
the traffic state more relevant as the system is able to
identify similarities between all the differentindependent-
ly generated intermediate traffic states and to associate
these similarities with a larger weight during the gener-
ation of the traffic state. This way, similar representations
of traffic data identified on different intermediate traffic
states are considered as more relevant for the determi-
nation of the traffic state than representations and char-
acteristics of the traffic data that are only present in a
minority of intermediate traffic states. This improves the
accuracy of the traffic state as the traffic state is calcu-
lated to be as close as possible to the current traffic state
and/or to the most likely predicted traffic state.

[0032] According to an optional embodiment, the ag-
gregation engine is adapted to calculate a weighted sum
of the intermediate traffic states as the traffic state.
[0033] This way, all the intermediate traffic states that
are generated by respective traffic state determination
algorithms are taken into account for the generation of
the traffic state. Some intermediate traffic states are as-
sociated with a higher weight value that others, which
increases the influence and the impact of the intermedi-
ate traffic states associated with a higher weight value
on the generation of the traffic state. This increases the
reliability of the traffic state. The fact that all the interme-
diate traffic states are taken into account during the gen-
eration of the traffic state drastically increases the accu-
racy and the robustness of the generation of the traffic
state.

[0034] According to an optional embodiment, the
weighted sum comprises weights representative for the
reliability of the respective traffic state determination al-
gorithms.

[0035] This way, all the intermediate traffic states that
are independently generated by respective traffic state
determination algorithms are taken into account for the
generation of the traffic state. This drastically increases
the accuracy and the robustness of the generation of the
traffic state. Furthermore, each intermediate traffic state
is associated with a weight representative for the relia-
bility of the respective traffic state determination algo-
rithms. The traffic data fusion system is able to evaluate
the reliability of two or more traffic state determination
algorithms for the traffic state situation depicted by the
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traffic data it collected. In other words, depending on the
nature of the traffic data and of the situation the traffic
data reflects, the traffic data fusion system determines
the reliability of two or more of the traffic determination
algorithms by for example associating a reliability factor
to two or more of the traffic state determination algo-
rithms. As soon as the traffic data received and collected
by the traffic data fusion system is updated, the traffic
data fusion system re-evaluates the reliability of two or
more of the traffic state determination algorithms for the
situation reflected by the traffic data. Reliable traffic state
determination algorithms are then associated with
weights demonstrating a higher numerical value than the
weights associated with traffic state determination algo-
rithms identified as less reliable. This way, intermediate
traffic states generated by reliable traffic state determi-
nation algorithms are weighted with a higher numerical
value than other intermediate traffic states during their
combination, i.e. during the generation of the traffic state.
In other words, the more reliable a traffic state determi-
nation algorithm is, the higher the numerical value of the
weight associated with the corresponding intermediate
traffic state is, and the larger the impact of the interme-
diate traffic state on the generation of the traffic state.
The traffic state is therefore more influenced by reliable
intermediate traffic states, which drastically increases the
reliability and the relevance of the traffic state. Alterna-
tively, in the case that the data fusion system performs
a prediction of the traffic state in time, the fact that the
reliability of the traffic state determination algorithm is
taken into account during the generation of the traffic
state drastically increases the reliability and the accuracy
of the prediction. The resulting probability that the gen-
erated predicted traffic state is realized therefore increas-
es.

[0036] According toanoptionalembodiment, the traffic
state comprises one or more of:

- avehicle volume;

- a vehicle classification;

- a vehicle density;

- an average vehicle speed; and
- journalistic traffic data.

[0037] This way, the traffic state can be used to reflect
the state of the network of roads, for example if the net-
work of roads is free-flowing or if the network of roads is
congested. This traffic state makes information over ve-
hicles on the network of roads available and the traffic
state also reflects journalistic traffic data acquired. This
information can for example then be shared with other
vehicles and/or data sources. Further traffic parameters
can be deduced from the traffic state, for example the
travel time, the gap distance between two vehicles, the
vehicle heading, the delay, the level of service, the pres-
ence of absence of a traffic jam, etc. Indicators such as
the level of gas emission of a vehicle, the level of noise
generated by a vehicle, hours during which a vehicle con-
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sumes the most, etc can also be deduced from the traffic
state. The traffic state facilitates the representation and
the visualization of the traffic data by an end-user of the
traffic data fusion system, and it therefore facilitates a
diagnosis performed by the end-user to identify if the net-
work of roads is free-flowing or if it is congested. It also
reduces the time needed for an end-user to analyze the
traffic state and to identify the state of the network of
roads. The average vehicle speed and/or the journalistic
traffic data can for example be used, possibly in combi-
nation with other parameters, when predicting the traffic
state in time.

[0038] Accordingtoan optional embodiment, the traffic
state is validated. This validation is performed simulta-
neously with the traffic estimation, this means directly
after publishing the traffic state and before publishing the
next traffic state. The validation result is used to adapt
the weights given to the different data fusion algorithms.
The validation result can for example indicate that in con-
gestion, the results obtained with the Treiber-Helbing Fil-
ter are significantly more accurate than with neural net-
works. Thus, based on this validation, the weight of the
Treiber-Helbing Filter can be increased with respect to
the weight of neural networks. In addition, the validation
result can also be used to determine the reliability of the
different data sources. With these results, it can be de-
cided to give different weights to the different data sourc-
es. In this way, the complete data fusion methodology
can be trained.

[0039] Accordingtoan optional embodiment, the traffic
state is periodically updated.

[0040] Traffic data is periodically updated. This way,
the traffic state is periodically updated, which means that
the traffic state remains relevantintime as the traffic state
depicts and reflects recently acquired traffic data. The
fact that the traffic state is periodically updated also en-
sures the robustness of the traffic state. An end-user of
the traffic data fusion system is indeed provided with a
real-time viewing experience of the state of the network
of roads. The periodic update also increases the rele-
vance, the reliability and the accuracy of the prediction
ofthe traffic state in time as the determination of the traffic
state can more rapidly take changes of the traffic data
into account and therefore adapt the prediction of the
traffic state in time accordingly. For example, the traffic
state can be updated every 15 seconds, or every 30 sec-
onds, or every 45 seconds, or every minute, or every day,
etc.

[0041] Accordingtoan optional embodiment, the traffic
state is calculated for road segments of a predetermined
length.

[0042] Traffic data is collected for each individual lane
of every road segment of the network of roads. The pre-
determined length of a road segment can for example be
substantially equal to 25 meters, or 50 meters, or 100
meters, or 1 kilometer, etc. Every road segment of the
network of roads has the same predetermined length.
Alternatively, at least two road segments of the network
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of roads have different predetermined lengths. This way,
the traffic data is regularly updated and the traffic state
therefore reflects a recent and reliable state of the road
segment. This increases the reliability and the robust-
ness of the traffic state.

[0043] According to an optional embodiment, the mul-
tiple traffic data sources comprise two or more of:

- aFloating Car Data system or FCD system;
- a point measurement system;

- a trajectory measurement system;

- ajournalistic data system;

- a weather data system; and

- a traffic management data system.

[0044] This way, the traffic state is generated relying
on several data sources. The plurality of inputs to the
traffic data fusion system increases the accuracy and the
reliability of the determination of the traffic state. In ac-
cordance with the present invention, Floating Car Data,
also known as FCD or floating cellular data, is a method
to determine the traffic speed on the road network. It is
based on the collection of for example localization data,
speed, direction of travel and time information from mo-
bile phones in vehicles that are being driven. These traffic
data are the essential source for traffic information and
for most intelligent transportation systems. This means
that every vehicle with for example an active mobile
phone acts as a sensor for the road network. Based on
these data, traffic congestion can be identified, travel
times can be calculated, and traffic reports can be rapidly
generated. This way, no additional hardware on the net-
work of roads is necessary, which drastically reduces the
costs associated with the traffic data collection. In ac-
cordance with the present invention, a point measure-
ment system performs a measurement locally, either in
avehicle or on one road segment of the network of roads.
In accordance with the present invention, a trajectory
measurement is performed by measuring the position of
vehicles at different positions, for example on several
road segments of the network of roads and determining
the corresponding trajectories. In accordance with the
present invention, journalistic data is provided to the traf-
fic fusion data system. Journalistic data gathers input
from for example users of vehicles, such as internet mes-
sages, tweets, location updates, SMS, social media,
and/or even traffic directly provided by the vehicles them-
selves. Weather data system identifies the weather con-
ditions on the road segments of the network of roads.
The fact that the weather conditions, for example the
presence of rain, fog, snow, the temperature, etc. are
taken into account in the generation of the traffic state
increases the reliability of the traffic state. Traffic man-
agement systems comprise for example traffic cameras,
number plate recognition systems, and induction loops
embedded in the road segments of the network of roads.
The combination and cross-comparison of traffic data ac-
quired from vehicles and of traffic data acquired on the
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road segments themselves increases the accuracy of the
determination of the traffic state.

[0045] According to a second aspect of the present
invention, there is provided a method for producing a
traffic state for a network of roads, the method comprising
the steps of:

- receiving traffic data from multiple traffic data sourc-
es;

- collecting the traffic data from the multiple traffic data
sources;

- executing a plurality of traffic state determination al-
gorithms using the traffic data to independently gen-
erate respective intermediate traffic states for the
network of roads; and

- combining the intermediate traffic states to thereby
generate a traffic state.

[0046] Multiple data sources acquire traffic data along
a network of roads. The multiple data sources can for
example be sensors positioned along the roads of the
network of roads, and/or sensors positioned in the vehi-
cles, and/or can be journalistic data sources, and/or
weather data sources, etc. Each traffic state determina-
tion algorithm uses a partial set or the full set of available
traffic data collected from the multiple traffic data sources
to independently generate arespective intermediate traf-
fic state. In other words, each intermediate traffic state
is independently generated by a respective algorithm.
The intermediate traffic states are then combined to gen-
erate the traffic state. The traffic data collected from the
plurality of traffic data sources is therefore computed ac-
cording to a plurality of traffic state determination algo-
rithms. Each intermediate traffic state is a representation
of the traffic data and of the same current traffic state of
the network of roads than the others intermediate traffic
state, but each intermediate traffic state differs from all
the other intermediate traffic states as it depicts one or
more characteristics of the traffic data differently than the
otherintermediate traffic states. The fact that the all these
differentrepresentations of the same traffic data are com-
bined to output one single traffic state drastically increas-
es the relevance and the accuracy of the determination
of the traffic state. Indeed, as each intermediate traffic
state is representative for a different characteristic of the
traffic data and the combination of all these different char-
acteristics in one traffic state improves the relevance, the
reliability and the robustness of the traffic state outputted
to an end-user of the traffic data fusion system. Flexibility
in the determination of a traffic state is also provided by
the use of a plurality of traffic state determination algo-
rithms. Depending on the situation depicted by the traffic,
two or more traffic state determination algorithms can be
selected and executed independently and the generated
respective intermediate traffic states are combined to
generate the traffic state. This reduces the processing
power required to reach the traffic state and decreases
the costs associated with the implementation of the meth-

10

15

20

25

30

35

40

45

50

55

10

od.

[0047] Inaccordance with the presentinvention, anin-
termediate traffic state is a representation of the traffic
state atthe moment the traffic data fusion system collects
the traffic data. In other words, the intermediate traffic
state reflects the traffic situation at the moment the traffic
data is collected. Alternatively, the intermediate traffic
state is a prediction of the traffic state at a time posterior
of the moment the traffic data is collected by the traffic
data fusion system. The traffic data fusion system makes
a prediction of a future traffic state in time. A plurality of
traffic state determination algorithms extrapolate the traf-
fic data to be able to predict the traffic state in the future
and to generate an intermediate traffic state represent-
ative for a prediction of the traffic state. Alternatively, the
intermediate traffic state is a representation and/or an
extrapolation of the traffic state at a time anterior of the
moment the traffic data is collected by the traffic data
fusion system. The traffic data fusion system depicts of
a past traffic state in time. A plurality of traffic state de-
termination algorithms extrapolate the traffic data to be
able to depict the traffic state in the past and to generate
an intermediate traffic state representative for a past traf-
fic state.

[0048] The currentinvention in addition also relates to
a computer program comprising software code adapted
to perform the method according to the present invention.
[0049] The invention further relates to a computer
readable storage medium comprising the computer pro-
gram according to the present invention.

Brief Description of the Drawings

[0050]

Fig. 1 schematically illustrates an embodiment of a
traffic data fusion system adapted to produce a traffic
state.

Fig. 2 schematically illustrates an embodiment of a
traffic data fusion system adapted to produce a traffic
state and comprising a validation unit A adapted to
compare the traffic state to the traffic data.

Fig. 3 schematically illustrates an embodiment of a
traffic data fusion system adapted to produce a traffic
state and comprising a validation unit B adapted to
compare the traffic state determination algorithms.

Fig. 4 schematically illustrates an embodiment of a
traffic data fusion system adapted to produce a traffic
state and comprising a validation unit A adapted to
compare the traffic state to the traffic data and a val-
idation unit B adapted to compare the traffic state
determination algorithms.

Fig. 5 schematically illustrates an embodiment of the
generation of the traffic state from a plurality of
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weighted intermediate traffic states.

Fig. 6 schematically illustrates a suitable computing
system for hosting the system of Figure 1.

Detailed Description of Embodiment(s)

[0051] According to an embodiment shown in Fig. 1, a
traffic data fusion system 1 comprises a plurality of inter-
faces 100, a plurality of data sources 200, a central traffic
database 300, a central data fusion engine 400, and an
aggregation engine 500. Traffic data 3 is collected by a
plurality of data sources 200. For example in Fig. 1, Float-
ing Car Data source 201, counting loops source 202,
travelling time source 203, journalistic data source 204
and/or any other suitable data source 205 receive and
collect traffic data 3 for a network of roads. Interfaces
100 receive the traffic data 3 from the plurality of data
sources 200. As visible in Fig. 1, each interface 100 re-
ceives traffic data 3 from one data source 200. In Fig. 1,
interface 101 to interface 105 respectively receive traffic
data 3 from data source 201 to data source 205. Accord-
ing to an alternative embodiment, each interface 100 re-
ceives traffic data 3 from more than one data source 200.
The central traffic database 300 collects the traffic data
3 from the interfaces 100. The central traffic database
300 comprises a road network description 310. A road
network description 310 consists of a consistent logical
description of the location, properties and topological
model of the road network. It contains a set of nodes and
links with additional properties described in segments. A
node describes a geographical point with coordinates,
for example a longitude and a latitude, in a world surface
coordinate system. It contains a node ID and additional
node properties. Roads are described as links, a vector
or connection between different nodes. Links have driv-
ing properties like driving direction, number of lanes,
speed limits, road length, etc. A set of links and nodes
describes a graph that can be used in a route planner or
a Geographic Information System. A link can be split in
different short sections, referred to as segments. Accord-
ing to an alternative embodiment, the central traffic da-
tabase 300 comprises the interfaces 100. The central
data fusion engine 400 uses the traffic data 3 to generate
intermediate traffic states 4. The central data fusion en-
gine 400 performs a plurality of traffic state determination
algorithms 10 using the traffic data 3 to independently
generate respective intermediate traffic states 4 for the
network of roads. The traffic state determination algo-
rithms 10 visible in Fig. 1 are for example model based,
neural network, Treiber-Helbing filter, a semantic web
approach, a statistical approach, etc. The aggregation
engine 500 receives the intermediate traffic states 4 gen-
erated by the central data fusion engine 400 and com-
bines the intermediate traffic states 4 to generate the
traffic state 2.

[0052] According to an embodiment shown in Fig. 2, a
traffic data fusion system 1 comprises a plurality of inter-
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faces 100, a plurality of data sources 200, a central traffic
database 300, a central data fusion engine 400, an ag-
gregation engine 500 and a validation unit 7 labelled A.
Traffic data 3 is collected by a plurality of data sources
200. Forexamplein Fig. 2, Floating Car Data source 201,
counting loops source 202, travelling time source 203,
journalistic data source 204 and/or any other suitable da-
ta source 205 receive and collect traffic data 3 for a net-
work of roads. Interfaces 100 receive the traffic data 3
from the plurality of data sources 200. As visible in Fig.
2, each interface 100 receives traffic data 3 from one
data source 200. In Fig. 2, interface 101 to interface 105
respectively receive traffic data 3 from data source 201
to data source 205. According to an alternative embod-
iment, each interface 100 receives traffic data 3 from
more than one data source 200. The central traffic data-
base 300 collects the traffic data 3 from the interfaces
100. The central traffic database 300 comprises a road
network description 310. A road network description 310
consists of a consistentlogical description of the location,
properties and topological model of the road network. It
contains a set of nodes and links with additional proper-
ties described in segments. A node describes a geo-
graphical point with coordinates, for example a longitude
and a latitude, in a world surface coordinate system. It
contains a node ID and additional node properties. Roads
are described as links, a vector or connection between
different nodes. Links have driving properties like driving
direction, number of lanes, speed limits, road length, etc.
A set of links and nodes describes a graph that can be
used in a route planner or a Geographic Information Sys-
tem. Allink can be splitin different short sections, referred
to as segments. According to an alternative embodiment,
the central traffic database 300 comprises the interfaces
100. The central data fusion engine 400 uses the traffic
data 3 to generate intermediate traffic states 4. The cen-
tral data fusion engine 400 performs a plurality of traffic
state determination algorithms 10 using the traffic data
3to independently generate respective intermediate traf-
fic states 4 for the network of roads. The traffic state de-
termination algorithms 10 visible in Fig. 2 are for example
model based, neural network, Treiber-Helbing filter, a se-
mantic web approach, a statistical approach, etc. The
aggregation engine 500 receives the intermediate traffic
states 4 generated by the central data fusion engine 400
and combines the intermediate traffic states 4 to generate
the traffic state 2. As visible in Fig. 2, the system 1 further
comprises a validation unit 7 labelled A. The validation
unit 7 labelled A is adapted to compare the published
traffic state 2 with the reality of the traffic state depicted
by the traffic data 3 collected by the data sources 200.
The validation unit 7 labelled A therefore receives the
traffic state 2 and the data 3 as inputs. The validation unit
7 labelled A outputs a comparison 8 of how reliable the
published traffic state 2 is compared to the traffic data 3
collected by the data sources 200. The aggregation en-
gine 500 receives the comparison 8 generated by the
validation unit 7 labelled A. The aggregation engine 500
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takes this comparison 8 into account when determining
the weights of the different traffic state determination al-
gorithms 10 in order to alter the reliability of the data
sources 200. This way, predictions of the traffic state 2
generated by the traffic data fusion system 1 can be val-
idated by the validation unit 7 labelled A. The weights of
one or more traffic state determination algorithms 10 can
be adapted so that the traffic state 2 is more in accord-
ance with the traffic data 3. Alternatively, the comparison
8 generated by the validation unit 7 labelled A is used to
allocate weights to the traffic data 3. These weights are
a measure of the reliability of each of the data sources
200. For example, if the validation unit 7 labelled A iden-
tifies that the traffic state 2 does nothave any correspond-
ence with the traffic data 3 collected by a data source
200, the validation unit 7 labelled A will generate a weight
for the data source 200 smaller than the weights associ-
ated with other data sources 200. This way, the validation
unit 7 labelled A ensures the traffic data 2 is more in
accordance with the traffic data 3 by allocating more im-
portance to one or more data sources 200, i.e. by allo-
cating weights demonstrating a higher numerical value
to data sources 200 from which the traffic data 3 is in
accordance with the traffic state 2 and/or by respectively
allocating weights demonstrating a lower numerical val-
ue to data sources 200 from which the traffic data 3 is
not in accordance with the traffic state 2.

[0053] According to an embodiment shown in Fig. 3, a
traffic data fusion system 1 comprises a plurality of inter-
faces 100, a plurality of data sources 200, a central traffic
database 300, a central data fusion engine 400, an ag-
gregation engine 500 and a validation unit 9 labelled B.
Traffic data 3 is collected by a plurality of data sources
200. Forexample in Fig. 3, Floating Car Data source 201,
counting loops source 202, travelling time source 203,
journalistic data source 204 and/or any other suitable da-
ta source 205 receive and collect traffic data 3 for a net-
work of roads. Interfaces 100 receive the traffic data 3
from the plurality of data sources 200. As visible in Fig.
3, each interface 100 receives traffic data 3 from one
data source 200. In Fig. 3, interface 101 to interface 105
respectively receive traffic data 3 from data source 201
to data source 205. According to an alternative embod-
iment, each interface 100 receives traffic data 3 from
more than one data source 200. The central traffic data-
base 300 collects the traffic data 3 from the interfaces
100. The central traffic database 300 comprises a road
network description 310. A road network description 310
consists of a consistent logical description of the location,
properties and topological model of the road network. It
contains a set of nodes and links with additional proper-
ties described in segments. A node describes a geo-
graphical point with coordinates, for example a longitude
and a latitude, in a world surface coordinate system. It
contains anode ID and additional node properties. Roads
are described as links, a vector or connection between
different nodes. Links have driving properties like driving
direction, number of lanes, speed limits, road length, etc.
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A set of links and nodes describes a graph that can be
used in a route planner or a Geographic Information Sys-
tem. Alink can be splitin different short sections, referred
to as segments. According to an alternative embodiment,
the central traffic database 300 comprises the interfaces
100. The central data fusion engine 400 uses the traffic
data 3 to generate intermediate traffic states 4. The cen-
tral data fusion engine 400 performs a plurality of traffic
state determination algorithms 10 using the traffic data
3 to independently generate respective intermediate traf-
fic states 4 for the network of roads. The traffic state de-
termination algorithms 10 visible in Fig. 3 are for example
model based, neural network, Treiber-Helbing filter, a se-
mantic web approach, a statistical approach, etc. The
aggregation engine 500 receives the intermediate traffic
states 4 generated by the central data fusion engine 400
and combines the intermediate traffic states 4 to generate
the traffic state 2. As visible in Fig. 3, the system 1 further
comprises a validation unit 9 labelled B. The validation
unit 9 labelled B is adapted to compare the intermediate
traffic states 4 generated by the central data fusion en-
gine 400 and to delete intermediate traffic states 4 the
validation unit 9 labelled B identifies as not reliable. The
validation unit 9 labelled B therefore receives the inter-
mediate traffic states 4 as input. The validation unit 9
labelled B outputs reliable intermediate traffic states 4.
For example, if one intermediate traffic state 4 represents
an intermediate traffic state that is completely different,
for example a complete opposite representation and/or
prediction than the one of the other intermediate traffic
states 4, the validation unit 9 labelled B can safely identify
this intermediate traffic state 4 as not reliable. As a con-
sequence, this non reliable traffic state 4 is not inputted
to the aggregation engine 500 and is therefore not in-
cluded in the calculation of the traffic state 2 performed
by the aggregation engine 500. This drastically increases
the reliability of the calculation performed by the aggre-
gation engine 500 as reliable intermediate traffic states
4 are used in the generation of the traffic state 2.

[0054] According to an embodiment shown in Fig. 4, a
traffic data fusion system 1 comprises a plurality of inter-
faces 100, a plurality of data sources 200, a central traffic
database 300, a central data fusion engine 400, an ag-
gregation engine 500, a validation unit 7 labelled A and
a validation unit 9 labelled B. Traffic data 3 is collected
by a plurality of data sources 200. For example in Fig. 4,
Floating Car Data source 201, counting loops source
202, travelling time source 203, journalistic data source
204 and/or any other suitable data source 205 receive
and collect traffic data 3 for a network of roads. Interfaces
100 receive the traffic data 3 from the plurality of data
sources 200. As visible in Fig. 4, each interface 100 re-
ceives traffic data 3 from one data source 200. In Fig. 4,
interface 101 to interface 105 respectively receive traffic
data 3 from data source 201 to data source 205. Accord-
ing to an alternative embodiment, each interface 100 re-
ceives traffic data 3 from more than one data source 200.
The central traffic database 300 collects the traffic data
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3 from the interfaces 100. The central traffic database
300 comprises a road network description 310. A road
network description 310 consists of a consistent logical
description of the location, properties and topological
model of the road network. It contains a set of nodes and
links with additional properties described in segments. A
node describes a geographical point with coordinates,
for example a longitude and a latitude, in a world surface
coordinate system. It contains a node ID and additional
node properties. Roads are described as links, a vector
or connection between different nodes. Links have driv-
ing properties like driving direction, number of lanes,
speed limits, road length, etc. A set of links and nodes
describes a graph that can be used in a route planner or
a Geographic Information System. A link can be split in
different short sections, referred to as segments. Accord-
ing to an alternative embodiment, the central traffic da-
tabase 300 comprises the interfaces 100. The central
data fusion engine 400 uses the traffic data 3 to generate
intermediate traffic states 4. The central data fusion en-
gine 400 performs a plurality of traffic state determination
algorithms 10 using the traffic data 3 to independently
generate respective intermediate traffic states 4 for the
network of roads. The traffic state determination algo-
rithms 10 visible in Fig. 4 are for example model based,
neural network, Treiber-Helbing filter, a semantic web
approach, a statistical approach, etc. The aggregation
engine 500 receives the intermediate traffic states 4 gen-
erated by the central data fusion engine 400 and com-
bines the intermediate traffic states 4 to generate the
traffic state 2. As visible in Fig. 4, the system 1 further
comprises a validation unit 7 labelled A. The validation
unit 7 labelled A is adapted to compare the published
traffic state 2 with the reality of the traffic state depicted
by the traffic data 3 collected by the data sources 200.
The validation unit 7 labelled A therefore receives the
traffic state 2 and the data 3 as inputs. The validation unit
7 labelled A outputs a comparison 8 of how reliable the
published traffic state 2 is compared to the traffic data 3
collected by the data sources 200. The aggregation en-
gine 500 receives the comparison 8 generated by the
validation unit 7 labelled A. The aggregation engine 500
takes this comparison 8 into account when determining
the weights of the different traffic state determination al-
gorithms 10 in order to alter the reliability of the data
sources 200. This way, predictions of the traffic state 2
generated by the traffic data fusion system 1 can be val-
idated by the validation unit 7 labelled A. The weights of
one or more traffic state determination algorithms 10 can
be adapted so that the traffic state 2 is more in accord-
ance with the traffic data 3. Alternatively, the comparison
8 generated by the validation unit 7 labelled A is used to
allocate weights to the traffic data 3. These weights are
a measure of the reliability of each of the data sources
200. For example, if the validation unit 7 labelled A iden-
tifies that the traffic state 2 does nothave any correspond-
ence with the traffic data 3 collected by a data source
200, the validation unit 7 labelled A will generate a weight
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for the data source 200 smaller than the weights associ-
ated with other data sources 200. This way, the validation
unit 7 labelled A ensures the traffic data 2 is more in
accordance with the traffic data 3 by allocating more im-
portance to one or more data sources 200, i.e. by allo-
cating weights demonstrating a higher numerical value
to data sources 200 from which the traffic data 3 is in
accordance with the traffic state 2 and/or by respectively
allocating weights demonstrating a lower numerical val-
ue to data sources 200 from which the traffic data 3 is
not in accordance with the traffic state 2. As visible in Fig.
4, the system 1 further comprises a validation unit 9 la-
belled B. The validation unit 9 labelled B is adapted to
compare the intermediate traffic states 4 generated by
the central data fusion engine 400 and to delete interme-
diate traffic states 4 the validation unit 9 labelled B iden-
tifies as notreliable. The validation unit 9 labelled B there-
fore receives the intermediate traffic states 4 as input.
The validation unit 9 labelled B outputs reliable interme-
diate traffic states 4. For example, if one intermediate
traffic state 4 represents an intermediate traffic state that
is completely different, for example a complete opposite
representation and/or prediction than the one of the other
intermediate traffic states 4, the validation unit 9 labelled
B can safely identify this intermediate traffic state 4 as
not reliable. As a consequence, this non reliable traffic
state 4 is not inputted to the aggregation engine 500 and
is therefore not included in the calculation of the traffic
state 2 performed by the aggregation engine 500. This
drastically increases the reliability of the calculation per-
formed by the aggregation engine 500 as reliable inter-
mediate traffic states 4 are used in the generation of the
traffic state 2.

[0055] According to an embodiment shown in Fig. 5, a
traffic state 2 is generated from a plurality of intermediate
traffic states 4, labelled ITS, to ITS,,, where ITS stands
for Intermediate Traffic State and where m is an integer
higher than 1. According to an alternative embodiment,
a traffic state 2 is generated from two or more interme-
diate traffic states 4. The intermediate traffic states 4 are
weighted by respective and corresponding weights 5, la-
belled w, to w,,. As visible in Fig. 3, each intermediate
traffic state 4 is indeed weighted by a weight 5. The
weights 5 are equal to an integer or a floating number,
and can for example for comprised between 0 and 1, 0
and 100, etc. The numerical value of the weights 5 are
different. According to an alternative embodiment, two
or more weights 5 can be equal to the same numerical
value. For example, all the weights 5 can be equal to the
same numerical value and therefore all the intermediate
traffic states 4 have the same importance during the gen-
eration of the traffic state 2. The weighted intermediate
traffic states 6 are then combined together and the traffic
state 2 is generated from the combination of at least two
intermediate traffic states 4. For example, the weights 5
associated with all the intermediate traffic states 4 except
two intermediate traffic states 4 can be equal to zero. In
that case, the traffic state 2 is generated from the com-
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bination of two intermediate traffic states 4. Depending
on the fact that the numerical value of the weight 5 as-
sociated with an intermediate traffic state 4 is higher or
lower than the numerical value of the weight 5 associated
with another intermediate traffic state 4, the intermediate
traffic state 4 respectively has more or less importance
during the generation of the traffic state 2 than the other
intermediate traffic state 4.

[0056] Fig. 6 shows a suitable computing system 800
for hosting the system 1 of Fig. 1. Computing system 800
may in general be formed as a suitable general purpose
computer and comprise a bus 510, a processor 502, a
local memory 504, one or more optional input interfaces
514, one or more optional output interfaces 516 a com-
munication interface 512, a storage element interface
506 and one or more storage elements 508. Bus 510
may comprise one or more conductors that permit com-
munication among the components of the computing sys-
tem. Processor 502 may include any type of conventional
processor or microprocessor that interprets and exe-
cutes programming instructions. Local memory 504 may
include a random access memory (RAM) or another type
of dynamic storage device that stores information and
instructions for execution by processor 502 and/or aread
only memory (ROM) or another type of static storage
device that stores static information and instructions for
use by processor 504. Input interface 514 may comprise
one or more conventional mechanisms that permit an
operator to input information to the computing device
800, such as a keyboard 520, a mouse 530, a pen, voice
recognition and/or biometric mechanisms, etc. Outputin-
terface 516 may comprise one or more conventional
mechanisms that outputinformation to the operator, such
as a display 540, a printer 550, a speaker, etc. Commu-
nication interface 512 may comprise any transceiver-like
mechanism such as for example two 1 Gb Ethernet in-
terfaces that enables computing system 800 to commu-
nicate with other devices and/or systems, for example
mechanisms for communicating with one or more other
computing systems 900. The communication interface
512 of computing system 800 may be connected to such
another computing system by means of a local area net-
work (LAN) or a wide area network (WAN, such as for
example the internet, in which case the other computing
system 580 may for example comprise a suitable web
server. Storage element interface 506 may comprise a
storage interface such as for example a Serial Advanced
Technology Attachment (SATA) interface or a Small
Computer System Interface (SCSI) for connecting bus
510 to one or more storage elements 508, such as one
or more local disks, for example 1TB SATA disk drives,
and control the reading and writing of data to and/or from
these storage elements 508. Although the storage ele-
ments 508 above is described as a local disk, in general
any other suitable computer-readable media such as a
removable magnetic disk, optical storage media such as
aCDorDVD, -ROMdisk, solid state drives, flash memory
cards, ... could be used. The system 800 described
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above can also run as a Virtual Machine above the phys-
ical hardware.

[0057] The system 1 of Fig. 1 can be implemented as
programming instructions stored in local memory 504 of
the computing system 800 for execution by its processor
502. Alternatively system 1 of Fig. 1 could be stored on
the storage element 508 or be accessible from another
computing system 900 through the communication inter-
face 512.

[0058] Although the present invention has been illus-
trated by reference to specific embodiments, it will be
apparent to those skilled in the art that the invention is
not limited to the details of the foregoing illustrative em-
bodiments, and that the present invention may be em-
bodied with various changes and modifications without
departing from the scope thereof. The present embodi-
ments are therefore to be considered in all respects as
illustrative and not restrictive, the scope of the invention
being indicated by the appended claims rather than by
the foregoing description, and all changes which come
within the meaning and range of equivalency of the claims
are therefore intended to be embraced therein. In other
words, it is contemplated to cover any and all modifica-
tions, variations or equivalents that fall within the scope
of the basic underlying principles and whose essential
attributes are claimed in this patent application. It will
furthermore be understood by the reader of this patent
application that the words "comprising" or "comprise" do
not exclude other elements or steps, that the words "a"
or "an" do not exclude a plurality, and that a single ele-
ment, such as a computer system, a processor, or an-
other integrated unit may fulfil the functions of several
means recited in the claims. Any reference signs in the
claims shall not be construed as limiting the respective
claims concerned. The terms "first", "second", third", "a",
"b", "c", and the like, when used in the description or in
the claims are introduced to distinguish between similar
elements or steps and are not necessarily describing a
sequential or chronological order. Similarly, the
terms "top", "bottom", "over", "under", and the like are in-
troduced for descriptive purposes and not necessarily to
denote relative positions. It is to be understood that the
terms so used are interchangeable under appropriate cir-
cumstances and embodiments of the invention are ca-
pable of operating according to the present invention in
other sequences, or in orientations different from the
one(s) described or illustrated above.

Claims

1. A ftraffic data fusion system (1) adapted to produce
a traffic state (2) for a network of roads, said traffic
data fusion system (1) comprising:

- interfaces (100) adapted to receive traffic data
(3) from multiple traffic data sources (200);
- a central traffic database (300) adapted to col-
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lect said traffic data (3) from said multiple traffic
data sources (200);

- a central data fusion engine (400) adapted to
execute a plurality of traffic state determination
algorithms (10) using said traffic data (3) to in-
dependently generate respective intermediate
traffic states (4) for said network of roads; and
- an aggregation engine (500) adapted to com-
bine said intermediate traffic states (4) to there-
by generate said traffic state (2).

2. Aftraffic data fusion system (1) according to claim 1,

wherein said plurality of traffic state determination
algorithms (10) comprise two or more of:

- a Kalman filter, preferably the ensemble Ka-
Iman filter or EnKF;

- a Treiber-Helbing filter, preferably the Extend-
ed Generalized Treiber-Helbing filter or EGTF;
- a neural network, preferably a Multi-Layer
Feed-forward neural network;

- machine learning;

- pattern recognition;

- a statistic algorithm;

- a genetic algorithm;

-alagrange and Euler Cinematic wave method;
- a cumulative number of vehicles;

- a multicriteria method;

- an adaptive smoothing;

- an adaptive Kalman method

- a particle swarm optimization;

- ant colony optimization;

- a dynamic programming; and

- simulated annealing.

A traffic data fusion system (1) according to claim 1,
wherein said aggregation engine (500) is adapted to
calculate a mean value of said intermediate traffic
states (4) as said traffic state (2).

A traffic data fusion system (1) according to claim 1,
wherein said aggregation engine (500) is adapted to
calculate a median value of said intermediate traffic
states (4) as said traffic state (2).

A traffic data fusion system (1) according to claim 1,
wherein said aggregation engine (500) is adapted to
calculate a weighted sum of said intermediate traffic
states (4) as said traffic state (2).

A traffic data fusion system (1) according to claim 5,
wherein said weighted sum comprises weights (5)
representative for the reliability of said respective
traffic state determination algorithms (10).

A traffic data fusion system (1) according to claim 1,
wherein said traffic state (2) comprises one or more
of:
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- a vehicle volume;

- a vehicle classification;

- a vehicle density;

- an average vehicle speed; and
- journalistic traffic data.

A traffic data fusion system (1) according to claim 1,
wherein said traffic state (2) is periodically updated.

A traffic data fusion system (1) according to claim 1,
wherein said traffic state (2) is calculated for road
segments of a predetermined length.

A traffic data fusion system (1) according to claim 1,
wherein said multiple traffic data sources (200) com-
prise two or more of:

- a Floating Car Data system or FCD system;
- a point measurement system;

- a trajectory measurement system;

- a journalistic data system;

- a weather data system; and

- a traffic management data system.

. A method for producing a traffic state (2) for a net-
work of roads, said method comprising the steps of:

- receiving traffic data (3) from multiple traffic
data sources (200);

- collecting said traffic data (3) from said multiple
traffic data sources (200);

- executing a plurality of traffic state determina-
tion algorithms (10) using said traffic data (3) to
independently generate respective intermediate
traffic states (4) for said network of roads; and

- combining said intermediate traffic states (4)
to thereby generate a traffic state (2).

. A computer program comprising software code
adapted to perform the method according to claim
11.

A computer readable storage medium comprising
computer-executable instructions which, when exe-
cuted by a computing system, perform a method ac-
cording to claim 11.
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