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(54) DISPLAY

(57) A display method using a display operable to
display an image to a viewer comprises: detecting an
initial position and/or orientation of an image view; ren-
dering foreground portions of an image according to the
detected initial position and/or orientation; rendering
background portions of the image according to the de-
tected initial position and/or orientation, at an image ren-
dering rate; at an image display rate higher than the im-
age rendering rate: (i) detecting a current position and/or
orientation of the image view; (ii) re-projecting the back-
ground portions of a most recent image according to any
differences between the initial position and/or orientation
and the current position and/or orientation of the image
view; and (iii) combining the foreground portions and the
re-projected background portions to generate an image
for display.



EP 3 051 525 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

[0001] This disclosure relates to displays.
[0002] As background, an example head-mountable
display (HMD) will be discussed, although (as described
further below) the disclosure is applicable to other types
of displays.
[0003] An HMD is an image or video display device
which may be worn on the head or as part of a helmet.
Either one eye or both eyes are provided with small elec-
tronic display devices.
[0004] Some HMDs allow a displayed image to be su-
perimposed on a real-world view. This type of HMD can
be referred to as an optical see-through HMD and gen-
erally requires the display devices to be positioned some-
where other than directly in front of the user’s eyes. Some
way of deflecting the displayed image so that the user
may see it is then required. This might be through the
use of a partially reflective mirror placed in front of the
user’s eyes so as to allow the user to see through the
mirror but also to see a reflection of the output of the
display devices. In another arrangement, disclosed in
EP-A-1 731 943 and US-A-2010/0157433, the contents
of which are incorporated herein by reference, a
waveguide arrangement employing total internal reflec-
tion is used to convey a displayed image from a display
device disposed to the side of the user’s head so that the
user may see the displayed image but still see a view of
the real world through the waveguide. Once again, in
either of these types of arrangement, a virtual image of
the display is created (using known techniques) so that
the user sees the virtual image at an appropriate size
and distance to allow relaxed viewing. For example, even
though the physical display device may be tiny (for ex-
ample, 10 mm x 10 mm) and may be just a few millimetres
from the user’s eye, the virtual image may be arranged
so as to be perceived by the user at a distance of (for
example) 20 m from the user, having a perceived size of
5 m x 5m.
[0005] Other HMDs, however, allow the user only to
see the displayed images, which is to say that they ob-
scure the real world environment surrounding the user.
This type of HMD can position the actual display devices
in front of the user’s eyes, in association with appropriate
lenses which place a virtual displayed image at a suitable
distance for the user to focus in a relaxed manner - for
example, at a similar virtual distance and perceived size
as the optical see-through HMD described above. This
type of device might be used for viewing movies or similar
recorded content, or for viewing so-called virtual reality
content representing a virtual space surrounding the us-
er. It is of course however possible to display a real-world
view on this type of HMD, for example by using a forward-
facing camera to generate images for display on the dis-
play devices.
[0006] Although the original development of HMDs
was perhaps driven by the military and professional ap-
plications of these devices, HMDs are becoming more

popular for use by casual users in, for example, computer
game or domestic computing applications.
[0007] This disclosure provides a method according to
claim 1.
[0008] Further respective aspects and features of the
disclosure are defined in the appended claims.
[0009] Embodiments of the disclosure will now be de-
scribed with reference to the accompanying drawings, in
which:

Figure 1 schematically illustrates an HMD worn by
a user;
Figure 2 is a schematic plan view of an HMD;
Figure 3 schematically illustrates the formation of a
virtual image by an HMD;
Figure 4 schematically illustrates another type of dis-
play for use in an HMD;
Figure 5 schematically illustrates a pair of stereo-
scopic images;
Figure 6 schematically illustrates a change of view
of user of an HMD;
Figures 7a and 7b schematically illustrate HMDs with
motion sensing;
Figure 8 schematically illustrates a position sensor
based on optical flow detection;
Figure 9 schematically illustrates the generation of
images in response to HMD position or motion de-
tection;
Figure 10 schematically illustrates the capture of an
image by a camera;
Figure 11 schematically illustrates the re-projection
of the captured image;
Figure 12 schematically illustrates an image rotation;
Figure 13 schematically illustrates an image rotation
and translation;
Figure 14 schematically illustrates a latency issue
with HMD image display;
Figure 15 is a schematic flow chart illustrating an
image processing technique;
Figure 16 schematically illustrates the rotation of an
HMD;
Figure 17 schematically illustrates image position
subtraction;
Figure 18 schematically illustrates a depth map;
Figures 19 and 20 schematically illustrate images
according to different respective viewpoints;
Figures 21 a and 21 b schematically illustrate tech-
niques for image rendering and re-projection to com-
pensate for HMD motion;
Figure 22 is a schematic flowchart relating to the
technique shown in Figure 21;
Figure 23 is a schematic timing diagram of an image
rendering and re-projection process;
Figure 24 is a schematic flow chart of an image ren-
dering and re-projection process;
Figure 25 schematically illustrates a render process
and render buffers;
Figure 26 is a more detailed schematic flow chart of
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an image rendering and re-projection process;
Figure 27 schematically illustrates a render buffer;
Figure 28 is a schematic flow chart of an image re-
projection process;
Figure 29 schematically illustrates a depth buffer
transformation process; and
Figure 30 schematically illustrates a data processing
apparatus.

[0010] Embodiments of the present disclosure can pro-
vide a display method and apparatus using a display op-
erable to display an image to a viewer. In some embod-
iments, the display is a head-mountable display and the
position and/or orientation of the viewer’s head is detect-
ed by detecting a position and/or orientation of the head-
mountable display. The head mountable display may
have a frame to be mounted onto an viewer’s head, the
frame defining one or two eye display positions which, in
use, are positioned in front of a respective eye of the
viewer and a respective display element is mounted with
respect to each of the eye display positions, the display
element providing a virtual image of a video display of a
video signal from a video signal source to that eye of the
viewer. In other examples, the display is not a head-
mountable display. In some embodiments, the display
(whether head mountable or not) may be referred to as
an immersive display, in that in normal use it fills at least
a threshold angular range (for example, at least 40°) of
the field of view of the user. Examples include multiple
projector displays, wrap-around (curved) displays and
the like.
[0011] Referring now to Figure 1, a user 10 is wearing
an HMD 20 on the user’s head 30. The HMD comprises
a frame 40, in this example formed of a rear strap and a
top strap, and a display portion 50.
[0012] The HMD of Figure 1 completely obscures the
user’s view of the surrounding environment. All that the
user can see is the pair of images displayed within the
HMD.
[0013] The HMD has associated headphone earpieces
60 which fit into the user’s left and right ears 70. The
earpieces 60 replay an audio signal provided from an
external source, which may be the same as the video
signal source which provides the video signal for display
to the user’s eyes.
[0014] In operation, a video signal is provided for dis-
play by the HMD. This could be provided by an external
video signal source 80 such as a video games machine
or data processing apparatus (such as a personal com-
puter), in which case the signals could be transmitted to
the HMD by a wired or a wireless connection. Examples
of suitable wireless connections include Bluetooth (R)
connections. Audio signals for the earpieces 60 can be
carried by the same connection. Similarly, any control
signals passed from the HMD to the video (audio) signal
source may be carried by the same connection.
[0015] Accordingly, the arrangement of Figure 1 pro-
vides an example of a head-mountable display system

comprising a frame to be mounted onto an observer’s
head, the frame defining one or two eye display positions
which, in use, are positioned in front of a respective eye
of the observer and a display element mounted with re-
spect to each of the eye display positions, the display
element providing a virtual image of a video display of a
video signal from a video signal source to that eye of the
observer.
[0016] Figure 1 shows just one example of an HMD.
Other formats are possible: for example an HMD could
use a frame more similar to that associated with conven-
tional eyeglasses, namely a substantially horizontal leg
extending back from the display portion to the top rear
of the user’s ear, possibly curling down behind the ear.
In other examples, the user’s view of the external envi-
ronment may not in fact be entirely obscured; the dis-
played images could be arranged so as to be superposed
(from the user’s point of view) over the external environ-
ment. An example of such an arrangement will be de-
scribed below with reference to Figure 4.
[0017] In the example of Figure 1, a separate respec-
tive display is provided for each of the user’s eyes. A
schematic plan view of how this is achieved is provided
as Figure 2, which illustrates the positions 100 of the
user’s eyes and the relative position 110 of the user’s
nose. The display portion 50, in schematic form, com-
prises an exterior shield 120 to mask ambient light from
the user’s eyes and an internal shield 130 which prevents
one eye from seeing the display intended for the other
eye. The combination of the user’s face, the exterior
shield 120 and the interior shield 130 form two compart-
ments 140, one for each eye. In each of the compart-
ments there is provided a display element 150 and one
or more optical elements 160. The way in which the dis-
play element and the optical element(s) cooperate to pro-
vide a display to the user will be described with reference
to Figure 3.
[0018] Referring to Figure 3, the display element 150
generates a displayed image which is (in this example)
refracted by the optical elements 160 (shown schemati-
cally as a convex lens but which could include compound
lenses or other elements) so as to generate a virtual im-
age 170 which appears to the user to be larger than and
significantly further away than the real image generated
by the display element 150. As an example, the virtual
image may have an apparent image size (image diago-
nal) of more than 1 m and may be disposed at a distance
of more than 1 m from the user’s eye (or from the frame
of the HMD). In general terms, depending on the purpose
of the HMD, it is desirable to have the virtual image dis-
posed a significant distance from the user. For example,
if the HMD is for viewing movies or the like, it is desirable
that the user’s eyes are relaxed during such viewing,
which requires a distance (to the virtual image) of at least
several metres. In Figure 3, solid lines (such as the line
180) are used to denote real optical rays, whereas broken
lines (such as the line 190) are used to denote virtual rays.
[0019] An alternative arrangement is shown in Figure
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4. This arrangement may be used where it is desired that
the user’s view of the external environment is not entirely
obscured. However, it is also applicable to HMDs in which
the user’s external view is wholly obscured. In the ar-
rangement of Figure 4, the display element 150 and op-
tical elements 200 cooperate to provide an image which
is projected onto a mirror 210, which deflects the image
towards the user’s eye position 220. The user perceives
a virtual image to be located at a position 230 which is
in front of the user and at a suitable distance from the
user.
[0020] In the case of an HMD in which the user’s view
of the external surroundings is entirely obscured, the mir-
ror 210 can be a substantially 100% reflective mirror. The
arrangement of Figure 4 then has the advantage that the
display element and optical elements can be located
closer to the centre of gravity of the user’s head and to
the side of the user’s eyes, which can produce a less
bulky HMD for the user to wear. Alternatively, if the HMD
is designed not to completely obscure the user’s view of
the external environment, the mirror 210 can be made
partially reflective so that the user sees the external en-
vironment, through the mirror 210, with the virtual image
superposed over the real external environment.
[0021] In the case where separate respective displays
are provided for each of the user’s eyes, it is possible to
display stereoscopic images. An example of a pair of
stereoscopic images for display to the left and right eyes
is shown in Figure 5. The images exhibit a lateral dis-
placement relative to one another, with the displacement
of image features depending upon the (real or simulated)
lateral separation of the cameras by which the images
were captured, the angular convergence of the cameras
and the (real or simulated) distance of each image feature
from the camera position.
[0022] Note that the lateral displacements in Figure 5
(and those in Figure 15 to be described below) could in
fact be the other way round, which is to say that the left
eye image as drawn could in fact be the right eye image,
and the right eye image as drawn could in fact be the left
eye image. This is because some stereoscopic displays
tend to shift objects to the right in the right eye image and
to the left in the left eye image, so as to simulate the idea
that the user is looking through a stereoscopic window
onto the scene beyond. However, some HMDs use the
arrangement shown in Figure 5 because this gives the
impression to the user that the user is viewing the scene
through a pair of binoculars. The choice between these
two arrangements is at the discretion of the system de-
signer,
[0023] In some situations, an HMD may be used simply
to view movies and the like. In this case, there is no
change required to the apparent viewpoint of the dis-
played images as the user turns the user’s head, for ex-
ample from side to side. In other uses, however, such as
those associated with virtual reality (VR) or augmented
reality (AR) systems, the user’s viewpoint need to track
movements with respect to a real or virtual space in which

the user is located.
[0024] This tracking is carried out by detecting motion
of the HMD and varying the apparent viewpoint of the
displayed images so that the apparent viewpoint tracks
the motion.
[0025] Figure 6 schematically illustrates the effect of a
user head movement in a VR or AR system.
[0026] Referring to Figure 6, a virtual environment is
represented by a (virtual) spherical shell 250 around a
user. Because of the need to represent this arrangement
on a two-dimensional paper drawing, the shell is repre-
sented by a part of a circle, at a distance from the user
equivalent to the separation of the displayed virtual image
from the user. A user is initially at a first position 260 and
is directed towards a portion 270 of the virtual environ-
ment. It is this portion 270 which is represented in the
images displayed on the display elements 150 of the us-
er’s HMD.
[0027] Consider the situation in which the user then
moves his head to a new position and/or orientation 280.
In order to maintain the correct sense of the virtual reality
or augmented reality display, the displayed portion of the
virtual environment also moves so that, at the end of the
movement, a new portion 290 is displayed by the HMD.
[0028] So, in this arrangement, the apparent viewpoint
within the virtual environment moves with the head move-
ment. If the head rotates to the right side, for example,
as shown in Figure 6, the apparent viewpoint also moves
to the right from the user’s point of view. If the situation
is considered from the aspect of a displayed object, such
as a displayed object 300, this will effectively move in the
opposite direction to the head movement. So, if the head
movement is to the right, the apparent viewpoint moves
to the right but an object such as the displayed object
300 which is stationary in the virtual environment will
move towards the left of the displayed image and even-
tually will disappear off the left-hand side of the displayed
image, for the simple reason that the displayed portion
of the virtual environment has moved to the right whereas
the displayed object 300 has not moved in the virtual
environment. Similar considerations apply to the up-
down component of any motion.
[0029] Figures 7a and 7b schematically illustrated
HMDs with motion sensing. The two drawings are in a
similar format to that shown in Figure 2. That is to say,
the drawings are schematic plan views of an HMD, in
which the display element 150 and optical elements 160
are represented by a simple box shape. Many features
of Figure 2 are not shown, for clarity of the diagrams.
Both drawings show examples of HMDs with a motion
detector for detecting motion of the observer’s head.
[0030] In Figure 7a, a forward-facing camera 320 is
provided on the front of the HMD. This does not neces-
sarily provide images for display to the user (although it
could do so in an augmented reality arrangement). In-
stead, its primary purpose in the present embodiments
is to allow motion sensing. A technique for using images
captured by the camera 320 for motion sensing will be
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described below in connection with Figure 8. In these
arrangements, the motion detector comprises a camera
mounted so as to move with the frame; and an image
comparator operable to compare successive images
captured by the camera so as to detect inter-image mo-
tion.
[0031] Figure 7b makes use of a hardware motion de-
tector 330. This can be mounted anywhere within or on
the HMD. Examples of suitable hardware motion detec-
tors are piezoelectric accelerometers or optical fibre gy-
roscopes. It will of course be appreciated that both hard-
ware motion detection and camera-based motion detec-
tion can be used in the same device, in which case one
sensing arrangement could be used as a backup when
the other one is unavailable, or one sensing arrangement
(such as the camera) could provide data for changing
the apparent viewpoint of the displayed images, whereas
the other (such as an accelerometer) could provide data
for image stabilisation.
[0032] Figure 8 schematically illustrates one example
of motion detection using the camera 320 of Figure 7a.
[0033] The camera 320 is a video camera, capturing
images at an image capture rate of, for example, 25 im-
ages per second. As each image is captured, it is passed
to an image store 400 for storage and is also compared,
by an image comparator 410, with a preceding image
retrieved from the image store. The comparison uses
known block matching techniques (so-called "optical
flow" detection) to establish whether substantially the
whole image captured by the camera 320 has moved
since the time at which the preceding image was cap-
tured. Localised motion might indicate moving objects
within the field of view of the camera 320, but global mo-
tion of substantially the whole image would tend to indi-
cate motion of the camera rather than of individual fea-
tures in the captured scene, and in the present case be-
cause the camera is mounted on the HMD, motion of the
camera corresponds to motion of the HMD and in turn to
motion of the user’s head.
[0034] The displacement between one image and the
next, as detected by the image comparator 410, is con-
verted to a signal indicative of motion by a motion detector
420. If required, the motion signal is converted by to a
position signal by an integrator 430.
[0035] As mentioned above, as an alternative to, or in
addition to, the detection of motion by detecting inter-
image motion between images captured by a video cam-
era associated with the HMD, the HMD can detect head
motion using a mechanical or solid state detector 330
such as an accelerometer. This can in fact give a faster
response in respect of the indication of motion, given that
the response time of the video-based system is at best
the reciprocal of the image capture rate. In some instanc-
es, therefore, the detector 330 can be better suited for
use with higher frequency motion detection. However, in
other instances, for example if a high image rate camera
is used (such as a 200 Hz capture rate camera), a cam-
era-based system may be more appropriate. In terms of

Figure 8, the detector 330 could take the place of the
camera 320, the image store 400 and the comparator
410, so as to provide an input directly to the motion de-
tector 420. Or the detector 330 could take the place of
the motion detector 420 as well, directly providing an out-
put signal indicative of physical motion.
[0036] Other position or motion detecting techniques
are of course possible. For example, a mechanical ar-
rangement by which the HMD is linked by a moveable
pantograph arm to a fixed point (for example, on a data
processing device or on a piece of furniture) may be used,
with position and orientation sensors detecting changes
in the deflection of the pantograph arm. In other embod-
iments, a system of one or more transmitters and receiv-
ers, mounted on the HMD and on a fixed point, can be
used to allow detection of the position and orientation of
the HMD by triangulation techniques. For example, the
HMD could carry one or more directional transmitters,
and an array of receivers associated with known or fixed
points could detect the relative signals from the one or
more transmitters. Or the transmitters could be fixed and
the receivers could be on the HMD. Examples of trans-
mitters and receivers include infra-red transducers, ul-
trasonic transducers and radio frequency transducers.
The radio frequency transducers could have a dual pur-
pose, in that they could also form part of a radio frequency
data link to and/or from the HMD, such as a Bluetooth®
link.
[0037] Figure 9 schematically illustrates image
processing carried out in response to a detected position
or change in position of the HMD.
[0038] As mentioned above in connection with Figure
6, in some applications such as virtual reality and aug-
mented reality arrangements, the apparent viewpoint of
the video being displayed to the user of the HMD is
changed in response to a change in actual position or
orientation of the user’s head.
[0039] With reference to Figure 9, this is achieved by
a motion sensor 450 (such as the arrangement of Figure
8 and/or the motion detector 330 of Figure 7b) supplying
data indicative of motion and/or current position to a re-
quired image position detector 460, which translates the
actual position of the HMD into data defining the required
image for display. An image generator 480 accesses im-
age data stored in an image store 470 if required, and
generates the required images from the appropriate
viewpoint for display by the HMD. The external video
signal source can provide the functionality of the image
generator 480 and act as a controller to compensate for
the lower frequency component of motion of the observ-
er’s head by changing the viewpoint of the displayed im-
age so as to move the displayed image in the opposite
direction to that of the detected motion so as to change
the apparent viewpoint of the observer in the direction of
the detected motion.
[0040] The image generator 480 may act on the basis
of metadata such as so-called view matrix data, in a man-
ner to be described below.
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[0041] In order to illustrate schematically some of the
general concepts associated with the present technolo-
gy, Figure 10 schematically illustrates the capture of an
image by a camera and Figure 11 schematically illus-
trates the re-projection of the captured image.
[0042] Referring to Figure 10, a camera 500 captures
an image of a portion 510 of a real-world scene. The field
of view of the camera 500 is shown schematically as a
generally triangular shape 520, such that the camera is
at one apex of the generally triangular shape, the sides
adjacent to the camera schematically indicate the left and
right extremes of the field of view and the side opposite
the camera schematically illustrates the portion of the
scene which is captured. This schematic notation will be
used in several of the following drawings.
[0043] To discuss the general concept of image re-pro-
jection, assume that in the arrangement of Figure 10, not
only the image is captured but also information defining
a "view matrix" of the camera is also captured. Here, the
view matrix may refer to the camera’s position and/or
orientation in space, either relative to a notional fixed
point and orientation or expressed as changes with re-
spect to the position and/or orientation applicable at a
previous time (which may be the time associated with a
preceding captured image, for example). So, in one ex-
pression, the view matrix could be considered as the x,
y and z spatial position of the camera along with its ro-
tational orientation expressed as yaw, pitch and roll (gen-
eral terms indicative of three orthogonal rotational de-
grees of freedom) and its viewing frustum (a general term
indicative of the field of view of the camera, ranging be-
tween a wide-angle field of view and a narrow angle or
telephoto field of view, and which may be expressed as
an angular range corresponding to, for example, the an-
gle 530 shown in Figure 10). The view matrix data need
not comprise all of these data contributions. For example,
in some arrangements, only a lateral rotational orienta-
tion (yaw) may be relevant. The choice of which data
items to include within the view matrix data is therefore
a matter for the system designer, taking into account the
expected uses of the captured images and view matrix
data.
[0044] In embodiments of the disclosure, the view ma-
trix data is stored in association with the captured image,
for example as so-called metadata which is stored and/or
transmitted as part of the overall image data package,
for example by a camera apparatus such as that de-
scribed below with reference to Figure 27 comprising an
image capture device for capturing an image; a position
and/or orientation detector for detecting the position
and/or orientation of the camera apparatus at the time of
capture of the image; and a metadata generator for as-
sociating metadata with the image, the metadata indicat-
ing the detected position and/or orientation of the camera
apparatus at the time of capture of the image.
[0045] Note that the camera 500 may be a stills camera
or a video camera capturing a succession of images,
separated by time intervals.

[0046] Figure 11 schematically illustrates the re-pro-
jection of the image captured by the schematic camera
of Figure 10 according to a viewpoint of a viewer. The
viewpoint 540 is schematically illustrated by an eye sym-
bol and a generally triangular shape 550 which is similar
to the triangular shape 520 discussed above. In order to
display the image captured by the camera 500 so that it
is appropriate for viewing according to the viewpoint
shown in Figure 11, a process is carried out which relates
the view matrix (as discussed above) of the viewpoint to
the view matrix of the camera 500. Examples of such
techniques will be described with reference to Figures
12 and 13. Further examples are discussed in Seitz: "Im-
age Based Transformation of Viewpoint and Scene Ap-
pearance", PhD Dissertation, Computer Sciences De-
partment Technical Report 1354, University of Wisconsin
- Madison, October 1997, the content of which is incor-
porated herein by reference.
[0047] Figure 12 schematically illustrates an image ro-
tation from a first view matrix 560 to a second view matrix
570. Re-projection of this type involves simply rotating
and scaling the image so as to correct for any differences
in field of view and orientation between the view matrix
of the camera and the view matrix of the user viewpoint.
Examples of this type of re-projection will be discussed
below with reference to Figures 16 and 17.
[0048] Figure 13 schematically illustrates an image ro-
tation and translation from a first view matrix 580 to a
second view matrix 590. Here, the processing is slightly
more involved, and may also use a depth map, indicating
the image depth of different image features in the cap-
tured image, to allow the user viewpoint to be translated
with respect to the viewpoint of the camera. Examples
of the use of a depth map will be discussed below with
reference to Figures 18-20.
[0049] Note that the images do not have to be camera-
captured images, and indeed the discussion of a physical
camera has just been provided to illustrate general as-
pects of the techniques. These techniques are all equally
applicable to machine-generated images such as images
generated by a computer games machine for displayed
to the user as part of the process of playing a computer
game. In such an environment, a virtual camera repre-
senting an in-game viewpoint may be implemented.
[0050] Figure 14 schematically illustrates a latency is-
sue with image display. As discussed above, the position
and/or orientation of an HMD can be used, for example
as discussed with reference to Figure 9, so that an image
for display is rendered according to the detected position
and/or orientation of the HMD. In the case of viewing a
portion of a wider captured image, or generating a re-
quired image as part of computer game play, the arrange-
ment discussed with reference to Figure 9 involves de-
tecting the current position and/or orientation of the HMD
and rendering an appropriate image for display.
[0051] However, the latency involved in this process
can lead to an incorrect image being generated.
[0052] Referring to Figure 14, consider a situation in
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which the user’s viewpoint is rotating (in a clockwise di-
rection as illustrated schematically in Figure 14) from a
first viewpoint 600 to a second viewpoint 610, over the
course of a time interval of the order of an image repetition
period of the image displays used in the HMD (for exam-
ple, 1/25 second). Note that the two representations in
Figure 14 are shown side-by-side, but this is for the pur-
poses of the drawing rather than necessarily indicating
a translation of the user viewpoint (although some trans-
lation could be involved between the two viewpoints).
[0053] In order to allow time for the next output image
to be rendered, the position and/or orientation of the HMD
is detected when the HMD is at the viewpoint 600. The
next image for display is then rendered, but by the time
that image is actually displayed, the viewpoint has rotated
to the viewpoint 610. The result is that the image is dis-
played is incorrect for the user’s viewpoint 610 at the time
that image is displayed. This can provide a subjectively
poorer experience for the user, and may possibly lead to
disorientation or even nausea on the part of the user.
[0054] Techniques which address this problem will
now be discussed.
[0055] Figure 15 is a schematic flow chart illustrating
an image processing technique. The technique will first
be discussed at a high level, and then more detail will be
given below.
[0056] The features of the technique shown in Figure
15 involve capturing or rendering an image (at a step of
620) according to the view matrix of the camera (in the
case of a captured image) or the view matrix of the HMD
(in the case of an image rendered by, for example, a
computer game).
[0057] In the latter example, the image would be ren-
dered according to the view matrix corresponding to the
viewpoint 600 in Figure 14. In other words, the technique
involves detecting an initial position and/or orientation of
the viewer’s head and generating an image for display
according to the detected position and/or orientation. The
image is then transmitted or passed to the HMD along
with metadata defining that view matrix (that is to say,
the view matrix according to which the image was cap-
tured or first rendered). At the time of display, the HMD
view matrix is again detected (in other words, detecting
a current position and/or orientation of the viewer’s head
at a time at which the image is to be displayed) and, at
a step 630, the image is re-projected based on the meta-
data indicating the original view matrix and the view ma-
trix detected from the HMD at the time of display (in the
terminology of Figure 14, this would be the view matrix
corresponding to the viewpoint 610, so that the technique
involves associating metadata with the generated image,
the metadata indicating the initial position and/or orien-
tation of the viewer’s head). So, the technique involves
re-projecting the generated image according to any dif-
ferences between the initial position and/or orientation
and the current position and/or orientation of the viewer’s
head and displaying the re-projected image using the
display.

[0058] In the case of a captured image, the view matrix
of the camera is generally not within the control of the
display arrangements and so this technique provides a
way of compensating for differences between the two
view matrices. In the case of image rendering, however,
the issues are slightly different. However, a significant
feature is that the time taken to process a re-projection
operation can be much less than the time taken for a full
rendering operation to generate an output image. In turn,
this means that the rendering operation has to start earlier
relative to the time of display which can lead to the latency
problems with regards to detection of the appropriate
viewpoint to use for the rendering operation, as dis-
cussed with reference to Figure 14. By contrast, using
the technique described with reference to Figure 15, the
rendering operation takes place relative to a viewpoint
(such as the viewpoint 600) which is correct at the time
that the rendering operation is initiated, but the viewpoint
is then adjusted (to the viewpoint 610, for example) at
the time of display. This avoids the need to try to predict
the viewpoint 610 in advance, which could also lead to
errors in the viewpoint, but provides an image for dis-
played to the user at the appropriate viewpoint corre-
sponding to the display time. Accordingly, the technique
can involve receiving an image and associated metadata,
detecting a current position and/or orientation of the view-
er’s head at a time at which the image is to be displayed,
re-projecting the received image according to any differ-
ences between the position and/or orientation indicated
by the metadata and the current position and/or orienta-
tion of the viewer’s head, and displaying the re-projected
image. This provides an example of associating meta-
data with the generated image, the metadata indicating
the initial position and/or orientation of the image view.
[0059] In examples, the timing of the process can pro-
ceed as follows:

At a time t0, the HMD view matrix data (representing
the HMD’s position at t0) is detected. the step 620 is
initiated and takes a period Trender.

[0060] At a time t0 + Trender, the required image has
been rendered.
[0061] The image is then transferred to the HMD. This
can take a period of zero or more seconds (the period
would be zero if, for example, the image had been ren-
dered at the HMD). But in general, a period Tdelivery is
noted for the time taken to deliver the image to the HMD
ready for display.
[0062] At a time t0 + Trender + Tdelivery, the HMD view
matrix data is again detected. This could correspond to
the required display time, in which case (according to the
derivation below) the image would be displayed late by
an amount Treproj, or it could be carried out at a time equal
to a display time Tdisplay - Treproj. In either case it is carried
out at a time dependent upon a required display time.
[0063] The image is then re-projected (at the step 630)
to account for differences between the initial and the lat-
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est view matrices. The time period taken for the re-pro-
jection is Treproj, assumed here to be much less than (or
at least less than) Trender.
[0064] The image is then displayed at a time: 

[0065] Therefore, when the image is displayed, its
maximum positional error corresponds to the movement
of the HMD in the period Treproj, whereas without the
present technique, the maximum positional error corre-
sponds to the movement of the HMD in the larger period
Trender+ Tdelivery.
[0066] These are therefore examples of a generating
step taking a period of time equal to at least an image
generating latency, and a re-projecting step taking a pe-
riod of time equal to at least an image re-projection la-
tency, the image generating latency being longer than
the image re-projection latency.
[0067] In the above examples, the detected initial po-
sition is detected at a latest time, allowing for the image
generating latency and the image re-projection latency,
to allow for the display of the re-projected image at the
display time.
[0068] Worked examples of this technique will be dis-
cussed below.
[0069] Figure 16 schematically illustrates the rotation
of an HMD viewpoint 650 in a clockwise direction.
[0070] Figure 16 is similar to Figure 6 discussed above,
in that the image for display is considered to lie on the
surface of a sphere of radius r, where r is substantially
equal to the distance from the user’s eye to the virtual
image generated by the HMD display system. Under this
arrangement, a rotation of the viewpoint 650 by an angle
θ can be considered as a lateral movement on the surface
of the sphere of radius r by a lateral distance d. Such a
displacement d is schematically illustrated in Figure 17.
If it is assumed that an image generated at the step 620
is represented by an image 660 in Figure 16, and an
image generated at this step 630 is represented by an
image 670 in Figure 16, it may be seen that the two im-
ages may be represented side-by-side from the point of
view of the user. (Note that in Figure 17, a small vertical
displacement is shown just to allow the different images
to be distinguished from one another in the drawing).
[0071] In a simple example, in order to generate (at
the step 630) an appropriate image 670 for display to the
user, a "subtraction" operation is carried out, which is a
schematic term to illustrate the operation of detecting the
overlap between the required display position of the im-
age 670 and the actual position of the image 660, so as
to display within the image 670 the overlapping portion
680 (shaded in Figure 17) of the image 660. In other
words, the re-projecting comprises detecting an overlap-
ping portion between the generated image and the re-
quired re-projected image, and reproducing the overlap-

ping portion as part of the re-projected image.
[0072] In embodiments of the present disclosure, the
missing areas in the image 670 (those parts not shown
as shaded) may be masked or filled in using image data
from, for example, a panoramic image captured or pre-
pared for this purpose and stored by the display arrange-
ment, or from a preceding image, directly or after pre-
processing. So, embodiments of the technique can there-
fore comprise filling portions of the re-projected image
other than the overlapping portion with image material
from a further image source.
[0073] In order to re-project images by taking into ac-
count translations of the viewpoint, embodiments of the
disclosure can use that information associated with the
images. Figure 18 schematically illustrates a depth map
which may be derived, for example, from image data cap-
tured by a 3-D (binocular) camera or a so-called Z-cam-
era, or which may be generated as part of the operation
of a computer games machine’s rendering engine.
[0074] In the schematic example of Figure 18, three
image objects are labelled as objects A, B and C. Two
potential viewpoints are shown, labelled as a viewpoint
v1 and a viewpoint v2 respectively.
[0075] The objects are shown with respect to a view-
point v1, are at respective image depths measured from
an arbitrary depth position 700 of zA(v1), zB(v1) and
zC(v1).
[0076] If the viewpoint is changed to a viewpoint v2 at
an angle θ to that of the viewpoint v1, then the arbitrary
depth position 700 rotates by θ to a revised position 702
and the respective image depths measured from the ar-
bitrary depth position 702 are zA(v1), zB(v1) and zC (v1),
where for each object in this example, z(v2) =
z(v1).cos(θ).
[0077] Figures 19 and 20 schematically illustrate por-
tions of images according to the viewpoint v1 and the
viewpoint v2 respectively. At a rendering stage, the depth
of each of the image objects is taken into account in gen-
erating the images. However, this technique can also be
used at a re-projection stage such as that defined by the
step 630 discussed above, so that image objects may be
moved relative to one another in the re-projected image
according to their respective image depths. Accordingly,
the technique can involve providing depth data indicating
the image depth of one or more image features, and the
re-projecting can comprise repositioning one or more im-
age features within the re-projected image according to
the depth data.
[0078] Figures 21 a and 21 b schematically illustrates
a technique for image rendering and re-projection to com-
pensate for HMD motion. In Figure 21a, in a similar man-
ner to Figure 14, a user viewpoint moves or rotates from
a viewpoint 710, detected as part of the step 620 of Figure
15, to a viewpoint 720 detected as part of the step 630
of Figure 15 and according to which the image for display
is re-projected. In this way, an image according to the
correct viewpoint 720 is displayed to the user. Similarly,
in Figure 21b, the view matrix of an in-game camera 730
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moves from a first view matrix 730 to a second view matrix
740. The change in view matrix is detected and the cam-
era view is re-projected accordingly. This provides an
example of an image view which is an in-game camera
view of a computer game.
[0079] In more detail, Figure 22 is a schematic flow-
chart relating to the technique shown in Figures 21 a and
21b. In Figure 22, process steps 800, 810, 820, 830, 840
and 850 are shown. Of these, the steps 800, 810 and
820 correspond generally to the step 620 of Figure 15.
The remaining steps 830, 840 and 850 correspond gen-
erally to the step 630 of Figure 15. Note that in some
examples, each of the steps in Figure 22 could be carried
out immediately (or substantially immediately) in re-
sponse to completion of the preceding step.
[0080] At the step 800, the current position of the HMD
(corresponding to the position 710 of Figure 21) is de-
tected and, at the step 810, is stored (for example in a
temporary working memory forming part of the HMD or
the computer games machine). At the step 820, an image
for display is rendered according to the viewpoint 710.
[0081] At the time at which the rendered image is to
be displayed, or at a time interval t before the instant at
which the image is to be displayed, where t is the length
of time required for the re-projection operation, the HMD
position is again detected at the step 830 which, in this
example, will detect the position 720. The image for dis-
play is re-projected as discussed above at the step 840
and is displayed to the user at the step 850.
[0082] Figure 23 is a schematic timing diagram of an
image rendering and re-projection process, in which time
is represented from left to right along a horizontal axis.
[0083] The arrangement to be discussed below makes
use of re-projection to improve the rendering of video
content, for example videogame content, at a high frame
rate. In particular, in some examples, portions of the im-
ages for display are generated, using a re-projection
process, at a higher frame rate than other portions. In
other examples, portions of the images for display are
initially rendered at a lower frame rate than other portions,
but are then processed, using a re-projection process,
for display at the same (higher) frame rate as those other
portions. Such an arrangement is useful in systems
where there is a desire to output images at the higher
frame rate but the processing resources of the system
cannot cope with generating the entirety of an image at
the higher frame rate.
[0084] A row 900 of Figure 23 represents a "base"
frame rate (image rate). For example, the base frame
rate may be 60 Hz or 30 Hz, although other values may
of course be used. In the present example, for the pur-
poses of the discussion, a base frame rate of 30 Hz will
be assumed.
[0085] In the system under discussion, however, there
is a desire to display output images at a higher image
rate than the base frame rate. This higher rate will be
referred to as the "high frame rate" in the discussion which
follows, to distinguish it from the "base frame rate". In

some examples, the high frame rate could be a multiple
of the base frame rate, for example double the base frame
rate (60 Hz in this example). In other examples, a different
multiple could be used. In further examples, the high
frame rate could be greater than the base frame rate but
not related to the base frame rate by a simple rational
multiplier. Indeed, images at the high frame rate could
be generated by a process which is asynchronous rela-
tive to the image rendering process. But for the purposes
of the discussion below, a high frame rate of 60 Hz will
be assumed.
[0086] As an overview of the first example of the proc-
ess to be discussed, some portions of the images for
display are rendered at the base frame rate. In the ex-
amples to be discussed, these portions represent moving
(for example, relative to a net or average movement at
the in-game view), transparent and/or foreground objects
such as objects tagged as foreground objects and/or an
avatar representing a user within a game environment.
These portions of the image are used, as part of output
images for display, until a further version of the portions
has been rendered as part of a next image. Other portions
of the images for display are rendered at the base frame
rate but also re-projected at the high frame rate. In the
examples to be discussed, these re-projected portions
represent background image portions.
[0087] Both of the rendering and the re-projection proc-
esses are carried out on the basis of the view matrix data.
For example, this may relate to the wearer’s current po-
sition of an HMD, but in other examples the view matrix
data relates to the position, in a videogame, of an in-
game camera. In such arrangements, it does not matter
whether the user is wearing an HMD or viewing the game
on a conventional display screen, as it is the position
and/or orientation of the in-game camera which deter-
mines the rendering and re-projection.
[0088] A row 910 schematically illustrates a rendering
process which is carried out at the base frame rate in
response to game data, that is, information about the
current progress and status of the videogame, and sam-
pled view matrix data relating to the view matrix of the
inter-game camera. So, for example, a render process
912 is carried out in response to view matrix data sampled
at a sampling point 902. The render process 912 takes
(in this example) substantially the whole of the period
corresponding to the base frame rate (that is to say, the
reciprocal, in time, of the base frame rate). In the example
of a base frame rate of 30 Hz, the period corresponding
to the base frame rate is 33.3 ms.
[0089] A row 920 schematically illustrates the genera-
tion of output images for display. This process occurs at
a higher frame rate than the base frame rate (as men-
tioned above, this is referred to as the "high frame rate")
which in this example is 60 Hz. A re-projection process
922, 924 is carried out in response to sampling of the
camera view matrix at sample points 926, 928 and so
on. Note that the sample point 926 may (depending upon
the design, the choice of high and base frame rates and
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the synchronisation in use) be temporarily aligned with
a corresponding one of the sample points in the row 900,
in which case, of course, only one sampling process
needs to be carried out.
[0090] Both the re-projection process 922 and the re-
projection process 924 make use of data generated dur-
ing the render process 912. At the end of the respective
re-projection processes 922, 924, images are output at
time points 932, 934 in a row 930 of Figure 23.
[0091] In this way, the basic process for image render-
ing takes place at the base frame rate, but images can
be output for display at the high frame rate, higher than
the base frame rate.
[0092] As an overview of a second example of the proc-
ess, some portions of the images for display are rendered
at the higher base frame rate. In examples, these portions
represent moving, transparent and/or foreground objects
such as an avatar representing a user within a game
environment. These portions of the image are used, as
part of output images for display, until a further version
of the portions has been rendered as part of a next image.
Other portions of the images for display are rendered at
the base frame rate but also re-projected at the high
frame rate. In the examples to be discussed, these re-
projected portions represent background image portions.
[0093] Therefore, in the first example, both sets of por-
tions (foreground and background in the example) are
rendered at the base frame rate. But for display, the back-
ground portions are re-projected to a higher frame rate.
In the second example, foreground portions are initially
rendered at the higher frame rate. Background portions
are initially rendered at the base frame rate but are then
re-projected to the higher frame rate for display.
[0094] Figure 24 is a schematic flow chart of an image
rendering and re-projection process according to the tim-
ing diagram discussed with reference to Figure 23.
[0095] At a step 950, a base image is rendered, cor-
responding to the rendering process 912 of Figure 23. In
fact, in the case of a stereoscopic display, each image
is represented by a left-right pair of stereoscopic images,
but as the processing applied by the present techniques
is the same for each of those images, the processing of
only one of the left-right pair of images will be discussed
in detail. It will be understood that corresponding
processing is applied to the other of the left-right pair of
images.
[0096] At a step 955, after the rendering step 950 has
completed, the view matrix of the in-game camera is sam-
pled (corresponding to the sampling point 926 of Figure
23 and an image is re-projected for output at a step 960
(corresponding to the re-projection process 922 of Figure
23). One period of the high frame rate later, the in-game
camera view matrix is again sampled at a step 965 (cor-
responding to the sample point 928 of Figure 23) and a
further image is re-projected for output at a step 970 (cor-
responding to the re-projection process 924 of Figure 23).
[0097] In some examples, the whole of each image
could be re-projected at the steps 922, 924. However, in

some examples to be discussed below, only portions of
each image re-projected, with those portions than being
combined with non-re-projected portions.
[0098] Figure 25 schematically illustrates a render
processor 980 and a pair of render buffers 985, 990. In
particular, rendered image objects are partitioned be-
tween a background buffer 985 and a foreground buffer
990. Examples of foreground objects include an avatar
associated with the user and objects attached (in a virtual
sense) to the in-game camera, which is to say, objects
which move with the in-game camera. Other objects are
classified as background objects. The render processor
980 is responsive to game data indicative of a current
game status and to sampled view matrix data indicative
of the view matrix of the in-game camera. The render
processor carries out processing of the type discussed
below, with reference to the contents of the background
buffer 985 and the foreground buffer 990, to generate
output images 995.
[0099] Figure 26 is a more detailed schematic flow
chart of an image rendering and re-projection process.
In particular, the flow chart of Figure 26 is a more detailed
version of the process discussed with reference to Figure
24.
[0100] A step 1000, representing a process of sam-
pling the in-game camera view matrix, is shown in broken
line because it may be that a sampling step of a preceding
iteration of the overall process makes the step 1000 re-
dundant. But for now, at the start of the process shown
in Figure 26, the view matrix of the in-game camera is
sampled at the step 1000. Based on the sampled view
matrix, at a step 1010 foreground objects are rendered
and stored in the foreground buffer 990. Also, at a step
1020, background objects are rendered and are stored
in the background buffer 985. Note that as discussed
earlier, the step 1010 can be carried out (as in the exam-
ple under discussion here) at the base frame rate. But in
other examples, the step 1010 can be carried out at the
high frame rate (for example, at the image display rate),
for example based on successive detections of the HMD
position and/or orientation. In the former case, the imag-
es supplied to the steps 1050 and 1080 (in respect of a
particular base frame rate period) could be the same im-
age. In the latter case, the images supplied to the steps
1050 and 1080 could be different foreground images.
[0101] At a step 1030, the view matrix of the in-game
camera is again sampled (or "resampled"). This corre-
sponds to the sampling process at the time point 926 in
Figure 23. Based on the resampled view matrix, the back-
ground is re-projected at a step 1040 and, at a step 1050
the previously rendered foreground and the re-projected
background are combined to generate an output image
1055 (corresponding to the image output at the point in
time 932 in Figure 23). One period of the high frame rate
after the step 1030, the view matrix of the in-game cam-
era is again sampled at a step 1060 (corresponding to
the sampling at the point in time 928) and, in response
to the sampled view matrix of the in-game camera the
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background is re-projected at a step 1070. Note that the
step 1070 may act in respect of the originally rendered
background stored in the background buffer, as rendered
by the step 1020. However, in other embodiments, the
re-projected background as processed by the step 1040
could be used as the input to the step 1070. Accordingly,
in the case where the background portions relating to
"most recent image" are re-projected, that the most re-
cent image could, for example, comprise a most recent
image for display or a most recently rendered image.
[0102] At a step 1080 the buffered foreground stored
in the foreground buffer 990 from the rendering step 1010
is combined with the re-projected background from the
step 1070 to generate an output image 1085 for display.
[0103] Control returns to the step 1010, 1020 from the
output of the sampling step 1030 so that the next render-
ing process can continue while the re-projection proc-
esses are being carried out.
[0104] Figure 27 therefore provides an example of a
display method using a display (such as the HMD dis-
cussed above having a display device or screen, but this
could be a separate display screen) operable to display
an image to a viewer, the method comprising:

detecting an initial position and/or orientation of an
image view (for example, the step 1000);
rendering foreground portions of an image according
to the detected initial position and/or orientation (for
example, the step 1010). As discussed, this could
be (for example) at the image rendering rate dis-
cussed below or at a higher rate such as the image
display rate discussed below.
rendering background portions of the image accord-
ing to the detected initial position and/or orientation,
at an image rendering rate (for example, the step
1020);
at an image display rate higher than the image ren-
dering rate:

(i) detecting a current position and/or orientation
of the image view (for example, the steps 1030,
1060);
(ii) re-projecting the background portions of a
most recent image according to any differences
between the initial position and/or orientation
and the current position and/or orientation of the
image view (for example, the steps 1040, 1070);
and
(iii) combining the foreground portions and the
re-projected background portions to generate
an image for display (for example, the steps
1050, 1080).

[0105] In examples, the display is a head-mountable
display and the position and/or orientation of the viewer’s
head is detected as a position and/or orientation of an
image view by detecting a position and/or orientation of
the head-mountable display.

[0106] Figure 27 schematically illustrates a render
buffer such as the background buffer 985 of Figure 25.
For each pixel position, where one pixel position is shown
schematically as a small square 1100 in Figure 27, colour
information (C) and depth information (z) are stored by
the render buffer. The colour information indicates the
colour properties (including brightness) of a pixel to be
displayed at that position. The depth information indi-
cates a depth value associated with that pixel, such that
in a combination with other image data, the pixel with a
depth value representing a position closest to the viewer
will take precedence over another pixel at the same po-
sition. As mentioned, the rendered background is stored
in the background buffer 985 in the format shown in Fig-
ure 27.
[0107] Figure 28 is a schematic flow chart of an image
re-projection process as applied to the rendered back-
ground stored in the background buffer 985. Figure 29
schematically illustrates the depth buffer transformation
process using schematic representations of the data be-
ing processed.
[0108] A step 1110 represents a re-projection process
as applied to the depth information (z) of the rendered
background and associated with each pixel position, as
described with reference to Figure 18 above. In Figure
29, the depth value contents of the background buffer
985 are shown schematically as an array of depth values
1200 with a particular value 1210 being identified for the
purposes of this explanation.
[0109] This generates a re-projected set of depth val-
ues (1220, Figure 29, in which the value stored in respect
of the pixel position 1210 has been changed by the re-
projection process) which can either be stored in a sep-
arate buffer or can be used to overwrite the original depth
values stored in the background buffer 985. Here, the
choice between these two arrangements depends at
least in part on whether a subsequent re-projection proc-
ess is to be carried out with reference to the originally
rendered background or to the re-projected background;
if the originally rendered background is to be re-used
later, and the re-projected depth values need to be stored
in a separate buffer (not shown).
[0110] Accordingly this is an example of the generating
step comprising providing depth data indicating the im-
age depth of one or more image features; and the step
of re-projecting comprising re-projecting the depth data.
[0111] At a step 1120, the re-projected depth values
are transformed to values 1230 in a world coordinate
space, or in other words a world coordinate reference as
applied to the entire virtual world of the game system,
and at a step 1130 the depth values in the world coordi-
nate space are transformed to values 1240 in the coor-
dinate space of the colour information (C). This is an ex-
ample of the step of re-projecting comprising mapping
the re-projected depth data to a coordinate system of the
most recent image.
[0112] After the re-projection and transformations, it
may be that not every pixel position has a corresponding
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depth value. At a step 1140, for each pixel position 1250
in the colour data (C) 1260, if a corresponding depth value
exists in the transformed data output by the step 1130,
then the colour information at that pixel position is asso-
ciated with the transformed depth information 1270 as-
sociated with that pixel position and the results stored in
the background buffer 985 at a step 1150. Processing
then moved onto the next pixel position at a step 1160.
If, on the other hand, a depth value did not exist in the
transformed depth information at that pixel position, then
pixel information (depth and colour) is reused from a pre-
vious frame (such as an immediately preceding frame)
at a step 1170.
[0113] Note that variations of the step 1170 are possi-
ble. For example, in an instance in which no depth data
is available at a pixel location, the image data from a
corresponding pixel location in a previous frame can be
used "as-is" (without further modification). However,
there are several possible options to modify and in some
instances improve the quality of this data further. For ex-
ample, a blurred version of the previous image (or at least
of those pixels or areas including those pixels which are
relevant to the step 1170) could be generated, and the
missing data substituted by pixel data from the blurred
image. This means that the missing regions in the current
image are filled in with "softer" data, or in other words by
substitute pixel data which (by virtue of the blurring proc-
ess) is less likely to exhibit a sharp transition from sur-
rounding pixel data of the current image. This can im-
prove the subjective appearance of the output current
image significantly. An example of a blurring function
which can be applied to the preceding image is a Gaus-
sian blur. Such a blur is sometimes expressed as being
defined by a parameter relating to a radius around each
pixel. As an example a three pixel radius Gaussian blur
function could be used in this operation. Note that the
blurred version of an image is used (in these examples)
only for the purposes of providing concealment or sub-
stitute pixels to another image.
[0114] Furthermore, in some examples the hole filling
process (providing pixel data at the step 1170 where
there is none) can be improved by using more samples,
more frames and/or more filtering.
[0115] As a further option, if a 2D or 3D velocity buffer
is present, the fetch position (in the previous image) for
filling in holes (pixel positions in the current image for
which pixel data needs to be substituted) can be offset
by the inverse of the velocity vector. This can decrease
image flicker. For example, in a racing game with trees
on the side, in a basic example of the step 1170, these
trees will leave a trail behind when the game is moving
quickly as the previous frame contains tree data where
the holes appear. By offsetting the fetch location with the
inverse direction of the tree movement this unwanted trail
effect can be reduced.
[0116] Accordingly, in these examples, the step of re-
projecting comprises associating pixel data derived from
the most recent image with the re-projected depth data.

An example of pixel data derived from a previous image
is the use of blurred pixel data from the previous image.
For example, for any pixel position at which re-projected
depth data does not exist, the depth data and pixel data
derived from the most recent image may be used.
[0117] Figure 30 schematically illustrates a data
processing apparatus suitable for performing the proc-
esses discussed above. In the data processing appara-
tus, a bus connection 1300 links a central processing unit
(CPU) 1310, a random access memory (RAM) 1320, a
read only memory (ROM) or other non-volatile storage
1330, a peripheral interface 1340 connectable, for exam-
ple by a wireless connection, to a user-operable control-
ler 1350, a network interface 1360 connectable to a net-
work such as the Internet, and a display interface 1370
connectable to a display device 1380. The render buffers
as described above may form part of the RAM 1320. In
operation, the CPU 1310 executes computer software
stored in the RAM and/or the ROM to carry out the data-
processing operations discussed above.
[0118] Figure 30 therefore provides an example of a
display system connectable to a display operable to dis-
play an image to a viewer, the display system comprising:

a detector configured to detecting an initial position
and/or orientation of an image view;
an image renderer configured (i) to generate fore-
ground portions of an image according to the detect-
ed initial position and/or orientation; and (ii) to gen-
erate background portions of the image at an image
rendering rate according to the detected initial posi-
tion and/or orientation;
an output image generator operable at an image dis-
play rate higher than the image rendering rate and
configured to:

(i) detect a current position and/or orientation of
the image view;
(ii) re-project the background portions of a most
recent image according to any differences be-
tween the initial position and/or orientation and
the current position and/or orientation of the im-
age view; and
(iii) combine the foreground portions and the re-
projected background portions to generate an
image for display.

[0119] Note that the display could be an HMD, for ex-
ample.
[0120] The techniques described above may be imple-
mented in hardware, software or combinations of the two.
In the case that a software-controlled data processing
apparatus is employed to implement one or more fea-
tures of the embodiments, it will be appreciated that such
software, and a storage or transmission medium such as
a non-transitory machine-readable storage medium by
which such software is provided, are also considered as
embodiments of the disclosure.
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Claims

1. A display method using a display operable to display
an image to a viewer, the method comprising:

detecting an initial position and/or orientation of
an image view;
rendering foreground portions of an image ac-
cording to the detected initial position and/or ori-
entation;
rendering background portions of the image ac-
cording to the detected initial position and/or ori-
entation, at an image rendering rate;
at an image display rate higher than the image
rendering rate:

(i) detecting a current position and/or orien-
tation of the image view;
(ii) re-projecting the background portions of
a most recent image according to any dif-
ferences between the initial position and/or
orientation and the current position and/or
orientation of the image view; and
(iii) combining the foreground portions and
the re-projected background portions to
generate an image for display.

2. A method according to claim 1, in which the most
recent image comprises a most recent image for dis-
play or a most recently rendered image.

3. A method according to any one of the preceding
claims, in which:

the generating step comprises providing depth
data indicating the image depth of one or more
image features; and
the step of re-projecting comprises re-projecting
the depth data.

4. A method according to claim 3, in which the step of
re-projecting comprises mapping the re-projected
depth data to a coordinate system of the most recent
image.

5. A method according to claim 4, in which the step of
re-projecting comprises associating pixel data de-
rived from the most recent image with the re-project-
ed depth data.

6. A method according to claim 5, in which, for any pixel
position at which re-projected depth data does not
exist, the depth data and pixel data derived from the
most recent image are used.

7. A method according to any one of the preceding
claims, in which the generating step comprises as-
sociating metadata with the generated image, the

metadata indicating the initial position and/or orien-
tation of the image view.

8. A method according to any one of the preceding
claims, in which the image view is an in-game cam-
era view of a computer game.

9. A method according to claim 8, in which the display
comprises a display screen.

10. A method according to any one of claims 1 to 7, in
which the display is a head-mountable display and
the position and/or orientation of the viewer’s head
is detected as a position and/or orientation of an im-
age view by detecting a position and/or orientation
of the head-mountable display.

11. A method according to any one of the preceding
claims, in which the step of rendering foreground por-
tions comprises rendering foreground portions of the
image at the image rendering rate.

12. A method according to any one of claims 1 to 10, in
which the step of rendering foreground portions com-
prises rendering foreground portions of the image at
the image display rate.

13. Computer software for carrying out a method accord-
ing to any one of the preceding claims.

14. A display system connectable to a display operable
to display an image to a viewer, the display system
comprising:

a detector configured to detecting an initial po-
sition and/or orientation of an image view;
an image renderer configured (i) to generate
foreground portions of an image according to
the detected initial position and/or orientation;
and (ii) to generate background portions of the
image at an image rendering rate according to
the detected initial position and/or orientation;
an output image generator operable at an image
display rate higher than the image rendering rate
and configured to:

(i) detect a current position and/or orienta-
tion of the image view;
(ii) re-project the background portions of a
most recent image according to any differ-
ences between the initial position and/or ori-
entation and the current position and/or ori-
entation of the image view; and
(iii) combine the foreground portions and
the re-projected background portions to
generate an image for display.

15. A head mountable display comprising a display sys-
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tem according to claim 14, and one or more display
devices.
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