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(54) AUTOMATED HAPTIC EFFECT ACCOMPANIMENT

(57) A method of playing media on a device includes
initiating the playing of audio/video ("A/V") media on the
device, and then identifying the A/V media. The method
further includes selecting a pre-defined haptic track that
corresponds to the identified AN media, and playing the

selected pre-defined haptic track in synchrony with the
playing of the A/V, where the playing of the selected
pre-defined haptic track generates haptic effects on the
device.
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Description

FIELD

[0001] One embodiment is directed generally to haptic
effects, and in particular to automated accompaniment
of haptic effects to audio and/or video.

BACKGROUND INFORMATION

[0002] Electronic device manufacturers strive to pro-
duce a rich interface for users. Conventional devices use
visual and auditory cues to provide feedback to a user.
In some interface devices, kinesthetic feedback (such as
active and resistive force feedback) and/or tactile feed-
back (such as vibration, texture, and heat) is also provid-
ed to the user, more generally known collectively as "hap-
tic feedback" or "haptic effects". Haptic feedback can pro-
vide cues that enhance and simplify the user interface.
Specifically, vibration effects, or vibrotactile haptic ef-
fects, may be useful in providing cues to users of elec-
tronic devices to alert the user to specific events, or pro-
vide realistic feedback to create greater sensory immer-
sion within a simulated or virtual environment.
[0003] An increasing number of devices, such as
smartphones and tablets, include hardware, such as ac-
tuators, for generating haptic effects. Haptic effects, in
particular, can enhance the viewing of audio and/or au-
dio/video on these devices. For example, haptic effect
accompaniment to an audio/video track can allow a view-
er to "feel" an engine roaring in a car, explosions, colli-
sions, and the shimmering feeling of sunlight.

SUMMARY

[0004] One embodiment is a method of playing media
on a device. The method includes initiating the playing
of audio/video ("A/V") media on the device, and then iden-
tifying the A/V media. The method further includes se-
lecting a pre-defined haptic track that corresponds to the
identified A/V media, and playing the selected pre-de-
fined haptic track in synchrony with the playing of the
A/V, where the playing of the selected pre-defined haptic
track generates haptic effects on the device.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005]

Fig. 1 is a block diagram of a haptically-enabled sys-
tem/device in accordance with one embodiment of
the present invention.
Fig. 2 is an overview diagram that includes the sys-
tem of Fig. 1 and other network elements in accord-
ance with one embodiment of the invention.
Fig. 3 is a flow diagram of the functionality of the
system of Fig. 1 in accordance with an embodiment
of the invention.

DETAILED DESCRIPTION

[0006] Embodiments allow for the automatic recogni-
tion and identification of an audio/video track that is play-
ing or that may be played on a device. Based on the
identification, a corresponding haptic effect track is se-
lected and retrieved, and then played on a haptic output
device during the playing of the audio/video track. As a
result, the audio/video playback is automatically en-
hanced with haptic effects.
[0007] Fig. 1 is a block diagram of a haptically-enabled
system/device 10 in accordance with one embodiment
of the present invention. System 10 includes a touch sen-
sitive surface 11 or other type of user interface mounted
within a housing 15, and may include mechanical
keys/buttons 13.
[0008] Internal to system 10 is a haptic feedback sys-
tem that generates haptic effects on system 10 and in-
cludes a processor or controller 12. Coupled to processor
12 is a memory 20, and an actuator drive circuit 16 which
is coupled to an actuator 18. Processor 12 may be any
type of general purpose processor, or could be a proc-
essor specifically designed to provide haptic effects, such
as an application-specific integrated circuit ("ASIC").
Processor 12 may be the same processor that operates
the entire system 10, or may be a separate processor.
Processor 12 can decide what haptic effects are to be
played and the order in which the effects are played
based on high level parameters. In general, the high level
parameters that define a particular haptic effect include
magnitude, frequency and duration. Low level parame-
ters such as streaming motor commands could also be
used to determine a particular haptic effect. A haptic ef-
fect may be considered "dynamic" if it includes some var-
iation of these parameters when the haptic effect is gen-
erated or a variation of these parameters based on a
user’s interaction. The haptic feedback system in one
embodiment generates vibrations 26, 27, or other types
of haptic effects on system 10.
[0009] Processor 12 outputs the control signals to ac-
tuator drive circuit 16, which includes electronic compo-
nents and circuitry used to supply actuator 18 with the
required electrical current and voltage (i.e., "motor sig-
nals") to cause the desired haptic effects. System 10 may
include more than one actuator 18, and each actuator
may include a separate drive circuit 16, all coupled to a
common processor 12.
[0010] Memory 20 can be any type of storage device
or computer-readable medium, such as random access
memory ("RAM") or read-only memory ("ROM"). Memory
20 stores instructions executed by processor 12. Among
the instructions, memory 20 includes haptic effect ac-
companiment module 22, which are instructions that,
when executed by processor 12, automatically selects
and generates haptic effects that accompany audio or
audio/video media, as disclosed in more detail below.
Memory 20 may also be located internal to processor 12,
or any combination of internal and external memory.
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[0011] System 10 may be any type of handheld/mobile
device, such as a cellular telephone, personal digital as-
sistant ("PDA"), smartphone, computer tablet, gaming
console, remote control, or any other type of device that
includes a haptic effect system that includes one or more
actuators or any other type of haptic output device. Sys-
tem 10 further includes an audio/visual system (not
shown) that is capable of playing video (with audio) or
audio only. System 10 may be a wearable device such
as wrist bands, headbands, eyeglasses, rings, leg bands,
arrays integrated into clothing, etc., or any other type of
device that a user may wear on a body or can be held
by a user and that is haptically enabled, including furni-
ture, a game controller, or a vehicle steering wheel. Fur-
ther, some of the elements or functionality of system 10
may be remotely located or may be implemented by an-
other device that is in communication with the remaining
elements of system 10.
[0012] In addition to, or in place of, actuator 18, system
10 may include other types of haptic output devices (not
shown) that may be non-mechanical or non-vibratory de-
vices such as devices that use electrostatic friction
("ESF"), ultrasonic surface friction ("USF"), devices that
induce acoustic radiation pressure with an ultrasonic
haptic transducer, devices that use a haptic substrate
and a flexible or deformable surface or shape changing
devices and that may be attached to a user’s body, de-
vices that provide projected haptic output such as a puff
of air using an air jet, etc.
[0013] Fig. 2 is an overview diagram that includes sys-
tem 10 of Fig. 1 and other network elements in accord-
ance with one embodiment of the invention. System 10
is coupled to audio/visual ("A/V") media servers 204, and
haptic accompaniment servers 206 through the internet
202, or through any other communications method. Fur-
ther, media servers 204 and haptic servers 206 can be
local to system 10, or the functionality of servers 204 and
206 can be provided by system 10 itself. Associated with
haptic accompaniment servers 206 is a media recognizer
35. Media recognizer 35 "observes" A/V media playback
or other A/V media characteristics and uniquely identifies
the A/V media, and in conjunction with media listener 32
described below, finds/selects/determines a haptic effect
media/track that corresponds to the identified media.
[0014] System 10, as shown in the embodiment of Fig.
2, includes an A/V player 31, a media listener 32, and a
haptic player 33. A/V player 31 plays audio and/or video
media on system 10. Haptic player 33 plays haptic effects
on system 10, and includes actuator drive circuit 16 and
actuator 18 of Fig. 1, or any type of haptic output device
in other embodiments. Media listener 32 communicates
with or otherwise uses media recognizer 35 and provides
by itself or in conjunction with media recognizer 35 the
automatic generation of the file association between hap-
tic media and A/V media. In contrast, prior art solutions
require an explicit association element in the system,
such as metadata, that explicitly tells a playback system
where a corresponding haptic track is located.

[0015] In general, media listener 32 functions as a
"matchmaker" by automatically matching pre-existing or
pre-defined haptic tracks to A/V media using some type
of A/V recognition data. Media recognizer 35 can receive
the A/V recognition data and in turn generate an identity
of the A/V media. In one embodiment, the input to media
recognizer 35 that functions as the A/V recognition data
is the content of the A/V media itself, which can be some
combination of audio and video, or video only, or audio
only, and is used to uniquely identify the A/V media. The
audio and video input in this embodiment is original con-
tent in that it has not been modified to assist in recognition
haptic matching, such as by the addition of metadata.
[0016] In another embodiment, identifying information
surrounding the A/V media, rather than the A/V media
itself, is used to uniquely identify the A/V media by media
recognizer 35 and functions as A/V recognition data. The
identifying information can include, for example, a file
name, a uniform resource locator ("URL), MPEG-4 meta-
data, etc. As with the above, the A/V media and the iden-
tifying information in one embodiment has not been mod-
ified to assist in recognition for haptic matching.
[0017] In another embodiment, the A/V media is re-
encoded, or transcoded to inject human-perceptible or
non-human-perceptible audio and/or video watermarks
or signatures into the A/V media in order to assist in rec-
ognition for haptic matching and functions as the A/V
recognition data. Therefore, the media is slightly modified
from its original state before being stored on a media
server for later streaming or downloading.
[0018] In another embodiment, the A/V media is re-
encoded, transcoded, or otherwise modified to inject
metadata into the A/V media in order to assist in recog-
nition for haptic matching and functions as the A/V rec-
ognition data. Therefore, the media is slightly modified
from its original state before being stored on a media
server for later streaming or downloading.
[0019] In one embodiment, during operation of system
10, media listener 32 monitors A/V recognition data as it
is being passed to, or is being output from, a media player
system such as media server 204. A/V media may be
requested by a user of system 10 by, for example, se-
lecting a YouTube video stored on media server 204 to
be streamed via internet 202 and played by A/V player
31. Further, in one embodiment, media listener 32 may
pre-process the A/V media in order to create the A/V
recognition data.
[0020] In one embodiment, media listener 32 may con-
tinuously stream A/V recognition data to media recogniz-
er 35, or it may have the ability to discriminate at what
times it is necessary to transmit A/V recognition data.
This will lead to the A/V recognition data being either a
continuous stream of data, or an occasional discontinu-
ous stream of data, or some discrete number of data
packets.
[0021] Media recognizer 35 uses the A/V recognition
data to attempt to match the data to an existing haptic
media or haptic track, possibly among a large set of pre-
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defined haptic tracks stored on server 206. Media rec-
ognizer 35, upon finding a match, provides the location
of the haptic track to media listener 32. The functionality
of media recognizer 35 can be implemented by system
10 itself, or remote from system 10 as shown in Fig. 2.
[0022] In one embodiment, one or both of the media
listener 32 and media recognizer 35 determine the cur-
rent playback location of the A/V media and the corre-
sponding haptic track. Media listener 32 instructs haptic
player 33 of the location of the haptic track, and the cur-
rent playback location of the A/V media.
[0023] One or both of media listener 32 and haptic play-
er 33 render the haptic track according to the current
playback location of the A/V media such as to ensure
reasonable synchrony between the A/V media and the
haptic media. The haptic track is rendered, in one em-
bodiment, by sending the corresponding haptic effect sig-
nal to actuator drive circuit 16, which causes actuator 18
to generate a vibratory haptic effect. The haptic track can
start upon initiation of the playing of the A/V media, or at
some point prior to or after initiation.
[0024] The elements shown in Fig. 2 can be imple-
mented in many different configurations. In one embod-
iment, system 10 can be a mobile device with a haptic
output system via haptic player 33, as well as A/V media
playback capabilities via A/V player 31, and media lis-
tener 32 may be a service running on the mobile device,
such as an application/"app". Media listener 32 commu-
nicates the A/V recognition data through internet 202,
wired or wirelessly, to server 206 that is running a process
that instantiates media recognizer 35, and to the same,
or a different server 204, that hosts one or more haptic
media that are associated with specific A/V media.
[0025] In another embodiment, system 10 can be a
set-top box with a remote control unit that is equipped
with a haptic output system that could be in the form of
a gamepad, where the set-top box has the ability to trans-
port A/V media to audio and video data sinks (e.g., a
television and an audio sound system). In this embodi-
ment, media listener 32 is a service running on the set-
top box, and communicates with servers 204 and 206
over internet 202. In another embodiment, the set-top
box is a gaming console.
[0026] In another embodiment, the set-top box hosts
both media listener 32 and media recognizer 35, and the
haptic media is accessible locally on the set-top box (e.g.,
in volatile memory, non-volatile memory, or physical
disk), or the haptic media is accessible remotely by re-
siding on media server 204 that is accessible via internet
202.
[0027] In another embodiment, the A/V content is ren-
dered through a web browser on a device (e.g., Smart
TV, mobile device, set-top box, etc.) or directly on the
device, and media listener 32 can access the A/V recog-
nition data through known software/hardware methods.
[0028] Fig. 3 is a flow diagram of the functionality of
system 10 of Fig. 1 in accordance with an embodiment
of the invention. In one embodiment, the functionality of

the flow diagram of Fig. 3 is implemented by software
stored in memory or other computer readable or tangible
medium, and executed by a processor. In other embod-
iments, the functionality may be performed by hardware
(e.g., through the use of an application specific integrated
circuit ("ASIC"), a programmable gate array ("PGA"), a
field programmable gate array ("FPGA"), etc.), or any
combination of hardware and software.
[0029] At 301, A/V media (which includes audio and
video, only audio, or only video media) begins playing or
is initially selected. The A/V media includes A/V recog-
nition data, which can include the A/V media itself.
[0030] At 302, the A/V media is recognized based on
the A/V recognition data.
[0031] At 303, a haptic track that corresponds to the
recognized A/V media is identified and retrieved/select-
ed. The haptic track would include a haptic effect signal
that when applied to a haptic effect output device would
generate haptic effects.
[0032] At 304, the haptic track is played on system 10
in synchronized fashion with the playing of the A/V media.
As a result, the viewing of the A/V media is enhanced.
[0033] Although in the above embodiment, the A/V me-
dia is first recognized, and then a haptic track is re-
trieved/selected, in another embodiment the reverse may
happen. In other words, in one embodiment a haptic track
is initiated and identified, and then the system selects
and plays back A/V media in a synchronized fashion.
[0034] In one embodiment, the selection of the haptic
track at 303 can depend on the capabilities of the target
device on which the haptic effect will be generated. For
example, some devices are equipped with standard def-
inition ("SD") actuators, such as LRAs, and other devices
are equipped with high definition ("HD") actuators, such
as piezo actuators. For a particular A/V media, there may
be both a corresponding SD and HD haptic track. The
selection of SD or HD will depend on the capabilities of
the target device. Media listener 32 in one embodiment
would have knowledge of the haptic effect playback ca-
pabilities of system 10.
[0035] As an example of a use of embodiments of the
invention, assume a user has a smartphone that has the
media listener service running. The user starts up the
YouTube application, and proceeds to watch a kitten fight
video for which someone has previously created a cor-
responding haptic track. The media listener sends proc-
essed (or unprocessed) data to a media recognizer,
which can reside on the smartphone or an internet server.
The recognizer finds a suitable haptic media for the kitten
fight video. The media listener service starts retrieving
the haptic media to play it back in synchrony with the
kitten fight video, creating haptic sensations for every
kitten swipe and knockdown.
[0036] As disclosed, embodiments observe A/V media
playback, and in observing it, uniquely identify the media.
Embodiments then find a corresponding haptic media,
and then synchronize the haptic media playback to the
A/V media playback on a personal computing device, or
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any other type of haptically enabled device.
[0037] Several embodiments are specifically illustrat-
ed and/or described herein. However, it will be appreci-
ated that modifications and variations of the disclosed
embodiments are covered by the above teachings and
within the purview of the appended claims without de-
parting from the spirit and intended scope of the inven-
tion.

Claims

1. A method of playing media on a device, the method
comprising:

initiating the playing of audio/video (AN) media
on the device;
identifying the A/V media;
selecting a pre-defined haptic track that corre-
sponds to the identified A/V media; and
playing the selected pre-defined haptic track in
synchrony with the playing of the A/V, wherein
the playing of the selected pre-defined haptic
track generates haptic effects on the device.

2. The method of claim 1, wherein the identifying is
based on a content of the A/V media.

3. The method of claim 1 or 2, wherein the A/V media
comprises a file name, and the identifying is based
on the file name.

4. The method of any one of the preceding claims,
wherein the pre-defined haptic track comprises a
haptic signal comprising a plurality of haptic effect
parameters.

5. The method of any one of the preceding claims,
wherein the A/V media is remote from the device at
a first location, and the pre-defined haptic track is
remote from the device at a second location that is
different from the first location.

6. The method of any one of the preceding claims,
wherein the playing of the haptic track comprises
sending motor signals to an actuator.

7. The method of any one of the preceding claims,
wherein the A/V media is modified to include A/V
recognition data comprising at least one of a water-
mark or metadata, the identifying is based on the
A/V recognition data.

8. The method of any one of the preceding claims,
wherein the selecting the pre-defined haptic track is
further based on a haptic output capability of the de-
vice.

9. A computer-readable medium having instructions
stored thereon that, when executed by a processor,
cause the processor to perform operations accord-
ing to the method of any one of claims 1 to 8.

10. A haptically-enabled device comprising:

a haptic player;
an audio/video (A/V) media player; and
a media listener;
wherein the media listener, based on an identity
of A/V media being played by the A/V media
player, plays a selected pre-defined haptic track
that corresponds to the identified A/V media.

11. The haptically-enabled device of claim 10, wherein
the A/V media is identified based on corresponding
A/V recognition data.

12. The haptically-enabled device of claim 10 or 11,
wherein the A/V recognition data comprises a con-
tent of the A/V media.

13. The haptically-enabled device of any one of claims
10 to 12, wherein the A/V media comprises a file
name, and the A/V recognition data comprises the
file name.

14. The haptically-enabled device of any one of claims
10 to 13, wherein the A/V media comprises at least
one of a watermark or metadata, and the A/V recog-
nition data comprises the watermark or metadata.

15. The haptically-enabled device of any one of claims
10 to 14, wherein the haptic player comprises an
actuator.
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