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Description
CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application claims the benefit of U.S. Pro-
visional Application No. 62/145,248, filed April 9, 2015,
and titled "Event Correlation Across Heterogeneous Op-
erations," which is incorporated by reference.

BACKGROUND

[0002] The present disclosure relates to security and
network operations.

SUMMARY

[0003] In general, one innovative aspect of the subject
matter described in this specification can be embodied
in methods for correlating domain activity, including re-
ceiving first domain activity data from a first network do-
main and second domain activity data from a second
network domain, the first domain activity data and the
second domain activity data including events, alerts, or
both from the respective first and second network do-
mains, filtering the first domain activity data and the sec-
ond domain activity data to remove irrelevant activity da-
ta, based on a first set of profile data for devices in the
first network domain and a second set of profile data for
devices in the second network domain, aggregating un-
filtered first domain activity data and unfiltered second
domain activity data, correlating aggregated unfiltered
first domain activity data and unfiltered second domain
activity data to determine an attack path for an attack that
occurs across the first network domain and the second
network domain, based on attack signatures and profiles
associated with previously identified attacks, and gener-
ating a visualization of the attack path.

[0004] Other embodiments of this aspect include cor-
responding computer methods, and include correspond-
ing apparatus and computer programs recorded on one
or more computer storage devices, each configured to
perform the actions of the methods. A system of one or
more computers can be configured to perform particular
operations or actions by virtue of having software,
firmware, hardware, or a combination of them installed
on the system that in operation causes or cause the sys-
tem to perform the actions. One or more computer pro-
grams can be configured to perform particular operations
or actions by virtue of including instructions that, when
executed by data processing apparatus, cause the ap-
paratus to perform the actions.

[0005] These and other embodiments may each op-
tionally include one or more of the following features. For
instance, the first domain activity data, the second do-
main activity data, or both, can include log data provided
by one or more security sensors. The first network do-
main can be an information technology network domain
and the second network domain can be an operational
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technology network domain. The filtering can include de-
termining, for each eventor alert, a corresponding attack
and a corresponding target, determining, based on profile
data for the corresponding target, that the attack on the
target is rendered unsuccessful, and filtering the corre-
sponding eventor alert. The filtering can include, for each
unfiltered event or alert, dynamically retrieving current
status information about the corresponding target, deter-
mining, based the current status information about the
corresponding target, that the attack on the target is ren-
dered unsuccessful, and filtering the corresponding
event or alert.

[0006] Particular embodiments of the subject matter
described in this specification may be implemented so
as to realize one or more of the following advantages. A
single vantage point and a standardized data exchange
format may be provided for analyzing event/alert log data
from information technology (IT) and operational tech-
nology (OT) networks. Currently available security sen-
sors (e.g., intrusion detection systems (IDS), intrusion
prevention systems (IPS), and other suitable security
sensors) may be leveraged, resulting in architectural in-
dependence, flexibility, and compatibility with legacy in-
frastructures/networks. False alarm rates may be re-
duced in an event detection process. Multi-step, multi-
domain threat scenarios may be detected and/or con-
structed. Complex scenarios may be visually represent-
ed, and network status may be shown at each step of an
attack. Threat intelligence platforms/services may be in-
tegrated to further enrich and contextualize information
and constructed scenarios.

[0007] The details of one or more implementations of
the subject matter described in this specification are set
forth in the accompanying drawings and the description
below. Other potential features, aspects, and advantag-
es of the subject matter will become apparent from the
description, the drawings, and the claims.

DESCRIPTION OF DRAWINGS
[0008]

FIGS. 1 - 3 depict example systems that can execute
implementations of the present disclosure.

FIG. 4A depicts an example system that can execute
implementations of the present disclosure.

FIG. 4B depicts an example data structure that can
be used by implementations of the present disclo-
sure.

FIG. 5A depicts an example system that can execute
implementations of the present disclosure.

FIG. 5B and 5C depict example data structures that
can be used by implementations of the present dis-
closure.
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FIG. 6 is a flowchart of an example process that can
be executed in accordance with implementations of
the present disclosure.

FIG. 7 is a block diagram of a computing system that
can be used in connection with computer-imple-
mented methods described in this document.

[0009] Like reference symbols in the various drawings
indicate like elements.

DETAILED DESCRIPTION

[0010] This specification describes systems, methods,
and computer programs for performing event correlation
across heterogeneous operations. For example, an in-
dustrial internet may be used to manage and administer
industrial control systems (ICS), which may communi-
cate over an enterprise network and may include infor-
mation technology (IT) and operational technology (OT)
domains. Some threat scenarios may include multi-step,
multi-domain attacks, and may include attacks that orig-
inate in one domain, and proceed to another domain. By
filtering, aggregating, and correlating data from
event/alert logs from each domain (e.g., IT and OT do-
mains), for example, complex attack patterns may be de-
tected. Information about the attack patterns (e.g., visu-
alization data) may be reported to a security analyst, and
may be used for implementing appropriate courses of
action.

[0011] FIG. 1 depicts an example system 100 that can
execute implementations of the present disclosure. In
the present example, the system 100 (e.g., an industrial
control system) includes multiple network domains, in-
cluding an information technology (IT) network domain
102 (e.g., including an enterprise network) and an oper-
ational technology (OT) network domain 104. The infor-
mation technology network domain 102 and the opera-
tional technology network domain 104 can be in commu-
nication, for example, over a demilitarized zone (DMZ)
106a of the information technology network domain 102
and a demilitarized zone (DMZ) 106b of the operational
technology network domain 104. Each of the network
domains 102 and 104, for example, may include local
and wide area networks (LAN/WAN) and wireless net-
works, and can be used to integrate various computing
devices, such as servers, mainframes, desktops, lap-
tops, tablets, smartphones, and industrial control devices
and sensors, that may run on multiple different operating
systems and may employ multiple different communica-
tion protocols.

[0012] The information technology network domain
102 can include various computing devices (e.g., com-
puting server 112), input/output devices (e.g., interface
device 114), and/or subsystems. The computing server
112, for example, can include one or more processors
configured to execute instructions stored by computer-
readable media for performing various operations, such
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as input/output, communication, data processing, and/or
data maintenance. To interact with the computing server,
for example, a user can employ the interface device 114
(e.g., including one or more presentation components,
such as a display, and one or more input components
such as a keyboard, mouse, and/or touchpad).

[0013] The operational technology network domain
104 can include various computing devices, input/output
devices, and/or subsystems. In the present example, the
operational technology network domain 104 includes a
supervisory system 120, a historian server 122, an ap-
plication server 124, one or more human-machine inter-
face (HMI) devices (e.g., HMI device 126), and one or
more controller devices (e.g., controller device 128) and
sensor devices (e.g., sensor device 130). The supervi-
sory system 120, for example, can coordinate one or
more low-level controls and/or low-level sensors. In the
present example, the supervisory system 120 can pro-
vide data to and receive data from the controller device
128 and the sensor device 130. The historian server 122,
forexample, can store, maintain, and provide information
related to activities performed by each controller device
and sensor data provided by each sensor device in the
operational technology network domain 104. The appli-
cation server 124, for example, can host applications that
may operate within the operational technology network
domain 104.

[0014] In some implementations, the system 100 may
include one or more security sensors (e.g., security sen-
sors 108a, 108b, 108c, and 108d). In general, security
sensors included in the system 100 may include network
based (NIDS) and host based (HIDS) intrusion detection
systems, intrusion prevention systems (IPS), anti-virus
systems, firewalls, and other detection/logging services
(e.g., web server logs, database logs, etc.) which can
monitor communications activity to and from computing
devices included in the industrial technology (IT) network
domain 102, the IT DMZ 106a, the operational technol-
ogy (OT) network domain 104, and/or the OT DMZ 106b,
and can monitor system activity associated with the de-
vices. Data associated with potentially malicious activity
may be detected (and optionally, recorded) by the secu-
rity sensors 108a, 108b, 108c, and 108d (e.g., as
event/alert data, log files, etc.), and/or other detec-
tion/logging devices included in the system 100, and/or
may be provided to other components of the system 100.
For example, activity data 140a, 140b, 140c, and 140d
(e.g., detected by the corresponding security sensors
108a, 108b, 108c, and 108d) may be provided to an event
correlation system 150. Such activity data may also be
provided to an event correlation system 150 by a Security
Information and Event Management (SIEM) system. The
activity data 140a, for example, may include enterprise
data from the information technology network domain
102, provided by host-based monitoring systems (e.g.,
intrusion detection/prevention systems, web server log-
ging services, system logs, etc.) and/or network-based
monitoring systems (e.g., intrusion detection/prevention
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systems, firewalls, routers, etc.). The activity data 140b,
for example, may include data associated with commu-
nication over the IT DMZ 106a. The activity data 140c,
for example, may include data associated with commu-
nication over the OT DMZ 106b. The activity data 140d,
for example, may include supervisory data, control layer
data, and/or sensor and controller device data from the
operational technology network domain 104, provided by
host-based monitoring systems and/or network-based
monitoring systems.

[0015] Inthe presentexample, each of the activity data
140a, 140b, 140c, and 140d may include event and/or
alert data. In general, events are atomic pieces of data
associated with communications and system activity,
whereas alerts may be triggered in response to an event
or a sequence of events. Data provided by the security
sensors 108a, 108b, 108¢, and 108d, for example, may
include alert data. Data provided by a host (e.g., the com-
puting server 112), controller device (e.g., the controller
device 128) or sensor device (e.g., the sensor device
130), or data included in log files, for example, may in-
clude event data.

[0016] The eventcorrelation system 150, for example,
can receive the activity data 140a, 140b, 140c, and 140d
from multiple domains (e.g., the information technology
(IT) network domain 102, the IT DMZ 106a, the opera-
tional technology (OT) network domain 104, and the OT
DMZ 106b), and can standardize, filter, aggregate, and
correlate the data to detect anomalies and potentially ma-
licious activity associated with multi-stage, multi-domain
attacks. In the present example, the event correlation
system 150 can include various computing devices (e.g.,
computing server 152), input/output devices (e.g., inter-
face device 154), and/or subsystems. The computing
server 152, for example, can include one or more proc-
essors configured to execute instructions stored by com-
puter-readable media for performing various operations,
such as input/output, communication, data processing,
and/or data maintenance. To interact with the computing
server, for example, a user can employ the interface de-
vice 154 (e.g., including one or more presentation com-
ponents, such as a display, and one or more input com-
ponents such as a keyboard, mouse, and/or touchpad).
[0017] In some implementations, output may be pro-
vided by the event correlation system 150 to another sys-
tem (e.g., a security information and event management
(SIEM) system) and/or to a system operator as report-
ing/visualization data. Based on the system output, for
example, appropriate courses of action may be employed
to counter ongoing and/or future attacks. In the present
example, the information technology (IT) network domain
102, the IT DMZ 106a, the operational technology (OT)
network domain 104, and the OT DMZ 106b each has
different characteristics (e.g., architecture, resources,
protocols, and standards), and each domain may be sus-
ceptible to different security threats. Occasionally, cor-
relations may not be detected among events/alerts within
a single domain, (and if correlations are detected, an ex-
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tent of an associated compromise may not be entirely
known), but correlations may be detected among
events/alerts across multiple domains. By correlating da-
ta from multiple domains, for example, complex attacks
(e.g., multistage, multi-domain attacks executed over
time) may be detected, and a single vantage point may
be provided to security technicians.

[0018] FIG. 2 depicts an example system 200 that can
execute implementations of the present disclosure. In
the present example, the system 200 includes an event
correlation system 202 (e.g., similar to the event corre-
lation system 150, shown in FIG. 1). The event correlation
system 202, for example, can include various hardware
and/or software-based components (e.g., software mod-
ules, objects, engines, libraries, etc.) including an infor-
mation technology (IT) activity data filter 210, an opera-
tional technology (OT) activity data filter 212, an aggre-
gator 214, a correlator 216, a pattern recognizer 218, a
response generator 220, and an operator input/output
(I/0) component 222. Various data sources (e.g., data-
bases, file systems, etc.) may maintain data used by the
system 200 and its components. In the present example,
the system 200 can receive information from an informa-
tion technology (IT) network data source 230, an opera-
tional technology (OT) network data source 232, and a
threat intelligence data source 234. Activity data associ-
ated with a demilitarized zone (DMZ) or peripheral net-
work, for example, may be provided by the information
technology network data source 230 and/or the opera-
tional technology network data source 232. In general,
the system 200 and its various components (e.g., com-
ponents 210, 212, 214, 216, 218, 220, and 222) can per-
form functions for processing event/alert data received
from various sources, aggregating the data, correlating
the data, detecting patterns in the data, and providing
relevant information to system operators and/or other
systems.

[0019] In the present example, the event correlation
system 202 can receive information technology (IT) ac-
tivity data 240 that includes event/alert data from an in-
formation technology network (e.g., the information tech-
nology (IT) network domain 102, and optionally the IT
DMZ 106a, shown in FIG. 1), and can receive operational
technology (OT) activity data 242 that includes
event/alert data from an operational technology network
(e.g., the operational technology (OT) network domain
104, and optionally the OT DMZ 106b, shown in FIG. 1).
In some implementations, the information technology ac-
tivity data 240 and/or the operational technology activity
data 242 may include log data provided by one or more
security sensors (e.g., the security sensors 108a, 108b,
108c, and 108d, shown in FIG. 1). Upon receiving the
information technology activity data 240, for example,
the event correlation system 202 can use the information
technology activity data filter 210 to filter out irrelevant
(or "false") events/alerts, based on data provided by the
information technology network data source 230. Simi-
larly, upon receiving the operational technology activity
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data 242, for example, the event correlation system 202
can use the operational technology activity data filter 212
to filter out irrelevant (or "false") events/alerts, based on
data provided by the operational technology network data
source 232. Operation of the information technology ac-
tivity data filter 210 and the operational technology ac-
tivity data filter 212 is discussed in further detail below in
association with FIG. 3.

[0020] Atfterfiltering the information technology activity
data 240 and the operational technology activity data
242, for example, filtered event/alert data can be provid-
ed by the information technology activity data filter 210
and the operational technology activity data filter 212 to
the aggregator 214. In general, the event correlation sys-
tem 202 can use the aggregator 214 to remove duplicate
and/or redundant events/alerts, to combine events/alerts
related to the same attack, and to combine events/alerts
relating to different attacks but possessing similar char-
acteristics, thus reducing the number of events/alerts un-
der consideration. In some implementations, the aggre-
gator 214 may reference data provided by the information
technology network data source 230 and/or the opera-
tional technology network data source 232 when per-
forming aggregation operations. Operation of the aggre-
gator 214 is discussed in further detail below in associ-
ation with FIG. 4A.

[0021] After aggregating the event/alert data, for ex-
ample, aggregated data can be provided by the aggre-
gator 214 to the correlator 216. In general, the event cor-
relation system 202 can use the correlator 216 to gener-
ate a chain of events/alerts that may correspond to a
threat scenario, and the event correlation system 202
can use the pattern recognizer 218 (e.g., based on data
provide by the threat intelligence data source 234) to
identify attack patterns associated with the threat sce-
nario, and to further describe and/or enrich threat sce-
nario information. Based on threat scenarios identified
by the correlator 216 and attack patterns identified by the
pattern recognizer 218, and optionally based on operator
input received by the operator input/output component
222, for example, the response generator 220 can pro-
vide appropriate courses of action for responding to
threats to the information technology network 250 and
the operational technology network 252. Operation of the
correlator 216 and the pattern recognizer 218 is dis-
cussed in further detail below in association with FIG. 5A.
[0022] FIG. 3 depicts an example system 300 that can
execute implementations of the present disclosure. In
the present example, the system 300 includes a filtering
and verification system 302 (e.g., corresponding to the
information technology activity data filter 210 and the op-
erational technology activity data filter 212, shownin FIG.
2). The filtering and verification system 302, for example,
can include various hardware and/or software-based
components (e.g., software modules, objects, engines,
libraries, etc.) including a rule-based filter 310 for infor-
mation technology (IT) activity data, a rule-based filter
312 for operational technology (OT) activity data, an op-
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tional verifier 320 for information technology (IT) activity
data, and an optional verifier 322 for operational technol-
ogy (OT) activity data. Various data sources (e.g., data-
bases, file systems, etc.) may maintain data used by the
system 300 and its components. In the present example,
the system 300 includes an information technology (IT)
network data source 330 (e.g., including configuration
management information associated with devices in the
information technology (IT) network domain 102, shown
in FIG. 1), an operational technology (OT) network data
source 332 (e.g., including configuration management
information associated with devices in the operational
technology (OT) network domain 104, shown in FIG. 1),
and a filtered alerts data source 336. In general, the sys-
tem 300 and its various components (e.g., components
310, 312, 320, and 322) can perform functions for
processing event/alert data received from various differ-
ent sources. By removing or filtering out irrelevant
event/alert data (i.e., false positives and/or noise), for
example, the accuracy of correlation engines may be in-
creased.

[0023] In the present example, the filtering and verifi-
cation system 302 can receive information technology
(IT) activity data 340 that includes event/alert data from
an information technology network, and optionally, a cor-
responding DMZ (e.g., the information technology (IT)
network domain 102 and the IT DMZ 106a, shown in FIG.
1), and can receive operational technology (OT) activity
data 342 that includes event/alert data from an opera-
tional technology network, and optionally, a correspond-
ing DMZ (e.g., the operational technology (OT) network
domain 104 and the DMZ 106b, shownin FIG. 1). Insome
implementations, the information technology activity data
340 and/or the operational technology activity data 342
may include log data provided by one or more security
sensors (e.g., security sensors 108a, 108b, 108c, and
108d, shown in FIG. 1). For example, activity data re-
ceived from multiple sources (e.g., multiple security sen-
sors, intrusion detection systems, and/or other security
tools) may be heterogeneous in regard to language, pro-
tocols, and standards. Such activity data may be heter-
ogeneous, for example, not only because of different se-
curity tools in a single domain (which may be resolved
through the use of alert/event standardization/normali-
zation tools that convert data to a standard format), but
because of different protocol standards which may be
employed in multiple different domains by the same se-
curity tool. As another example, a standard format may
be used for communicating activity data. Upon receiving
the information technology activity data 340, forexample,
the filtering and verification system 302 can use the rule-
based filter 310 for information technology activity data
to filter out irrelevant (or "false") events/alerts, based on
data provided by the information technology network data
source 330 (e.g., similar to the information technology
network data source 230, shown in FIG. 2), and in con-
junction with additional rules that may be defined by sys-
tem administrators. Similarly, upon receiving the opera-
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tional technology activity data 342, for example, the fil-
tering and verification system 302 can use the rule-based
filter 312 for operational technology activity data to filter
out irrelevant (or "false") events/alerts, based on data
provided by the operational technology network data-
base 332 (e.g., similar to the operational technology net-
work data source 232, shown in FIG. 2), and in conjunc-
tion with additional rules that may be defined by system
administrators.

[0024] In general, rule-based filtering performed by
each of the rule-based filters 310 and 312 can remove
irrelevant events/alerts (e.g., events/alerts that are not
determined to be associated with a potential attack)
based on a target’s profile and/or characteristics of the
events/alerts. Rule-based filtering, for example, may ap-
ply to defined rules that discard particular events/alerts
(e.g., false positives) based on how frequently
events/alerts with certain characteristics occur, and their
relative rate of change with regard to occurrence. Profile
data for potential targets (e.g., computing devices) in the
information technology network domain 102 (shown in
FIG. 1) can be maintained by the information technology
network data source 330, and profile data for potential
targets (e.g., computing devices, controllers, and sen-
sors) in the operational technology network domain 104
(shown in FIG. 1) can be maintained by the operational
technology network data source 332. For each received
event/alert, for example, an appropriate rule-based filter
may reference profile data from an appropriate network
data source for a target that corresponds to the
event/alert (e.g., based on device address), and can de-
termine whether the received event/alert indicates a po-
tential attack. For example, a network-based intrusion
detection system may not have specificinformation about
an attacker or about a target, but may generate an alert
based on the contents of a communications packet - that
is, the alert may be generated if the packet includes an
exploit directed to a known vulnerability. However, the
generated alert in the present example may or may not
indicate a successful attack on the target. For example,
if an attack relies on certain system attributes (e.g., a
type of operating system), but the system has different
attributes (e.g., a different operating system) that are not
affected by an attempted attack, the attack is rendered
unsuccessful. As another example, if a communications
packet is directed to a computing device that does not
exist on a network, the network drops the communica-
tions packet, rendering the packet ineffective and the at-
tack unsuccessful. By filtering events/alerts associated
with attack attempts that are likely to be unsuccessful,
reconnaissance attempts (intentional or unintentional),
and/or internal activity known to be benign, for example,
the number of events/alerts under consideration may be
reduced, thus reducing the amount of processing in sub-
sequent stages.

[0025] In some implementations, profile data and/or
statuses of potential targets (e.g., computing devices)
may be dynamically determined when filtering received
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events/alerts. For example, after performing rule-based
filtering on the information technology activity data 340,
the filtering and verification system 302 can optionally
use the verifier 320 to dynamically verify profile data for
a target on the information technology network domain
102 (shown in FIG. 1), and the filtering and verification
system 302 can optionally use the verifier 322 to dynam-
ically verify profile data for a target on the operational
technology network domain 104 (shown in FIG. 1). For
each received event/alert that has not been previously
filtered, for example, an appropriate verifier can deter-
mine whether dynamically retrieved information regard-
ing a target corresponding to the event/alert (e.g., based
on device address) indicates that the event/alert is asso-
ciated with actual malicious activity. For example, for an
unfiltered event/alert corresponding to a target on the
information technology network domain 102, the verifier
320 can communicate with a system/network scanner
350 (e.g., with access to configuration management in-
formation) to receive currentinformation about the target.
In the present example, a communications packet may
be directed to an open port on the target, and the rule-
based filter 310 may not filter the corresponding alert.
However, based on information provided by the sys-
tem/network scanner 350, the verifier 320 may determine
that the target has been patched to counter an attack
associated with the alert, for example, rendering the com-
munications packet ineffective and the attack unsuccess-
ful. In the present example, the alert may be filtered out
and/or labeled as a potentially unsuccessful attack. As
another example, for an unfiltered event/alert corre-
sponding to a target on the operational technology net-
work domain 104, the verifier 322 can communicate with
a device virtualization component 352 to receive current
information about the target. In the present example, a
communications packet may be directed to changing a
setting (e.g., a temperature setting, an on/off setting, a
power level, a position, etc.) on the target (e.g., a con-
troller device). The device virtualization component 352,
forexample, can query the target (or one or more sensors
associated with the target) for its status to determine an
effect of the communications packet. A negative effect,
for example, may indicate a potentially successful attack,
whereas a neutral effect or lack of an effect may indicate
a potentially unsuccessful attack.

[0026] After performing rule-based filtering and verifi-
cation, for example, the filtering and verification system
302 can record filtered alert data associated with poten-
tially unsuccessful attacks and/or false positives (e.g., in
the filtered alerts data source 336), and can provide data
associated with potential attacks for further processing.
For example, the alerts 360 may be indicative of potential
attacks on an information technology network (e.g., the
information technology network domain 102, shown in
FIG. 1) and the alerts 362 may be indicative of potential
attacks on an operational technology network (e.g., the
operational technology network domain 104, shown in
FIG. 1). Data maintained by the filtered alerts data source
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336, for example, may be used for generating future se-
curity policies, as is discussed in further detail below in
association with FIG. 5A.

[0027] FIG. 4A depicts an example system 400 that
can execute implementations of the present disclosure.
In the present example, the system 400 includes an alert
aggregation system 402 (e.g., corresponding to the ag-
gregator 214, shown in FIG. 2). The alert aggregation
system 402, for example, can include various hardware
and/or software-based components (e.g., software mod-
ules, objections, engines, libraries, etc.) including an alert
fuser 410 and an alert aggregator 412. In general, the
system 400 and its various components (e.g., compo-
nents 410 and 412) can perform functions for processing
and aggregating event/alert data received from various
different sources. By aggregating event/alert data, for ex-
ample, data redundancy can be decreased, and the ag-
gregated event/alert data may be further processed to
identify trends and correlations in the data.

[0028] Inthe presentexample, the aggregation system
402 canreceive alert data 420 corresponding to potential
attacks on an information technology network (e.g., the
information technology network domain 102, shown in
FIG. 1) and alert data 422 corresponding to potential at-
tacks on an operational technology network (e.g., the op-
erational technology network domain 104, shown in FIG.
1). Upon receiving the alert data 420 and the alert data
422, for example, the aggregation system 402 can use
the fuser 410 to combine similar alerts, which may have
been generated by different intrusion detection systems,
security tools and/or sensors. For example, if multiple
intrusion detection systems are included in the system
100, a malicious packet may be detected by each of the
intrusion detection systems, and each of the systems
may generate a similar alert in response to detecting the
packet. In the present example, each of the similar alerts
may include similar data, yet may have slightly different
timestamps (e.g., due to network traffic speeds). If the
fuser410 determines that multiple alerts are related (e.qg.,
the alerts were generated inresponse to the same packet
or event based on having similar data and having times-
tamps within a threshold similarity value), for example,
the multiple alerts may be combined into a meta-alert.
The fuser 410 can provide meta-alerts 430 and raw alerts
432 (i.e., uncombined alerts) to the alert aggregator 412.
[0029] Upon receiving the meta-alerts 430 and raw
alerts 432 from the alert fuser 410, for example, the alert
aggregator 412 can aggregate the sets of alerts 430 and
432, based on data similarities. In general, alert aggre-
gation may include combining alerts that have similar
characteristics, which may indicate launch from and/or
targeting of one or more computing devices. For exam-
ple, an attack may include the scanning of particular com-
puting devices included in an information technology net-
work and computing devices included in an operational
technology network, by multiple attackers. In the present
example, alerts from the information technology network
and alerts from the operational technology network may
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be aggregated to reflect that the alerts are associated
with the same type of attack.

[0030] In some implementations, each of the sets of
alerts 430 and 432 may have similar data formats (e.g.,
an intrusion detection message exchange format (ID-
MEF)), and may include data fields for source address,
destination address, port number, timestamp, priority,
and attack description. If the alert aggregator 412 deter-
mines that two or more of the meta-alerts 430 and/or the
raw alerts 432 are similar based on criteria that pertains
to data included in each alert (e.g., two or more alerts
have the same destination address (and optionally, port
number) and have timestamps within a threshold simi-
larity value, two or more alerts have the same source
address and have timestamps within a threshold similar-
ity value, two or more alerts are targeted to similar serv-
ices, or another suitable criteria based on similarity of
alert attributes), for example, the alert aggregator 412
may aggregate the alerts. While the description above
with regard to two or more of the meta-alerts 430 or raw
alerts 432 being similar based on criteria that pertains to
data included in each alert (and then being aggregated),
it should be understood that the alert aggregator 412 may
determine that a large or very large number of alerts are
related (e.g. hundreds, thousands, or more alerts) and
aggregate those alerts into a single record or data struc-
ture that facilitates efficient processing of a large volume
of alert data. The alert aggregation system 402 can pro-
vide aggregated alerts 440 and non-aggregated alerts
442 as a combined set of meta and raw alerts 450 for
further processing. The alertaggregation system 402 can
also generate and store a data structure that represents
both aggregated alerts and a relationship between dif-
ferent aggregated alerts, for example, based on a source
and destination address in the aggregated alert. Once
generated and stored, the data structure (described in
greater detail below) can be further processed by the
system, such as event correlation system 150 and sys-
tem 500. In some implementations, the aggregated alerts
440 can be provided by the alert aggregation system 402
to an event analysis and management system 460 for
further analysis.

[0031] FIG. 4B depicts an example data structure 480
that can be used by implementations of the present dis-
closure once it is generated and stored by the alert ag-
gregation system 402. In some implementations, the data
structure 480 (e.g., a directed graph) can be generated
and used to represent the meta and raw alerts 450 pro-
vided by the alert aggregation system 402. Nodes (e.g.,
node 482, node 484) in the data structure 480 can rep-
resent entities referenced in the meta and raw alerts 450,
such as computing devices/assets (e.g., devices/assets
within the information technology (IT) network domain
102, the IT DMZ 106a, the operational technology (OT)
network domain 104, and the OT DMZ 106b), internet
protocol (IP) addresses, and ports. Edges (e.g., edge
486) in the data structure 480 can represent relationships
between the entities (e.g., an aggregated event occurring
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between two entities). For example, the edge 486 can
representacommunication event (e.g.,includingatimes-
tamp) between an originating computing device (e.g., a
server) represented by the node 482 and a destination
computing device (e.g., a DMZ server) represented by
the node 484, and can be directed from the node 482 to
the node 484. When representing computing devices and
assets, addresses, and ports with unique nodes in a di-
rected graph, for example, replication of entities may be
avoided. When representing relationships between enti-
ties as edges in a directed graph, for example, multiple
related alerts (e.g., alerts that include similar timestamp
data and/or related message data) can be represented
by a single edge between two nodes. For example, a
particular computing device may attempt a series of port
scans on each of a set of other devices. In the present
example, the particular computing device (i.e., an origin)
and each of the set of other devices (i.e., destinations)
can be represented by nodes, and the port scans on each
of the set of other devices can be consolidated and rep-
resented by arespective edge (e.g., an aggregated event
or meta alert) between the particular computing device
and each of the other devices.

[0032] In some implementations, when aggregating
alert data and representing the alert data in a data struc-
ture, an edge that represents a relationship between two
entities may be annotated with information that indicates
a range of values included in a set of alerts that corre-
spond to the edge. For example, if an originating device
performs a series of port scans on a destination device
over the course of a period of time, a single edge between
a node representing the originating device and a node
representing the destination device can be annotated
with a value indicating a time of a first port scan during
the period of time, a value indicating a time of a last port
scan during the period of time, and a count of a total
number of port scans during the period of time. As an-
other example, if an originating device scans a range of
ports on a destination device, a single edge between a
node representing the originating device and a node rep-
resenting the destination device can be appended with
values indicating each of the ports scanned.

[0033] FIG. 5A depicts an example system 500 that
can execute implementations of the present disclosure.
In the present example, the system 500 includes an alert
correlation and pattern extraction system 502 (e.g., cor-
responding to the correlator 216 and the pattern recog-
nizer 218, shown in FIG. 2). The alert correlation and
pattern extraction system 502 can include various hard-
ware and/or software-based components (e.g., software
modules, objects, engines, libraries, etc.) including an
alert extractor 510, an alert correlator 512, a pattern ex-
tractor 514, a threat analyzer 516, and a visualization
generator 518. Various data sources (e.g., databases,
file systems, etc.) may maintain data used by the system
500 and its components. In the present example, the sys-
tem 500 includes a targets and attackers data source
530, a threat intelligence data source 534 (e.g., similar
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to the threat intelligence data source 234, shown in FIG.
2), and an unsuccessful attacks data source 536 (e.g.,
including data provided by the filtered alerts data source
336, shown in FIG. 3). In general, the system 500 and
its various components (e.g., components 510, 512, 514,
516, and 518) can perform functions for processing and
correlating aggregated event/alert data. By correlating
aggregated alert data, for example, complex multi-step
attacks against an entire industrial control system net-
work (e.g., including information technology and opera-
tional technology network domains) may be detected.
[0034] Inthe present example, the correlation and pat-
tern extraction system 502 can receive meta and raw
alerts 550 (e.g., similar to the meta and raw alerts 450,
shown in FIG. 4A) from the alert aggregation system 402
(shown in FIG. 4A). The meta and raw alerts 550, for
example, may include aggregated and non-aggregated
alerts that are associated with suspicious network activity
from multiple different network domains (e.g., the indus-
trial technology (IT) network domain 102, the IT DMZ
106a, the operational technology (OT) network domain
104, and the OT DMZ 106b, shown in FIG. 1). In some
implementations, the meta and raw alerts may 550 may
be represented by a data structure (e.g., the data struc-
ture 480, shown in FIG. 4B). Upon receiving the meta
and raw alerts 550, for example, the correlation and pat-
tern extraction system 502 can provide alert data to the
alert extractor 510 and to the alert correlator 512. The
alert extractor 510, for example, can analyze the meta
and raw alerts 550, can extract information from the meta
and raw alerts, and can generate a list of computing de-
vices that are targets of attacks, along with data corre-
sponding to attackers of the targets, such as internet pro-
tocol (IP) addresses of the attackers. In some implemen-
tations, the alert extractor 510 can traverse the data struc-
ture 480 (e.g., a directed graph) and mine the data struc-
ture for internet protocol (IP) addresses, uniform re-
source locator (URL) information, and other relevant da-
ta. Data associated with targets and attackers can be
provided by the alert extractor 510 to the targets and
attackers data source 530, for example. The alert corre-
lator 512, for example, can generate one or more threat
scenarios 560 (e.g., chains of events/alerts that indicate
attack paths), based on data (e.g., attack signatures and
profiles) provided by the threat intelligence data source
534.

[0035] In general, correlating alert data may include
enriching (e.g., labeling) the alert data, linking related
alerts, and identifying an attack path indicated by the
linked alerts. For example, the alert correlator 512 can
generate threat scenarios 560 by determining chains of
alerts included in the meta and raw alerts 550, and op-
tionally prioritizing, labeling, or otherwise enriching alert
data, based on data provided by the threat intelligence
data source 534. Attack signatures and profiles within
the threat intelligence data source 534, for example, may
relate to communication patterns between computing de-
vices, and may include information related to potential



15 EP 3 079 337 A1 16

target devices for a type of attack. As new attacks are
detected, for example, information related to attack sig-
natures and profiles may be added to the threat intelli-
gence data source 534.

[0036] Enriching alert data, for example, may include
analyzing alert data (e.g., the meta and raw alerts 550)
and identifying alerts that are associated with a particular
attacker. For example, a multi-stage attack performed by
an attacker may include reconnaissance, delivery, and
installation stages. Each stage, for example, may include
communication between the attacker and one or more
computing devices on a network during one or more ses-
sions. When enriching the meta and raw alerts 550, for
example, the alert correlator 512 can use information pro-
vided by the targets and attackers data source 530, the
threat intelligence data source 534, and/or additional
threat intelligence services to identify alerts that are as-
sociated with communications from the particular attack-
er (e.g., indicated by Internet Protocol (IP) address and
country of origin information), and can label or otherwise
enrich information related to the alerts as being poten-
tially related to a multi-stage attack.

[0037] Linking alert data, for example, may include an-
alyzing previously enriched (e.g., labeled) alerts/events.
For example, a subset of the meta and raw alerts 550
may be labeled as being related to an attack performed
by a previously identified attacker. The subset of alerts,
for example, may correspond to communication with the
attacker and with subsequent alerts that may result from
the communication (e.g., after the delivery of a malicious
payload). In some implementations, atime-based thresh-
old may be used to determine whether two or more alerts
are to be linked. For example, the alert correlator 512
may link two or more similarly labeled alerts if the alerts
have timestamps within a suitable time threshold value
(e.g., one minute, five minutes, ten minutes, or another
suitable value). The time threshold value, for example,
may be a configurable tuning parameter. In some imple-
mentations, linking alert data (i.e., determining a chain
of alerts) may depend on a type of attack indicated by an
attack signature and/or profile, or another sort of indicator
(e.g., an address of an attacker and/or target). For ex-
ample, a different sub-function may be used by the alert
correlator 512 for determining a chain of alerts for each
different type of attack, based on attack signatures and
profiles defined by the threat intelligence data source
534.

[0038] Identifyingan attack path indicated by the linked
alerts, for example, may include identifying steps that an
attacker takes toward an intended target. The alert cor-
relator 512, for example, can analyze previously linked
alerts to identify an attack path that may cross one or
more network domains. In general, identifying an attack
path may include determining a series of communica-
tions between computing devices. For example, an at-
tacker may attempt to change the status of a controller
device in an operational technology (OT) network, but
lack physical access. In the present example, to gain
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access to the controller device, the attacker may launch
an attack against a computer device in an information
technology (IT) network, and may exploit the computer
device in order to step to a human-machine interface
(HMI) device in the operational technology network, and
then may further exploit the human-machine interface
device in order to step to the controller device. Informa-
tion associated with identified attack paths can be used
by the alert correlator 512, to determine one or more
threat scenarios 560.

[0039] Insome implementations, correlating alert data
may include traversing a data structure and determining
whether paths included in the data structure are of inter-
est (e.g., represent an attack) or are irrelevant (e.g., rep-
resent false positives, noise, etc.). Referring to FIG. 5B,
for example, an example data structure 580 (e.g., a di-
rected graph) is shown. The alert correlator 512, for ex-
ample, can use information provided by the threat intel-
ligence data source 534 and/or other rule or pattern-
based sources and/or anomaly detection mechanisms
to determine which paths may be of interest, and which
paths may be irrelevant. As another example, an anom-
aly detection mechanism may observe an unusual oc-
currence of communication between computing devices
(e.g., communication between an external host and a
programmable logic controller (PLC)), an unusual rate of
events between computing devices in a particular time-
frame, or another sort of anomaly. Paths including nodes
and edges corresponding to one or more anomalous oc-
currences, for example, may be of interest.

[0040] In some implementations, paths that are deter-
mined to be irrelevant may be pruned from a data struc-
ture. In the present example, nodes 482a, 482b, 482c,
and 482d can represent computing devices (e.g., serv-
ers) within the information technology (IT) network do-
main 102, the IT DMZ 106a, the operational technology
(OT) network domain 104, or the OT DMZ 106b. The
alert correlator 512, for example, may determine that the
nodes 482a, 482b, 482c, and 482d are without relation-
ship edges directed to them, and that the nodes do not
represent originating devices (i.e., devices that are iden-
tified as originating an attack path). Thus, in the present
example, the nodes 482a, 482b, 482c, and 482d may be
determined as being irrelevant to a path of interest, and
the nodes and any edges directed from the nodes that
represent relationships to other computing devices rep-
resented in the data structure 580 may be pruned by the
alert correlator 512. The pruned data structure can then
be stored for further processing and/or for display to a
system operator.

[0041] In some implementations, information related
to paths that have previously been identified (e.g., by an
operator) as being irrelevant may be used to prune paths
from a data structure. For example, a path that had pre-
viously been determined by the alert correlator 512 as
being a potential path of interest may be identified by an
operator as being irrelevant (e.g., a false positive). In the
present example, if the alert correlator 512 determines
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that a particular path includes characteristics of the path
that was identified as being irrelevant (e.g., based on
information provided by the threat intelligence data
source 534), the particular path may be pruned from the
data structure 580.

[0042] Referring to FIG. 5C, for example, an example
data structure 590 (e.g., a pruned version of the example
data structure 580) is shown. The alert correlator 512
can use information from the threat intelligence data
source 534, for example, to enrich the example data
structure 590 to include additional information regarding
one or more paths of interest, such as information related
to past actions associated with computing devices rep-
resented by nodes included in the data structure. For
example, if a particular computing device has been re-
ported as being associated with malicious activities, a
node representing the computing device may be en-
riched to include such information.

[0043] Referring againto FIG. 5A, the threat scenarios
560 can be provided by the event correlator 512, for ex-
ample, to the threat analyzer 516 and the visualization
generator 518. In some implementations, the threat sce-
narios 560 may be represented by a pruned data struc-
ture. For example, the data structure 590 (e.g., a pruned
directed graph, shown in FIG. 5C) may include various
paths of interest (i.e., potential attack paths), enriched
with additional information. In some implementations, the
alert correlator 512 can provide uncorrelated meta-alerts
562 to an event analysis and management system 570
(e.g., a security information and event management
(SIEM) system). For example, an uncorrelated meta-
alert may eventually be correlated to other alerts (e.g.,
after additional event/alert data is collected), and the pre-
viously uncorrelated meta-alert may be correlated togen-
erate an additional threat scenario. In some implemen-
tations, the alert correlator 512 can provide correlated
meta-alerts 562 to the event analysis and management
system 570. For example, the event analysis and man-
agement system 570 may support a format to receive
correlated and/or uncorrelated meta-alerts.

[0044] The alert correlation and pattern extraction sys-
tem 502 can use the pattern extractor 514, for example,
to detect previously unknown security threats. For exam-
ple, the pattern extractor 514 can analyze data from the
targets and attackers data source 530 and from the un-
successful attacks data source 536 to identify patterns,
signatures, and rules associated with potential security
attacks. In some implementations, data related to poten-
tial attacks can be provided to one or more components
for use in identifying and/or preventing future attacks. In
the present example, data from the pattern extractor 514
can be provided to a risk management component 572
and/or to the threat intelligence data source 534. In gen-
eral, the risk management component 572 may provide
information to a user (e.g., a network administrator) to
assistin installing new software or software patches with-
in a system, based on identified risks.

[0045] The alert correlation and pattern extraction sys-
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tem 502 can use the threat analyzer 516, for example,
to analyze the threat scenarios 560, and to generate data
associated with one or more courses of action 574. For
example, the threat analyzer 516 can determine the im-
pact of attacks on the operation of information technology
and operational technology networks (e.g., the informa-
tion technology network domain 102 and the operational
technology network domain 104, shown in FIG. 1), rank
threat scenarios 560 based on their importance and on
system priorities, and provide courses of action 574 rel-
evant to each threat scenario (e.g., based on information
provided by the threat intelligence data source 534).
Processed threat scenario data, for example, can be pro-
vided by the threat analyzer 516 to the threat intelligence
data source 534. In some implementations, appropriate
courses of action 574 may be provided for each domain
(e.g., information technology and operational technolo-
gy) and/or each device in an industrial control system
network. Courses of action 574, forexample, may include
actions such as closing ports on computing devices,
blocking communications that originate from particular
internet protocol addresses, shutting down computing
devices, and so forth.

[0046] The alert correlation and pattern extraction sys-
tem 502 can use the visualization generator 518, for ex-
ample, to generate one or more reports and/or diagrams
(e.g., diagram 576). For example, the visualization gen-
erator 518 can analyze the threat scenarios 560 and can
determine a progression of system states and commu-
nication paths during an attack. Ingeneral, diagrams gen-
erated by the visual generator 518 may include sunburst
diagrams, node diagrams, and/or other suitable dia-
grams, which may illustrate communications patterns be-
tween computing devices in a network. In some imple-
mentations, a visualization may be generated based on
a data structure that represents one or more potential
paths of interest (e.g., attack paths). For example, the
data structure 590 (e.g., a pruned directed graph, shown
in FIG. 5C) can be used by the visualization generator
518 to generate the diagram 576. The diagram 576, for
example, can be presented to an operator by the interface
device 154 (shown in FIG. 1). Upon reviewing the dia-
gram 576, for example, the operator may identify anom-
alous network activity and/or may identify one or more
irrelevant paths (e.g., false positives, noise, etc.).
[0047] FIG. 6is aflowchart of an example process 600
thatcan be executedin accordance withimplementations
of the present disclosure. The process 600, for example,
can be performed by systems such as one or more of
the example systems described above. Briefly, the ex-
ample process 600 includes receiving activity data from
multiple domains, filtering and verifying the activity data,
aggregating the activity data, correlating the activity data,
and providing one or more visualizations and courses of
action in response to the activity data.

[0048] Activity data can be received from multiple do-
mains (602). Referring to FIGS. 1 and 2 and as discussed
above, for example, activity data (e.g., event/alert data
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provided by one or more intrusion detection systems)
can be received by an event correlation system. In the
present example, activity data can be received from an
information technology (IT) and from an operational tech-
nology (OT) network.

[0049] Activity data can be filtered and verified (604).
Referring to FIGS. 2 and 3 and as discussed above, for
example, information technology (IT) and operational
technology (OT) activity data can be filtered, verified, and
further processed. Filtered activity data can be main-
tained for further use (e.g., by one or more threat intelli-
gence services). Activity data (e.g., raw alerts) indicative
of potential attacks can be provided for aggregation.
[0050] Activity data can be aggregated (606). Refer-
ring to FIGS. 2 and 4 and as discussed above, for exam-
ple, raw alerts from an information technology (IT) and
from an operational technology (OT) network can be
fused and aggregated. Fused and aggregated alerts (i.e.,
meta-alerts) and raw alerts can be provided for correla-
tion.

[0051] Activity data can be correlated (608). Referring
to FIGS. 2 and 5 and as discussed above, for example,
meta-alerts and raw alerts can be correlated, based on
threat intelligence (e.g., attack signatures and profiles).
Further, the meta-alerts and raw alerts can be extracted
to identify data associated with targets and attackers.
Based on data associated with the targets and attackers
and based on previously filtered activity data, for exam-
ple, patterns can be extracted and the threat intelligence
can be updated.

[0052] One or more visualizations and/or courses of
action can be provided (610). Referring to FIGS. 2 and
5 and as discussed above, for example, by correlating
meta-alerts and raw alerts, one or more threat scenarios
may be identified, which can be used for generating vis-
ualizations and/or for identifying courses of action. Fur-
ther, information associated with meta-alerts may be pro-
vided to an event analysis and management system.
[0053] Embodiments of the subject matter and the
functional operations described in this specification can
be implemented in digital electronic circuitry, in tangibly-
embodied computer software or firmware, in computer
hardware, including the structures disclosed in this spec-
ification and their structural equivalents, or in combina-
tions of one or more of them. Embodiments of the subject
matter described in this specification can be implemented
as one or more computer programs, i.e., one or more
modules of computer program instructions encoded on
a tangible non-transitory program carrier for execution
by, or to control the operation of, data processing appa-
ratus. Alternatively or in addition, the program instruc-
tions can be encoded on an artificially-generated propa-
gated signal, e.g., a machine-generated electrical, opti-
cal, or electromagnetic signal, that is generated to en-
code information for transmission to suitable receiver ap-
paratus for execution by a data processing apparatus.
The computer storage medium can be a machine-read-
able storage device, a machine-readable storage sub-
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strate, a random or serial access memory device, or a
combination of one or more of them.

[0054] The term "data processing apparatus" refers to
data processing hardware and encompasses all kinds of
apparatus, devices, and machines for processing data,
including by way of example a programmable processor,
a computer, or multiple processors or computers. The
apparatus can also be or further include special purpose
logic circuitry, e.g., an FPGA (field programmable gate
array) or an ASIC (application-specific integrated circuit).
The apparatus can optionally include, in addition to hard-
ware, code that creates an execution environment for
computer programs, e.g., code that constitutes proces-
sor firmware, a protocol stack, a database management
system, an operating system, or a combination of one or
more of them.

[0055] A computer program, which may also be re-
ferred to or described as a program, software, a software
application, a module, a software module, a script, or
code, can be written in any form of programming lan-
guage, including compiled or interpreted languages, or
declarative or procedural languages, and it can be de-
ployed in any form, including as a stand-alone program
or as amodule, component, subroutine, or other unit suit-
able for use in a computing environment. A computer
program may, but need not, correspond to a file in a file
system. A program can be stored in a portion of a file that
holds other programs or data, e.g., one or more scripts
stored in a markup language document, in a single file
dedicated to the program in question, or in multiple co-
ordinated files, e.g., files that store one or more modules,
sub-programs, or portions of code. A computer program
can be deployed to be executed on one computer or on
multiple computers that are located at one site or distrib-
uted across multiple sites and interconnected by a com-
munication network.

[0056] The processes and logic flows described in this
specification can be performed by one or more program-
mable computers executing one or more computer pro-
grams to perform functions by operating on input data
and generating output. The processes and logic flows
can also be performed by, and apparatus can also be
implemented as, special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (ap-
plication-specific integrated circuit).

[0057] Computers suitable for the execution of a com-
puter program include, by way of example, general or
special purpose microprocessors or both, or any other
kind of central processing unit. Generally, a central
processing unit will receive instructions and data from a
read-only memory or a random access memory or both.
The essential elements of a computer are a central
processing unit for performing or executing instructions
and one or more memory devices for storing instructions
and data. Generally, a computer will also include, or be
operatively coupled to receive data from or transfer data
to, or both, one or more mass storage devices for storing
data, e.g., magnetic, magneto-optical disks, or optical
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disks. However, a computer need not have such devices.
Moreover, a computer can be embedded in another de-
vice, e.g., amobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console,
a Global Positioning System (GPS) receiver, or a porta-
ble storage device, e.g., auniversal serial bus (USB)flash
drive, to name just a few.

[0058] Computer-readable media suitable for storing
computer program instructions and data include all forms
of non-volatile memory, media and memory devices, in-
cluding by way of example semiconductor memory de-
vices, e.g., EPROM, EEPROM, and flash memory de-
vices; magnetic disks, e.g., internal hard disks or remov-
able disks; magneto-optical disks; and CD-ROM and
DVD-ROM disks. The processor and the memory can be
supplemented by, or incorporated in, special purpose
logic circuitry.

[0059] To provide for interaction with a user, embodi-
ments of the subject matter described in this specification
can be implemented on a computer having a display de-
vice, e.g., a CRT (cathode ray tube) or LCD (liquid crystal
display) monitor, for displaying information to the user
and a keyboard and a pointing device, e.g., a mouse or
a trackball, by which the user can provide input to the
computer. Other kinds of devices can be used to provide
for interaction with a user as well; for example, feedback
provided to the user can be any form of sensory feedback,
e.g., visual feedback, auditory feedback, or tactile feed-
back; and input from the user can be received in any
form, including acoustic, speech, or tactile input. In ad-
dition, a computer can interact with a user by sending
documents to and receiving documents from a device
that is used by the user; for example, by sending web
pages to a web browser on a user’s device in response
to requests received from the web browser.

[0060] Embodiments of the subject matter described
in this specification can be implemented in a computing
system that includes a back-end component, e.g., as a
data server, or that includes a middleware component,
e.g., an application server, or that includes a front-end
component, e.g., a client computer having a graphical
user interface or a Web browser through which a user
can interact with an implementation of the subject matter
described in this specification, or any combination of one
or more such back-end, middleware, or front-end com-
ponents. The components of the system can be intercon-
nected by any form or medium of digital data communi-
cation, e.g., a communication network. Examples of com-
munication networks include a local area network (LAN)
and a wide area network (WAN), e.g., the Internet.
[0061] The computing system can include clients and
servers. A client and server are generally remote from
each other and typically interact through a communica-
tion network. The relationship of client and server arises
by virtue of computer programs running on the respective
computers and having a client-server relationship to each
other. In some embodiments, a server transmits data,
e.g., an HTML page, to a user device, e.g., for purposes
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of displaying data to and receiving user input from a user
interacting with the user device, which acts as a client.
Data generated at the user device, e.g., a result of the
user interaction, can be received from the user device at
the server.

[0062] An example of one such type of computer is
shown in FIG. 7, which shows a schematic diagram of a
generic computer system 700. The system 700 can be
used for the operations described in association with any
of the computer-implement methods described previous-
ly, according to one implementation. The system 700 in-
cludes a processor 710, a memory 720, a storage device
730, and an input/output device 740. Each of the com-
ponents 710, 720, 730, and 740 are interconnected using
a system bus 750. The processor 710 is capable of
processing instructions for execution within the system
700. Inone implementation, the processor 710 is a single-
threaded processor. In anotherimplementation, the proc-
essor 710 is a multi-threaded processor. The processor
710 is capable of processing instructions stored in the
memory 720 or on the storage device 730 to display
graphical information for a user interface on the input/out-
put device 740.

[0063] The memory 720 stores information within the
system 700. In one implementation, the memory 720 is
a computer-readable medium. In one implementation,
the memory 720 is a volatile memory unit. In another
implementation, the memory 720 is a non-volatile mem-
ory unit.

[0064] The storage device 730 is capable of providing
mass storage for the system 700. In one implementation,
the storage device 730 is a computer-readable medium.
In various different implementations, the storage device
730 may be a floppy disk device, a hard disk device, an
optical disk device, or a tape device.

[0065] The input/output device 740 provides input/out-
putoperations for the system 700. In one implementation,
the input/output device 740 includes a keyboard and/or
pointing device. In anotherimplementation, the input/out-
put device 740 includes a display unit for displaying
graphical user interfaces.

[0066] While this specification contains many specific
implementation details, these should not be construed
as limitations on the scope of any invention or on the
scope of what may be claimed, but rather as descriptions
of features that may be specific to particular embodi-
ments of particular inventions. Certain features that are
described in this specification in the context of separate
embodiments can also be implemented in combination
in a single embodiment. Conversely, various features
that are described in the context of a single embodiment
can also be implemented in multiple embodiments sep-
arately or in any suitable subcombination. Moreover, al-
though features may be described above as acting in
certain combinations and even initially claimed as such,
one or more features from a claimed combination can in
some cases be excised from the combination, and the
claimed combination may be directed to a subcombina-



23 EP 3 079 337 A1

tion or variation of a subcombination.

[0067] Similarly, while operations are depicted in the
drawings in a particular order, this should not be under-
stood as requiring that such operations be performed in
the particular order shown or in sequential order, or that
all illustrated operations be performed, to achieve desir-
able results. In certain circumstances, multitasking and
parallel processing may be advantageous. Moreover, the
separation of various system modules and components
in the embodiments described above should not be un-
derstood as requiring such separation in all embodi-
ments, and it should be understood that the described
program components and systems can generally be in-
tegrated together in a single software product or pack-
aged into multiple software products.

[0068] Particularimplementations of the subjectmatter
have been described. Other implementations are within
the scope of the following claims. For example, the ac-
tions recited in the claims can be performed in a different
order and still achieve desirable results. As one example,
the processes depicted in the accompanying figures do
not necessarily require the particular order shown, or se-
quential order, to achieve desirable results. In some cas-
es, multitasking and parallel processing may be advan-
tageous.

Embodiments

[0069] Although the present invention is defined in the
attached embodiments, it should be understood that the
present invention can also (alternatively) be defined in
accordance with the following groups of embodiments:

Group 1:

1. A computer-implemented method for corre-
lating domain activity data, the method compris-

ing:

receiving first domain activity data from a
first network domain and second domain
activity data from a second network domain,
the first domain activity data and the second
domain activity data including events,
alerts, or both from the respective first and
second network domains;

filtering the first domain activity data and the
second domain activity data to remove ir-
relevant activity data, based on a first set of
profile data for devices in the first network
domain and a second set of profile data for
devices in the second network domain;
aggregating unfiltered first domain activity
data and unfiltered second domain activity
data;

correlating aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to determine an attack
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path for an attack that occurs across the first
network domain and the second network
domain, based on attack signatures and
profiles associated with previously identi-
fied attacks; and

generating a visualization of the attack path.

2. The method of embodiment 1, wherein the
first domain activity data, the second domain ac-
tivity data, or both, includes log data provided
by one or more security sensors.

3. The method of embodiment 1, wherein the
first network domain is an information technol-
ogy network domain and the second network
domain is an operational technology network
domain.

4. The method of embodiment 1, wherein the
filtering comprises:

determining, for each event or alert, a cor-
responding attack and a corresponding tar-
get;

determining, based on profile data for the
corresponding target, that the attack on the
target is rendered unsuccessful; and
filtering the corresponding event or alert.

5. The method of embodiment 4, wherein the
filtering comprises:

for each unfiltered event or alert, dynami-
cally retrieving current status information
about the corresponding target;
determining, based the current status infor-
mation about the corresponding target, that
the attack on the target is rendered unsuc-
cessful; and

filtering the corresponding event or alert.

6. The method of embodiment 1, wherein the
aggregating comprises determining that two or
more alerts were generated in response to de-
tecting a same packet, and combining the alerts
into a meta-alert.

7. The method of embodiment 6, wherein the
aggregating comprises determining that two or
more alerts, meta-alerts, or both, are associated
with a same attack or have similar characteris-
tics, and combining the alerts, meta-alerts, or
both.

8. The method of embodiment 7, wherein the
aggregating is performed when the two or more
alerts, meta-alerts, or both have timestamps
within a threshold similarity value and include
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the same destination address, the same source
address, or both.

9. The method of embodiment 1, wherein the
correlating comprises:

labeling the aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to identify two or more
alerts, meta-alerts, or both that are associ-
ated with a particular attacker;

linking the activity data that is labeled as
being associated with the particular attacker
to identify a chain of two or more alerts, me-
ta-alerts, or both; and

determining the attack path that occurs
across the first network domain and the sec-
ond network domain, including determining
a series of communications between one or
more devices in the first network domain
and one or more devices in the second net-
work domain.

10. The method of embodiment 1, wherein two
or more alerts, meta-alerts, or both are linked
when the alerts or meta-alerts have timestamp
values within a time threshold value.

11. The method of embodiment 1, further com-
prising:

based on filtered first domain activity data
and filtered second domain activity data, de-
termining and storing filtered data associat-
ed with unsuccessful attacks; and

based on aggregated unfiltered first domain
activity data and unfiltered second domain
activity data, determining and storing data
associated with targets and attackers;
wherein the attack signatures and profiles
are based on the filtered data associated
with unsuccessful attacks and on the data
associated with targets and attackers.

12. The method of embodiment 11, wherein the
data associated with targets and attackers in-
cludes references to devices that are targets of
attacks, and references to addresses of attack-
ers.

13. The method of embodiment 1, further com-
prising:

receiving data associated with the attack
path;

in response toreceiving the data associated
with the attack path, determining an impact
of the attack on the first network domain and
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on the second network domain; and
providing an appropriate course of action
for the first network domain and the second
network domain.

14. The method of embodiment 1, further com-
prising:

correlating aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to determine multiple at-
tack paths;

for each of the attack paths, determining an
impact of the attack on the first network do-
main and on the second network domain;
and

ranking each of the multiple attack paths,
based on the impact of the respective at-
tack.

Group 2:

1. A computer-implemented method for corre-
lating domain activity data, the method compris-

ing:

receiving first domain activity data from a
first network domain and second domain
activity data from a second network domain,
the first domain activity data and the second
domain activity data including events,
alerts, or both from the respective first and
second network domains;

filtering the first domain activity data and the
second domain activity data to remove ir-
relevant activity data, based on a first set of
profile data for devices in the first network
domain and a second set of profile data for
devices in the second network domain;
aggregating unfiltered first domain activity
data and unfiltered second domain activity
data;

correlating aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to determine an attack
path for an attack that occurs across the first
network domain and the second network
domain, based on attack signatures and
profiles associated with previously identi-
fied attacks; and

generating a visualization of the attack path.

2. The method of embodiment 1, wherein the
first domain activity data, the second domain ac-
tivity data, or both, includes log data provided
by one or more security sensors.

3. The method of embodiment 1, wherein the
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first network domain is an information technol-
ogy network domain and the second network
domain is an operational technology network
domain.

4. The method of embodiment 1, wherein the
filtering comprises:

determining, for each event or alert, a cor-
responding attack and a corresponding tar-
get;

determining, based on profile data for the
corresponding target, that the attack on the
target is rendered unsuccessful; and
filtering the corresponding event or alert.

5. The method of embodiment 4, wherein the
filtering comprises:

for each unfiltered event or alert, dynami-
cally retrieving current status information
about the corresponding target;
determining, based the current status infor-
mation about the corresponding target, that
the attack on the target is rendered unsuc-
cessful; and

filtering the corresponding event or alert.

6. The method of embodiment 1, wherein the
aggregating comprises determining that two or
more alerts were generated in response to de-
tecting a same packet, and combining the alerts
into a meta-alert.

7. The method of embodiment 6, wherein the
aggregating comprises determining that two or
more alerts, meta-alerts, or both, are associated
with a same attack or have similar characteris-
tics, and combining the alerts, meta-alerts, or
both.

8. The method of embodiment 7, wherein the
aggregating is performed when the two or more
alerts, meta-alerts, or both have timestamps
within a threshold similarity value and include
the same destination address, the same source
address, or both.

9. The method of embodiment 1, wherein the
correlating comprises:

labeling the aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to identify two or more
alerts, meta-alerts, or both that are associ-
ated with a particular attacker;

linking the activity data that is labeled as
being associated with the particular attacker
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to identify a chain of two or more alerts, me-
ta-alerts, or both; and

determining the attack path that occurs
across the first network domain and the sec-
ond network domain, including determining
a series of communications between one or
more devices in the first network domain
and one or more devices in the second net-
work domain.

10. The method of embodiment 1, wherein two
or more alerts, meta-alerts, or both are linked
when the alerts or meta-alerts have timestamp
values within a time threshold value.

11. The method of embodiment 1, further com-
prising:

based on filtered first domain activity data
andfiltered second domain activity data, de-
termining and storing filtered data associat-
ed with unsuccessful attacks; and

based on aggregated unfiltered first domain
activity data and unfiltered second domain
activity data, determining and storing data
associated with targets and attackers;
wherein the attack signatures and profiles
are based on the filtered data associated
with unsuccessful attacks and on the data
associated with targets and attackers.

12. The method of embodiment 11, wherein the
data associated with targets and attackers in-
cludes references to devices that are targets of
attacks, and references to addresses of attack-
ers.

13. The method of embodiment 1, further com-
prising:

receiving data associated with the attack
path;

inresponse to receiving the data associated
with the attack path, determining an impact
of the attack on the first network domain and
on the second network domain; and
providing an appropriate course of action
for the first network domain and the second
network domain.

14. The method of embodiment 1, further com-
prising:

correlating aggregated unfiltered first do-
main activity data and unfiltered second do-
main activity data to determine multiple at-
tack paths;

for each of the attack paths, determining an



29

impact of the attack on the first network do-
main and on the second network domain;
and
ranking each of the multiple attack paths,
based on the impact of the respective at-
tack.

Claims

A computer-implemented method for transforming
representations of network activity data, the method
being executed by one or more processors and com-
prising:

receiving a data structure that represents com-
munication events between computing devices
of one or more networks, wherein the data struc-
ture is a directed graph stored in a graph data-
base;

analyzing the data structure and determining a
set of potential attack paths represented in the
data structure;

assigning a score to each potential attack path
in the set of potential attack paths;

removing potential attack paths from the set of
potential attack paths that have scores that do
not meet a predetermined threshold;

ranking potential attack paths that remain in the
set of potential attack paths, based on each
score assigned to each potential attack path;
and

providing the data structure that includes a
ranked set of potential attack paths.

The method of claim 1, wherein the computing de-
vices of the one or more networks are represented
by nodes of the directed graph, and the communi-
cation events are represented by directed edges be-
tween the nodes of the directed graph.

The method of claim 2, wherein determining the set
of potential attack paths represented in the data
structure includes traversing the directed graph
based on timestamp information associated with the
directed edges between the nodes to determine a
plurality of node sequences, each node sequence
proceeding from an originating node to a destination
node.

The method of claim 3, wherein determining the set
of potential attack paths represented in the data
structure includes determining all possible node se-
quences of two or more linked nodes within the data
structure.

The method of claim 1, wherein analyzing the data
structure includes receiving information provided by
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10.

1.

12.

13.

14.

30

a rule or pattern-based threat intelligence data
source.

The method of claim 1, wherein analyzing the data
structure includes determining a meshedness coef-
ficient for the data structure that indicates whether
one or more potential attack paths represented in
the data structure are looped.

The method of claim 6, wherein determining the set
of potential attack paths represented in the data
structure includes converting looped potential attack
paths to non-looped potential attack paths.

The method of claim 1, wherein assigning the score
to each potential attack path in the set of potential
attack paths includes determining, for each potential
attack path, two or more component scores including
two or more of a spatial component score, atemporal
component score, and an importance component
score, and wherein the score for the potential attack
path is an aggregation of the two or more component
scores.

The method of claim 8, wherein the spatial compo-
nent score represents a distance between comput-
ing devices within the one or more networks.

The method of claim 8, wherein the spatial compo-
nent score represents a number of logical system
boundaries crossed by the potential attack path.

The method of claim 8, wherein the temporal com-
ponent score represents a function of the rate at
which communication events associated with the at-
tack path occur.

The method of claim 8, wherein the importance com-
ponent score represents an importance of one or
more computing devices associated with the poten-
tial attack path, and optionally wherein determining
the importance component score includes receiving
information related to the one or more computing
devices associated with the potential attack path
from a configuration management system.

The method of claim 8, wherein the importance com-
ponent score represents an importance of one or
more communication events associated with the po-
tential attack path, and optionally wherein determin-
ing the importance component score includes re-
ceiving information related to the one or more com-
munication events associated with the potential at-
tack path from a network security sensor.

A system, comprising:

one or more processors; and
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a computer-readable storage device coupled to

the one or more processors and having instruc-
tions stored thereon which, when executed by

the one or more processors, cause the one or
more processors to perform operations for 5
transforming representations of network activity
data, the operations comprising the method of
any one of claims 1 to 13.

15. A non-transitory computer-readable storage medi- 170
um coupled to one or more processors and having
instructions stored thereon which, when executed
by the one or more processors, cause the one or
more processors to perform operations for trans-
forming representations of network activity data, the 75
operations comprising the method of any one of
claims 1 to 13.
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