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(54) AUDIO SIGNAL PROCESSING METHOD AND APPARATUS

(57) The present invention relates to a method and
an apparatus for processing an audio signal, and more
particularly, to a method and an apparatus for processing
an audio signal, which synthesize an object signal and a
channel signal and effectively perform binaural rendering
of the synthesized signal.

To this end, provided are a method for processing
an audio signal, which includes: receiving an input audio
signal including a multi-channel signal; receiving truncat-
ed subband filter coefficients for filtering the input audio
signal, the truncated subband filter coefficients being at
least some of subband filter coefficients obtained from
binaural room impulse response (BRIR) filter coefficients
for binaural filtering of the input audio signal and the
length of the truncated subband filter coefficients being
determined based on filter order information obtained by
at least partially using reverberation time information ex-
tracted from the corresponding subband filter coeffi-
cients; obtaining vector information indicating the BRIR
filter coefficients corresponding to each channel of the
input audio signal; and filtering each subband signal of

the multi-channel signal by using the truncated subband
filter coefficients corresponding to the relevant channel
and subband based on the vector information and an
apparatus for processing an audio signal by using the
same.
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Description

TECHNICAL FIELD

[0001] The present invention relates to a method and an apparatus for processing an audio signal, and more particularly,
to a method and an apparatus for processing an audio signal, which synthesize an object signal and a channel signal
and effectively perform binaural rendering of the synthesized signal.

BACKGROUND ART

[0002] 3D audio collectively refers to a series of signal processing, transmitting, encoding, and reproducing technologies
for providing sound having presence in a 3D space by providing another axis corresponding to a height direction to a
sound scene on a horizontal plane (2D) provided in surround audio in the related art. In particular, in order to provide
the 3D audio, more speakers than the related art should be used or otherwise, even though less speakers than the
related art are used, a rendering technique which makes a sound image at a virtual position where a speaker is not
present is required.
[0003] It is anticipated that the 3D audio will be an audio solution corresponding to an ultra high definition (UHD) TV
and it is anticipated that the 3D audio will be applied in various fields including theater sound, a personal 3DTV, a tablet,
a smart phone, and a cloud game in addition to sound in a vehicle which evolves to a high-quality infotainment space.
[0004] Meanwhile, as a type of a sound source provided to the 3D audio, a channel based signal and an object based
signal may be present. In addition, a sound source in which the channel based signal and the object based signal are
mixed may be present, and as a result, a user may have a new type of listening experience.
[0005] Meanwhile, in an audio signal processing apparatus, a difference in performance may be present between a
channel renderer for processing the channel based signal and an object renderer for processing the object based signal.
That is to say, binaural rendering of the audio signal processing apparatus may be implemented based on the channel
based signal. In this case, when a sound scene in which the channel based signal and the object based signal are mixed
is received as an input of the audio signal processing apparatus, the corresponding sound scene may not be reproduced
as intended through the binaural rendering. Accordingly, various problems need to be solved, which may occur due to
the difference in performance between the channel renderer and the object renderer.

DISCLOSURE

TECHNICAL PROBLEM

[0006] The present invention has been made in an effort to provide a method and an apparatus for processing an
audio signal, which can produce an output signal which meets performance of a binaural renderer by implementing an
object renderer and a channel renderer corresponding to a spatial resolution which can be provided by a binaural renderer.
[0007] The present invention has also been made in an effort to implement a filtering process which requires a high
computational amount with very low computational amount while minimizing loss of sound quality in binaural rendering
for conserving an immersive perception of an original signal in reproducing a multi-channel or multi-object signal in stereo.
[0008] The present invention has also been made in an effort to minimize spread of distortion through a high-quality
filter when the distortion is contained in an input signal.
[0009] The present invention has also been made in an effort to implement a finite impulse response (FIR) filter having
a very large length as a filter having a smaller length.
[0010] The present invention has also been made in an effort to minimize distortion of a destructed part by omitted
filter coefficients when performing filtering using an abbreviated FIR filter.

TECHNICAL SOLUTION

[0011] In order to achieve the objects, the present invention provides a method and an apparatus for processing an
audio signal as below.
[0012] An exemplary embodiment of the present invention provides a method for processing an audio signal, including:
receiving an input audio signal including a multi-channel signal; receiving truncated subband filter coefficients for filtering
the input audio signal, the truncated subband filter coefficients being at least some of subband filter coefficients obtained
from binaural room impulse response (BRIR) filter coefficients for binaural filtering of the input audio signal and the length
of the truncated subband filter coefficients being determined based on filter order information obtained by at least partially
using reverberation time information extracted from the corresponding subband filter coefficients; obtaining vector in-
formation indicating the BRIR filter coefficients corresponding to each channel of the input audio signal; and filtering
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each subband signal of the multi-channel signal by using the truncated subband filter coefficients corresponding to the
relavant channel and subband based on the vector information.
[0013] Another exemplary embodiment of the present invention provides an apparatus for processing an audio signal
for performing binaural rendering for an input audio signal, including: a parameterization unit generating a filter for the
input audio signal; and a binaural rendering unit receiving the input audio signal including a multi-channel signal and
filtering the input audio signal by using parameters generated by the parameterization unit, wherein the binaural rendering
unit receives truncated subband filter coefficients for filtering the input audio signal from the parameterization unit, the
truncated subband filter coefficients being at least some of subband filter coefficients obtained from binaural room impulse
response (BRIR) filter coefficients for binaural filtering of the input audio signal and the length of the truncated subband
filter coefficients being determined based on filter order information obtained by at least partially using reverberation
time information extracted from the corresponding subband filter coefficients, obtains vector information indicating the
BRIR filter coefficients corresponding to each channel of the input audio signal, and filters each subband signal of the
multi-channel signal by using the truncated subband filter coefficients corresponding to the relavant channel and subband
based on the vector information.
[0014] In this case, when BRIR filter coefficients having positional information matching with positional information of
a specific channel of the input audio signal are present in a BRIR filter set, the vector information may indicate the
relevant BRIR filter coefficients as BRIR filter coefficients corresponding to the specific channel.
[0015] Furthermore, when BRIR filter coefficients having positional information matching with positional information
of a specific channel of the input audio signal are not present in a BRIR filter set, the vector information may indicate
BRIR filter coefficients having a minimum geometric distance from the positional information of the specific channel as
BRIR filter coefficients corresponding to the specific channel.
[0016] In this case, the geometric distance may be a value obtained by aggregating an absolute value of an altitude
deviation between two positions and an absolute value of an azimuth deviation between the two positions.
[0017] The length of at least one truncated subband filter coefficients may be different from the length of truncated
subband filter coefficients of another subband.
[0018] Yet another exemplary embodiment of the present invention provides a method for processing an audio signal,
including: receiving a bitstream of an audio signal including at least one of a channel signal and an object signal; decoding
each audio signal included in the bitstream; receiving virtual layout information corresponding to a binaural room impulse
response (BRIR) filter set for binaural rendering of the audio signal, the virtual layout information including information
on target channels determined based on the BRIR filter set; and rendering each decoded audio signal to the signal of
the target channel base on the received virtual layout information.
[0019] Still yet another exemplary embodiment of the present invention provides an apparatus for processing an audio
signal, including: a core decoder receiving a bitstream of an audio signal including at least one of a channel signal and
an object signal and decoding each audio signal included in the bitstream; and a renderer receiving virtual layout
information corresponding to a binaural room impulse response (BRIR) filter set for binaural rendering of the audio signal,
the virtual layout information including information on target channels determined based on the BRIR filter set and
rendering each decoded audio signal to the signal of the target channel based on the received virtual layout information.
[0020] In this case, a position set corresponding to the virtual layout information may be a subset of a position set
corresponding to the BRIR filter set and the position set of the virtual layout information may indicate positional information
of the respective target channels.
[0021] The BRIR filter set may be received from a binaural renderer performing the binaural rendering.
[0022] The apparatus may further include a mixer outputting output signals for each target channel by mixing each
audio signal rendered to the signal of the target channel for each target channel.
[0023] The apparatus may further include a binaural renderer binaural-rendering the mixed output signals for each
target channel by using BRIR filter coefficients of the BRIR filter set corresponding to the relevant target channel.
[0024] In this case, the binaural renderer may convert the BRIR filter coefficients into a plurality of subband filter
coefficients, truncate each subband filter coefficients based on filter order information obtained by at least partially using
reverberation time information extracted from the corresponding subband filter coefficients, in which the length of at
least one truncated subband filter coefficients may be different from the length of the truncated subband filter coefficients
of another subband, and filter each subband signal of the mixed output signals for each target channel by using the
truncated subband filter coefficients corresponding to the relevant channel and subband.

ADVANTAGEOUS EFFECTS

[0025] According to exemplary embodiments of the present invention, channel and object rendering is performed
based on a data set possessed by a binaural renderer to implement effective binaural rendering.
[0026] In addition, when a binaural renderer having more data sets than channels is used, object rendering providing
a more improved sound quality can be implemented.
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[0027] In addition, according to the exemplary embodiments of the present invention, when the binaural rendering for
a multi-channel or multi-object signal is performed, a computational amount can be significantly reduced while minimizing
the loss of sound quality.
[0028] In addition, it is possible to achieve binaural rendering having high sound quality for a multi-channel or multi-
object audio signal, which real-time processing has been impossible in a low-power device in the related art.
[0029] The present invention provides a method that efficiently performs filtering of various types of multimedia signals
including an audio signal with a small computational amount.

DESCRIPTION OF DRAWINGS

[0030]

FIG. 1 is a configuration diagram illustrating an overall audio signal processing system including an audio encoder
and an audio decoder according to an exemplary embodiment of the present invention.
FIG. 2 is a configuration diagram illustrating a configuration of multi-channel speakers according to an exemplary
embodiment of a multi-channel audio system.
FIG. 3 is a diagram schematically illustrating positions of respective sound objects constituting a 3D sound scene
in a listening space.
FIG. 4 is a block diagram illustrating an audio signal decoder according to an exemplary embodiment of the present
invention.
FIG. 5 is a block diagram illustrating an audio decoder according to an additional exemplary embodiment of the
present invention.
FIG. 6 is a diagram illustrating an exemplary embodiment of the present invention, which performs rendering on an
exceptional object.
FIG. 7 is a block diagram illustrating respective components of a binaural renderer according to an exemplary
embodiment of the present invention.
FIG. 8 is a diagram illustrating a filter generating method for binaural rendering according to an exemplary embodiment
of the present invention.
FIG. 9 is a diagram specifically illustrating QTDL processing according to an exemplary embodiment of the present
invention.
FIG. 10 is a block diagram illustrating respective components of a BRIR parameterization unit of the present invention.
FIG. 11 is a block diagram illustrating respective components of a VOFF parameterization unit of the present invention.
FIG. 12 is a block diagram illustrating a detailed configuration of a VOFF parameter generating unit of the present
invention.
FIG. 13 is a block diagram illustrating respective components of a QTDL parameterization unit of the present invention.
FIG. 14 is a diagram illustrating an exemplary embodiment of a method for generating FFT filter coefficients for
block-wise fast convolution.

BEST MODE

[0031] Terms used in the specification adopt general terms which are currently widely used as possible by considering
functions in the present invention, but the terms may be changed depending on an intention of those skilled in the art,
customs, or emergence of new technology. Further, in a specific case, terms arbitrarily selected by an applicant may
be used and in this case, meanings thereof will be disclosed in the corresponding description part of the invention.
Accordingly, we intend to discover that a term used in the specification should be analyzed based on not just a name
of the term but a substantial meaning of the term and contents throughout the specification.
[0032] FIG. 1 is a configuration diagram illustrating an overall audio signal processing system including an audio
encoder and an audio decoder according to an exemplary embodiment of the present invention.
[0033] According to FIG. 1, an audio encoder 1100 encodes an input sound scene to generate a bitstream. An audio
decoder 1200 may receive the generated bitstream and generate an output sound scene by decoding and rendering
the corresponding bitstream by using a method for processing an audio signal according to an exemplary embodiment
of the present invention. In the present specification, the audio signal processing apparatus may indicate an audio
decoder 1200 as a narrow meaning, but the present invention is not limited thereto and the audio signal processing
apparatus may indicate a detailed component included in the audio decoder 1200 or an overall audio signal processing
system including the audio encoder 1100 and the audio decoder 1200.
[0034] FIG. 2 is a configuration diagram illustrating a configuration of multi-channel speakers according to an exemplary
embodiment of a multi-channel audio system.
[0035] In the multi-channel audio system, a plurality of speaker channels may be used in order to improve presence
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and in particular, a plurality of speakers may be disposed in width, depth, and height directions in order to provide the
presence in a 3D space. In FIG. 2 as an exemplary embodiment, a 22.2-channel speaker configuration is illustrated, but
the present invention is not limited to the specific number of channels or a specific configuration of speakers. Referring
to FIG. 2, a 22.2-channel speaker set may be constituted by three layers having a top layer, a middle layer, and a bottom
layer. When a position of a TV screen is a front surface, on the top layer, three speakers are disposed on the front
surface, three speakers are positioned at a middle position, and three speakers are positioned at a surround position,
thereby a total of 9 speakers may be disposed. Further, on the middle layer, five speakers are disposed on the front
surface, two speakers are disposed at the middle position, and three speakers are disposed at the surround position,
thereby a total of 10 speakers may be disposed. Meanwhile, on the bottom layer, three speakers may be disposed on
the front surface and two LFE channel speakers may be provided.
[0036] As described above, a large computational amount is required to transmit and reproduce the multi-channel
signal having a maximum of tens of channels. Further, when a communication environment is considered, a high com-
pression rate for the corresponding signal may be required. Moreover, in a general home, a user having a multi-channel
speaker system such as 22.2 channels is extremely rare and there are a lot of cases in which a system having a 2-
channel or 5.1-channel set-up is provided. Therefore, when a signal commonly transmitted to all users is a signal encoding
each of the multi-channels, a process of converting the relevant multi-channel signal to correspond to 2-channels or 5.1-
channels again is required. As a result, communicative inefficiency may be caused and since a 22.2-channel pulse code
modulation (PCM) signal needs to be stored, a problem of inefficiency may occur even in memory management.
[0037] FIG. 3 is a diagram schematically illustrating positions of respective sound objects constituting a 3D sound
scene in a listening space.
[0038] As illustrated in FIG. 3, in a listening space 50 where a listener 52 listens to 3D audio, respective sound objects
51 constituting a 3D sound scene may be distributed at various positions in the form of a point source. Moreover, the
sound scene may include a plain wave type sound source or an ambient sound source in addition to the point source.
As described above, an efficient rendering method is required to definitely provide the objects and sound sources which
are variously distributed in the 3D space to the listener 52.
[0039] FIG. 4 is a block diagram illustrating an audio decoder according to an additional exemplary embodiment of
the present invention. The audio decoder 1200 of the present invention includes a core decoder 10, a rendering unit 20,
a mixer 30, and a post-processing unit 40.
[0040] First, the core decoder 10 decodes the received bitstream and transfers the decoded bitstream to the rendering
unit 20. In this case, the signal output from the core decoder 10 and transferred to the rendering unit may include a
loudspeaker channel signal 411, an object signal 412, an SAOC channel signal 414, an HOA signal 415, and an object
metadata bitstream 413. A core codec used for encoding in an encoder may be used for the core decoder 10 and for
example, an MP3, AAC, AC3 or unified speech and audio coding (USAC) based codec may be used.
[0041] Meanwhile, the received bitstream may further include an identifier which may identify whether the signal
decoded by the core decoder 10 is the channel signal, the object signal, or the HOA signal. Further, when the decoded
signal is the channel signal 411, an identifier which may identify which channel in the multi-channels each signal corre-
sponds to (for example, corresponding to a left speaker, corresponding to a top rear right speaker, and the like) may be
further included in the bitstream. When the decoded signal is the object signal 412, information indicating at which
position of the reproduction space the corresponding signal is reproduced may be additionally obtained like object
metadata information 425a and 425b obtained by decoding the object metadata bitstream 413.
[0042] According to the exemplary embodiment of the present invention, the audio decoder performs flexible rendering
to improve the quality of the output audio signal. The flexible rendering may mean a process of converting a format of
the decoded audio signal based on a loudspeaker configuration (a reproduction layout) of an actual reproduction envi-
ronment or a virtual speaker configuration (a virtual layout) of a binaural room impulse response (BRIR) filter set. In
general, in speakers disposed in an actual living room environment, both an orientation angle and a distance are different
from those of a standard recommendation. As a height, a direction, a distance from the listener of the speaker, and the
like are different from the speaker configuration according to the standard recommendation, when an original signal is
reproduced at a changed position of the speakers, it may be difficult to provide an ideal 3D sound scene. In order to
effectively provide a sound scene intended by a contents producer even in the different speaker configurations, the
flexible rendering is required, which corrects a change depending on a positional difference among the speakers by
converting the audio signal.
[0043] Therefore, the rendering unit 20 renders the signal decoded by the core decoder 10 to a target output signal
by using reproduction layout information or virtual layout information. The reproduction layout information may indicate
a configuration of target channels and be expressed as loudspeaker layout information of the reproduction environment.
Further, the virtual layout information may be obtained based on a binaural room impulse response (BRIR) filter set used
in the binaural renderer 200 and a set of positions corresponding to the virtual layout may be constituted by a subset of
a set of positions corresponding to the BRIR filter set. In this case, the set of positions of the virtual layout indicates
positional information of respective target channels. The rendering unit 20 may include a format converter 22, an object
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renderer 24, an OAM decoder 25, an SAOC decoder 26, and an HOA decoder 28. The rendering unit 20 performs
rendering by using at least one of the above configurations according to a type of the decoded signal.
[0044] The format converter 22 may also be referred to as a channel renderer and converts the transmitted channel
signal 411 into the output speaker channel signal. That is, the format converter 22 performs conversion between the
transmitted channel configuration and the speaker channel configuration to be reproduced. When the number of (for
example, 5.1 channels) of output speaker channels is smaller than the number (for example, 22.2 channels) of transmitted
channels or the transmitted channel configuration and the channel configuration to be reproduced are different from
each other, the format converter 22 performs downmix or conversion of the channel signal 411. According to the exemplary
embodiment of the present invention, the audio decoder may generate an optimal downmix matrix by using a combination
between the input channel signal and the output speaker channel signal and perform the downmix by using the matrix.
Further, a pre-rendered object signal may be included in the channel signal 411 processed by the format converter 22.
According to the exemplary embodiment, at least one object signal may be pre-rendered and mixed to the channel signal
before encoding the audio signal. The mixed object signal may be converted into the output speaker channel signal by
the format converter 22 together with the channel signal.
[0045] The object renderer 24 and the SAOC decoder 26 performs rendering on the object based audio signal. The
object based audio signal may include a discrete object waveform and a parametric object waveform. In the case of the
discrete object waveform, the respective object signals are provided to the encoder in a monophonic waveform and the
encoder transmits the respective object signals by using single channel elements (SCEs). In the case of the parametric
object waveform, a plurality of object signals is downmixed to at least one channel signal and features of the respective
objects and a relationship among the characteristics are expressed as a spatial audio object coding (SAOC) parameter.
The object signals are downmixed and encoded with the core codec and in this case, the generated parametric information
is transmitted together to the decoder.
[0046] Meanwhile, when the individual object waveforms or the parametric object waveform is transmitted to the audio
decoder, compressed object metadata corresponding thereto may be transmitted together. The object metadata desig-
nates a position and a gain value of each object in the 3D space by quantizing an object attribute by the unit of a time
and a space. The OAM decoder 25 of the rendering unit 20 receives a compressed object metadata bitstream 413 and
decodes the received compressed object metadata bitstream 413 and transfers the decoded object metadata bitstream
413 to the object renderer 24 and/or the SAOC decoder 26.
[0047] The object renderer 24 performs rendering each object signal 412 according to a given reproduction format by
using the object metadata information 425a. In this case, each object signal 412 may be rendered to specific output
channels based on the object metadata information 425a. The SAOC decoder 26 restores the object/channel signal
from the SAOC channel signal 414 and the parametric information. Further, the SAOC decoder 26 may generate the
output audio signal based on the reproduction layout information and the object metadata information 425b. That is, the
SAOC decoder 26 generates the decoded object signal by using the SAOC channel signal 414 and performs rendering
of mapping the decoded object signal to the target output signal. As described above, the object renderer 24 and the
SAOC decoder 26 may render the object signal to the channel signal.
[0048] The HOA decoder 28 receives the higher order ambisonics (HOA) signal 415 and HOA additional information
and decodes the HOA signal and the HOA additional information. The HOA decoder 28 models the channel signal or
the object signal by a separate equation to generate a sound scene. When a spatial position of a speaker is selected in
the generated sound scene, the channel signal or the object signal may be rendered to a speaker channel signal.
[0049] Meanwhile, although not illustrated in FIG. 4, when the audio signal is transferred to the respective components
of the rendering unit 20, dynamic range control (DRC) may be performed as a preprocessing procedure. The DRC limits
a dynamic range of the reproduced audio signal to a predetermined level and adjusts sound smaller than a predetermined
threshold to be larger and sound larger than the predetermined threshold to be smaller.
[0050] The channel based audio signal and object based audio signal processed by the rendering unit 20 are transferred
to a mixer 30. The mixer 30 mixes partial signals rendered by respective sub-units of the rendering unit 20 to generate
a mixer output signal. When the partial signals are matched with the same position on the reproduction/virtual layout,
the partial signals are added to each other and when the partial signals are matched with positions which are not the
same, the partial signals are mixed to output signals corresponding to separate positions, respectively. The mixer 30
may determine whether offset interference occurs in the partial signals which are added to each other and further perform
an additional process for preventing the offset interference. Further, the mixer 30 adjusts delays of a channel based
waveform and a rendered object waveform and aggregates the adjusted waveforms by the unit of a sample. The audio
signal aggregated by the mixer 30 is transferred to a post-processing unit 40.
[0051] The post-processing unit 40 includes the speaker renderer 100 and the binaural renderer 200. The speaker
renderer 100 performs post-processing for outputting the multi-channel and/or multi-object audio signal transferred from
the mixer 30. The post-processing may include the dynamic range control (DRC), loudness normalization (LN), and a
peak limiter (PL). The output signal of the speaker renderer 100 is transferred to a loudspeaker of the multi-channel
audio system to be output.
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[0052] The binaural renderer 200 generates a binaural downmix signal of the multi-channel and/or multi-object audio
signals. The binaural downmix signal is a 2-channel audio signal that allows each input channel/object signal to be
expressed by the virtual sound source positioned in 3D. The binaural renderer 200 may receive the audio signal supplied
to the speaker renderer 100 as an input signal. The binaural rendering may be performed based on the binaural room
impulse response (BRIR) filters and performed on a time domain or a QMF domain. According to the exemplary em-
bodiment, as the post-processing procedure of the binaural rendering, the dynamic range control (DRC), the loudness
normalization (LN), and the peak limiter (PL) may be additionally performed. The output signal of the binaural renderer
200 may be transferred and output to 2-channel audio output devices such as a head phone, an earphone, and the like.

< Rendering configuration unit for flexible rendering>

[0053] FIG. 5 is a block diagram illustrating an audio decoder according to an additional exemplary embodiment of
the present invention. In the exemplary embodiment of FIG. 5, the same reference numerals refer to the same elements
as the exemplary embodiment of FIG. 4 and duplicated description will be omitted.
[0054] Referring to FIG. 5, an audio decoder 1200-A may further include a rendering configuration unit 21 controlling
rendering of the decoded audio signal. The rendering configuration unit 21 receives reproduction layout information 401
and/or BRIR filter set information 402 and generates target format information 421 for rendering the audio signal by
using the received reproduction layout information 401 and/or BRIR filter set information 402. According to the exemplary
embodiment, the rendering configuration unit 21 may obtain the loudspeaker configuration of the actual reproduction
environment as the reproduction layout information 401 and generate the target format information 421 based thereon.
In this case, the target format information 421 may represent positions (channels) of the loudspeakers of the actual
reproduction environment or subsets thereof or a superset based on a combination thereof.
[0055] The rendering configuration unit 21 may obtain the BRIR filter set information 402 from the binaural renderer
200 and generate the target format information 421 by using the obtained BRIR filter set information 402. In this case,
the target format information 421 may represent target positions (channels) which are supported (that is, binaural-
renderable) by the BRIR filter set of the binaural renderer 200 or the subsets thereof or the superset based on the
combination thereof. According to the exemplary embodiment of the present invention, the BRIR filter set information
402 may include a target position different from the reproduction layout information 401 indicating a configuration of a
physical loudspeaker or include more target positions. Therefore, when the audio signal rendered based on the repro-
duction layout information 401 is input into the binaural renderer 200, a difference between the target position of the
rendered audio signal and the target position supported by the binaural renderer 200 may occur. Alternatively, the target
position of the signal decoded by the core decoder 10 may be provided by the BRIR filter set information 402, but may
not be provided by the reproduction layout information 401.
[0056] Therefore, when a final output audio signal is the binaural signal, the rendering configuration unit 21 of the
present invention may generate the target format information 421 by using the BRIR filter set information 402 obtained
from the binaural renderer 200. The rendering unit 20 performs rendering the audio signal by using the generated target
format information 421 to minimize a sound quality deterioration phenomenon which may occur due to 2-step processing
of rendering based on the reproduction layout information 401 and the binaural rendering.
[0057] Meanwhile, the rendering configuration unit 21 may further obtain information on a type of final output audio
signal. When the final output audio signal is the loudspeaker signal, the rendering configuration unit 21 may generate
the target format information 421 based on the reproduction layout information 401 and transfer the generated target
format information 421 to the rendering unit 20. Further, when the final output audio signal is the binaural signal, the
rendering configuration unit 21 may generate the target format information 421 based on the BRIR filter set information
402 and transfer the generated target format information 421 to the rendering unit 20. According to the additional
exemplary embodiment of the present invention, the rendering configuration unit 21 may further obtain control information
403 indicating an audio system used by a user or an option of the user and generate the target format information 421
by using the corresponding control information 403 together.
[0058] The generated target format information 421 is transferred to the rendering unit 20. The respective sub-units
of the rendering unit 20 may perform the flexible rendering by using the target format information 421 transferred from
the rendering configuration unit 21. That is, the format converter 22 converts the decoded channel signal 411 into the
output signal of the target channel based on the target format information 421. Similarly, the object renderer 24 and the
SAOC decoder 26 convert the object signal 412 and the SAOC channel signal 414 into the output signals of the target
channels, respectively by using the target format information 421 and the object metadata information 425. In this case,
a mixing matrix for rendering the object signal 421 may be updated based on the target format information 421 and the
object renderer 24 may render the object signal 412 to the output channel signal by using the updated mixing matrix.
As described above, the rendering may be performed by a conversion process of mapping the audio signal to at least
one target position (that is, target channel) on the target format.
[0059] Meanwhile, the target format information 421 may be transferred even to the mixer 30 and used in a process
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of mixing the partial signals rendered by the respective sub-units of the rendering unit 20. When the partial signals are
matched with the same position on the target format, the partial signals are added to each other and when the partial
signals are matched with a position which is not the same, the partial signals are mixed to the output signals corresponding
to separate positions, respectively.
[0060] According to the exemplary embodiment of the present invention, the target format may be set according to
various methods. First, the rendering configuration unit 21 may set the target format having a higher spatial resolution
than the obtained reproduction layout information 401 or BRIR filter set information 402. That is, the rendering configu-
ration unit 21 obtains a first target position set which is a set of original target positions indicated by the reproduction
layout information 401 or the BRIR filter set information 402 and combines one or more original target positions to
generate extra target positions. In this case, the extra target positions may include a position generated by interpolation
among a plurality of original target positions, a position generated by extrapolation, and the like. With a set of the
generated extra target positions, a second target position set may be configured. The rendering configuration unit 21
may generate the target format including the first target position set and the second target position set and transfer the
corresponding target format information 421 to the rendering unit 20.
[0061] The rendering unit 20 may perform rendering the audio signal by using the high-resolution target format infor-
mation 421 including the extra target position. When the rendering is performed by using the high-resolution target format
information 421, the resolution of the rendering process is improved, and as a result, computation becomes easy and
the sound quality is improved. The rendering unit 20 may obtain the output signal mapped to each target position of the
target format information 421 through rendering the audio signal. When the output signal mapped to the additional target
position of the second target position set is obtained, the rendering unit 20 may perform a downmix process of re-
rendering the corresponding output signal to the original target position of the first target position set. In this case, the
downmix process may be implemented through vector-based amplitude panning (VBAP) or amplitude panning.
[0062] As another method for setting the target format, the rendering configuration unit 21 may set the target format
having a lower spatial resolution than the obtained BRIR filter set information 402. That is, the rendering configuration
unit 21 may obtain N (N < M) abbreviated target positions through a subset of M original target positions or a combination
thereof and generate the target format constituted by the abbreviated target positions. The rendering configuration unit
21 may transfer the corresponding low-resolution target format information 421 to the rendering unit 20 and the rendering
unit 20 may perform rendering the audio signal by using the low-resolution target format information 421. When the
rendering is performed by using the low-resolution target format information 421, a computational amount of the rendering
unit 20 and a subsequent computational amount of the binaural renderer 200 may be reduced.
[0063] As yet another method for setting the target format, the rendering configuration unit 21 may set different target
formats for each sub-unit of the rendering unit 20. For example, the target format provided to the format converter 20
and the target format provided to the object renderer 24 may be different from each other. When the different target
formats are provided according to each sub-unit, the computational amount may be controlled or the sound quality may
be improved for each sub-unit.
[0064] The rendering configuration unit 21 may differently set the target format provided to the rendering unit 20 and
the target format provided to the mixer 30. For example, the target format provided to the rendering unit 20 may have
a higher spatial resolution than the target format provided to the mixer 30. Accordingly, the mixer 30 may be implemented
to accompany a process of downmixing an input signal having the high spatial resolution.
[0065] Meanwhile, the rendering configuration unit 21 may set the target format based on selection of the user, and
an environment or a set-up of a used device. The rendering configuration unit 21 may receive the information through
the control information 403. In this case the control information 403 varies based on at least one of computational amount
performance and electric energy which may be provided by the device, and the option of the user.
[0066] In the exemplary embodiment of FIGS. 4 and 5, it is illustrated that the rendering unit 20 performs the rendering
through different sub-units according to a rendering target signal, but the rendering unit 20 may be implemented through
a renderer in which all or some sub-units are integrated. For example, the format converter 22 and the object renderer
24 may be implemented through one integrated renderer.
[0067] According to the exemplary embodiment of the present invention, as illustrated in FIG. 5, at least some of the
output signals of the object renderer 24 may be input into the format converter 22. The output signals of the object
renderer 24 input into the format converter 22 may be used as information for solving mismatch in the space, which may
occur between both signals due to a difference in performance of flexible rendering for the object signal and flexible
rendering for the channel signal. For example, when the object signal 412 and the channel signal 411 are simultaneously
received as the inputs and a sound scene of a form in which both signals are mixed are intended to be provided, rendering
processes for the respective signals are different from each other, and as a result, distortion easily occurs due to the
mismatch in the space. Therefore, according to the exemplary embodiment of the present invention, when the object
signal 412 and the channel signal 411 are simultaneously received as the inputs, the object renderer 24 may transfer
the output signal to the format converter 22 without separately performing the flexible rendering based on the target
format information 421. In this case, the output signal of the object renderer 24 transferred to the format converter 22
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may be a signal corresponding to the channel format of the input channel signal 411. Further, the format converter 22
may mix the output signal of the object renderer 24 to the channel signal 411 and perform the flexible rendering based
on the target format information 421 with respect to the mixed signal.
[0068] Meanwhile, in the case of an exceptional object positioned outside a usable speaker area, it is difficult to
reproduce the sound intended by the contents producer only by the speaker in the related art. Therefore, when the
exceptional object is present, the object renderer 24 may generate a virtual speaker corresponding to the position of the
exceptional object and perform the rendering by using both actual loudspeaker information and virtual speaker information
together.
[0069] FIG. 6 is a diagram illustrating an exemplary embodiment of the present invention, which performs rendering
an exceptional object. In FIG. 6, solid-line points marked by reference numerals 601 to 609 represent respective target
positions supported by the target format and an area surrounded by the target positions forms an output channel space
which may be rendered. Further, dotted-line points marked by reference numerals 611 to 613 represent virtual positions
which are not supported by the target format and may represent the position of the virtual speaker generated by the
object renderer 24. Meanwhile, star points marked by S1 701 to S4 704 represent spatial reproduction positions which
need to be rendered at a specific time while a specific object S moves along a path 700. The spatial reproduction position
of the object may be obtained based on the object metadata information 425.
[0070] In the exemplary embodiment of FIG. 6, the object signal may be rendered based on whether the reproduction
position of the corresponding object matches the target position of the target format. When the reproduction position of
the object matches a specific target position 604 like S2 702, the corresponding object signal is converted into the output
signal of the target channel corresponding to the target position 604. That is, the object signal may be rendered by 1:1
mapping with the target channel. However, when the reproduction position of the object is positioned in the output
channel space, but does not directly match the target position like S1 701, the corresponding object signal may be
distributed to output signals of a plurality of target positions adjacent to the reproduction position. For example, the object
signal of S1 701 may be rendered to output signals of adjacent target positions 601, 602, and 603. When the object
signal is mapped to two or three target positions, the corresponding object signal may be rendered to the output signal
of each target channel by a method such as vector-based amplitude panning (VBAP), or the like. Therefore, the object
signal may be rendered by 1:N mapping with the plurality of target channels.
[0071] Meanwhile, when the reproduction position of the object is not positioned in the output channel space configured
by the target format like S3 703 and S4 704, the corresponding object may be rendered through a separate process.
According to the exemplary embodiment, the object renderer 24 may project the corresponding object onto the output
channel space configured by the target format and perform the rendering from a projected position to an adjacent target
position. In this case, for the rendering from the projected position to the target position, the rendering method of S1 701
or S2 702 may be used. That is, S3 703 and S4 704 are projected to P3 and P4 in the output channel space, respectively
and signals of the projected P3 and P4 may be rendered to the output signals of the adjacent target positions 604, 605,
and 607.
[0072] According to another exemplary embodiment, when the reproduction position of the object is not positioned in
the output channel space configured by the target format, the object renderer 24 may render the corresponding object
by using both the target position and the position of the virtual speaker together. First, the object renderer 24 renders
the corresponding object signal to an output signal including at least one virtual speaker signal. For example, when the
reproduction position of the object directly matches a position of a virtual speaker 611 like S4 704, the corresponding
object signal is rendered to an output signal of the virtual speaker 611. However, when a virtual speaker matching the
reproduction position of the object is not present like S3 703, the corresponding object signal may be rendered to the
output signals of the adjacent virtual speaker 611 and target channels 605 and 607. Next, the object renderer 24 re-
renders the rendered virtual speaker signal to the output signal of the target channel. That is, the signal of the virtual
speaker 611 to which the object signal of S3 703 or S4 704 is rendered may be downmixed to the output signals of the
adjacent target channels (for example, 605 and 607).
[0073] Meanwhile, as illustrated in FIG. 6, the target format may include extra target positions 621, 622, 623, and 624
generated by combining the original target positions. The extra target positions are generated and used as described
above to increase the resolution of the rendering.

<Binaural renderer in detail>

[0074] FIG. 7 is a block diagram illustrating each component of a binaural renderer according to an exemplary em-
bodiment of the present invention. As illustrated in FIG. 2, the binaural renderer 200 according to the exemplary em-
bodiment of the present invention may include a BRIR parameterization unit 300, a fast convolution unit 230, a late
reverberation generation unit 240, a QTDL processing unit 250, and a mixer & combiner 260.
[0075] The binaural renderer 200 generates a 3D audio headphone signal (that is, a 3D audio 2-channel signal) by
performing binaural rendering of various types of input signals. In this case, the input signal may be an audio signal
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including at least one of the channel signals (that is, the loudspeaker channel signals), the object signals, and the HOA
coefficient signals. According to another exemplary embodiment of the present invention, when the binaural renderer
200 includes a particular decoder, the input signal may be an encoded bitstream of the aforementioned audio signal.
The binaural rendering converts the decoded input signal into the binaural downmix signal to make it possible to expe-
rience a surround sound at the time of hearing the corresponding binaural downmix signal through a headphone.
[0076] The binaural renderer 200 according to the exemplary embodiment of the present invention may perform the
binaural rendering by using binaural room impulse response (BRIR) filter. When the binaural rendering using the BRIR
is generalized, the binaural rendering is M-to-O processing for acquiring O output signals for the multi-channel input
signals having M channels. Binaural filtering may be regarded as filtering using filter coefficients corresponding to each
input channel and each output channel during such a process. In FIG. 3, an original filter set H means transfer functions
up to locations of left and right ears from a speaker location of each channel signal. A transfer function measured in a
general listening room, that is, a reverberant space among the transfer functions is referred to as the binaural room
impulse response (BRIR). On the contrary, a transfer function measured in an anechoic room so as not to be influenced
by the reproduction space is referred to as a head related impulse response (HRIR), and a transfer function therefor is
referred to as a head related transfer function (HRTF). Accordingly, differently from the HRTF, the BRIR contains infor-
mation of the reproduction space as well as directional information. According to an exemplary embodiment, the BRIR
may be substituted by using the HRTF and an artificial reverberator. In the specification, the binaural rendering using
the BRIR is described, but the present invention is not limited thereto, and the present invention may be applied even
to the binaural rendering using various types of FIR filters including HRIR and HRTF by a similar or a corresponding
method. Furthermore, the present invention can be applied to various forms of filterings for input signals as well as the
binaural rendering for the audio signals. Meanwhile, the BRIR may have a length of 96K samples as described above,
and since multi-channel binaural rendering is performed by using different M*O filters, a processing process with a high
computational complexity is required.
[0077] In the present invention, the apparatus for processing an audio signal may indicate the binaural renderer 200
or the binaural rendering unit 220, which is illustrated in FIG. 7, as a narrow meaning. However, in the present invention,
the apparatus for processing an audio signal may indicate the audio signal decoder of FIG. 4 or FIG. 5, which includes
the binaural renderer, as a broad meaning. Further, hereinafter, in the specification, an exemplary embodiment of the
multi-channel input signals will be primarily described, but unless otherwise described, a channel, multi-channels, and
the multi-channel input signals may be used as concepts including an object, multi-objects, and the multi-object input
signals, respectively. Moreover, the multi-channel input signals may also be used as a concept including an HOA decoded
and rendered signal.
[0078] According to the exemplary embodiment of the present invention, the binaural renderer 200 may perform the
binaural rendering of the input signal in the QMF domain. That is to say, the binaural renderer 200 may receive signals
of multi-channels (N channels) of the QMF domain and perform the binaural rendering for the signals of the multi-channels
by using a BRIR subband filter of the QMF domain. When a k-th subband signal of an i-th channel, which passed through
a QMF analysis filter bank, is represented by xk,i(l) and a time index in a subband domain is represented by 1, the
binaural rendering in the QMF domain may be expressed by an equation given below. 

[0079] Herein, m is L (left) or R (right), and  is obtained by converting the time domain BRIR filter into the

subband filter of the QMF domain.
[0080] That is, the binaural rendering may be performed by a method that divides the channel signals or the object
signals of the QMF domain into a plurality of subband signals and convolutes the respective subband signals with BRIR
subband filters corresponding thereto, and thereafter, sums up the respective subband signals convoluted with the BRIR
subband filters.
[0081] The BRIR parameterization unit 300 converts and edits BRIR filter coefficients for the binaural rendering in the
QMF domain and generates various parameters. First, the BRIR parameterization unit 300 receives time domain BRIR
filter coefficients for multi-channels or multi-objects, and converts the received time domain BRIR filter coefficients into
QMF domain BRIR filter coefficients. In this case, the QMF domain BRIR filter coefficients include a plurality of subband
filter coefficients corresponding to a plurality of frequency bands, respectively. In the present invention, the subband
filter coefficients indicate each BRIR filter coefficients of a QMF-converted subband domain. In the specification, the



EP 3 122 073 A1

11

5

10

15

20

25

30

35

40

45

50

55

subband filter coefficients may be designated as the BRIR subband filter coefficients. The BRIR parameterization unit
300 may edit each of the plurality of BRIR subband filter coefficients of the QMF domain and transfer the edited subband
filter coefficients to the fast convolution unit 230, and the like. According to the exemplary embodiment of the present
invention, the BRIR parameterization unit 300 may be included as a component of the binaural renderer 200 and,
otherwise provided as a separate apparatus. According to an exemplary embodiment, a component including the fast
convolution unit 230, the late reverberation generation unit 240, the QTDL processing unit 250, and the mixer & combiner
260, except for the BRIR parameterization unit 300, may be classified into a binaural rendering unit 220.
[0082] According to an exemplary embodiment, the BRIR parameterization unit 300 may receive BRIR filter coefficients
corresponding to at least one location of a virtual reproduction space as an input. Each location of the virtual reproduction
space may correspond to each speaker location of a multi-channel system. According to an exemplary embodiment,
each of the BRIR filter coefficients received by the BRIR parameterization unit 300 may directly match each channel or
each object of the input signal of the binaural renderer 200. On the contrary, according to another exemplary embodiment
of the present invention, each of the received BRIR filter coefficients may have an independent configuration from the
input signal of the binaural renderer 200. That is, at least a part of the BRIR filter coefficients received by the BRIR
parameterization unit 300 may not directly match the input signal of the binaural renderer 200, and the number of received
BRIR filter coefficients may be smaller or larger than the total number of channels and/or objects of the input signal.
[0083] The BRIR parameterization unit 300 may additionally receive control parameter information and generate a
parameter for the binaural rendering based on the received control parameter information. The control parameter infor-
mation may include a complexity-quality control parameter, and the like as described in an exemplary embodiment
described below and be used as a threshold for various parameterization processes of the BRIR parameterization unit
300. The BRIR parameterization unit 300 generates a binaural rendering parameter based on the input value and
transfers the generated binaural rendering parameter to the binaural rendering unit 220. When the input BRIR filter
coefficients or the control parameter information is to be changed, the BRIR parameterization unit 300 may recalculate
the binaural rendering parameter and transfer the recalculated binaural rendering parameter to the binaural rendering unit.
[0084] According to the exemplary embodiment of the present invention, the BRIR parameterization unit 300 converts
and edits the BRIR filter coefficients corresponding to each channel or each object of the input signal of the binaural
renderer 200 to transfer the converted and edited BRIR filter coefficients to the binaural rendering unit 220. The corre-
sponding BRIR filter coefficients may be a matching BRIR or a fallback BRIR selected from BRIR filter set for each
channel or each object. The BRIR matching may be determined whether BRIR filter coefficients targeting the location
of each channel or each object are present in the virtual reproduction space. In this case, positional information of each
channel (or object) may be obtained from an input parameter which signals the channel arrangement. When the BRIR
filter coefficients targeting at least one of the locations of the respective channels or the respective objects of the input
signal are present, the BRIR filter coefficients may be the matching BRIR of the input signal. However, when the BRIR
filter coefficients targeting the location of a specific channel or object is not present, the BRIR parameterization unit 300
may provide BRIR filter coefficients, which target a location most similar to the corresponding channel or object, as the
fallback BRIR for the corresponding channel or object.
[0085] First, when BRIR filter coefficients having altitude and azimuth deviations within a predetermined range from
a desired position (a specific channel or object) are present in the BRIR filter set, the corresponding BRIR filter coefficients
may be selected. In other words, BRIR filter coefficients having the same altitude as and an azimuth deviation within +/-
20hfrom the desired position may be selected. When BRIR filter coefficients corresponding thereto are not present,
BRIR filter coefficients having a minimum geometric distance from the desired position in a BRIR filter set may be
selected. That is, BRIR filter coefficients that minimize a geometric distance between the position of the corresponding
BRIR and the desired position may be selected. Herein, the position of the BRIR represents a position of the speaker
corresponding to the relevant BRIR filter coefficients. Further, the geometric distance between both positions may be
defined as a value obtained by aggregating an absolute value of an altitude deviation and an absolute value of an azimuth
deviation between both positions. Meanwhile, according to the exemplary embodiment, by a method for interpolating
the BRIR filter coefficients, the position of the BRIR filter set may be matched up with the desired position. In this case,
the interpolated BRIR filter coefficients may be regarded as a part of the BRIR filter set. That is, in this case, it may be
implemented that the BRIR filter coefficients are always present at the desired position.
[0086] The BRIR filter coefficients corresponding to each channel or each object of the input signal may be transferred
through separate vector information mconv. The vector information mconv indicates the BRIR filter coefficients corre-
sponding to each channel or object of the input signal in the BRIR filter set. For example, when BRIR filter coefficients
having positional information matching with positional information of a specific channel of the input signal are present
in the BRIR filter set, the vector information mconv indicates the relevant BRIR filter coefficients as BRIR filter coefficients
corresponding to the specific channel. However, the vector information mconv indicates fallback BRIR filter coefficients
having a minimum geometric distance from positional information of the specific channel as the BRIR filter coefficients
corresponding to the specific channel when the BRIR filter coefficients having positional information matching positional
information of the specific channel of the input signal are not present in the BRIR filter set. Accordingly, the parameter-
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ization unit 300 may determine the BRIR filter coefficients corresponding to each channel or object of the input audio
signal in the entire BRIR filter set by using the vector information mconv.
[0087] Meanwhile, according to another exemplary embodiment of the present invention, the BRIR parameterization
unit 300 converts and edits all of the received BRIR filter coefficients to transfer the converted and edited BRIR filter
coefficients to the binaural rendering unit 220. In this case, a selection procedure of the BRIR filter coefficients (alterna-
tively, the edited BRIR filter coefficients) corresponding to each channel or each object of the input signal may be
performed by the binaural rendering unit 220.
[0088] When the BRIR parameterization unit 300 is constituted by a device apart from the binaural rendering unit 220,
the binaural rendering parameter generated by the BRIR parameterization unit 300 may be transmitted to the binaural
rendering unit 220 as a bitstream. The binaural rendering unit 220 may obtain the binaural rendering parameter by
decoding the received bitstream. In this case, the transmitted binaural rendering parameter includes various parameters
required for processing in each sub-unit of the binaural rendering unit 220 and may include the converted and edited
BRIR filter coefficients, or the original BRIR filter coefficients.
[0089] The binaural rendering unit 220 includes a fast convolution unit 230, a late reverberation generation unit 240,
and a QTDL processing unit 250 and receives multi-audio signals including multi-channel and/or multi-object signals.
In the specification, the input signal including the multi-channel and/or multi-object signals will be referred to as the multi-
audio signals. FIG. 7 illustrates that the binaural rendering unit 220 receives the multi-channel signals of the QMF domain
according to an exemplary embodiment, but the input signal of the binaural rendering unit 220 may further include time
domain multi-channel signals and time domain multi-object signals. Further, when the binaural rendering unit 220 addi-
tionally includes a particular decoder, the input signal may be an encoded bitstream of the multi-audio signals. Moreover,
in the specification, the present invention is described based on a case of performing BRIR rendering of the multi-audio
signals, but the present invention is not limited thereto. That is, features provided by the present invention may be applied
to not only the BRIR but also other types of rendering filters and applied to not only the multi-audio signals but also an
audio signal of a single channel or single object.
[0090] The fast convolution unit 230 performs a fast convolution between the input signal and the BRIR filter to process
direct sound and early reflections sound for the input signal. To this end, the fast convolution unit 230 may perform the
fast convolution by using a truncated BRIR. The truncated BRIR includes a plurality of subband filter coefficients truncated
dependently on each subband frequency and is generated by the BRIR parameterization unit 300. In this case, the
length of each of the truncated subband filter coefficients is determined dependently on a frequency of the corresponding
subband. The fast convolution unit 230 may perform variable order filtering in a frequency domain by using the truncated
subband filter coefficients having different lengths according to the subband. That is, the fast convolution may be per-
formed between QMF domain subband signals and the truncated subband filters of the QMF domain corresponding
thereto for each frequency band. The truncated subband filter corresponding to each subbnad signal may be identified
by the vector information mconv given above.
[0091] The late reverberation generation unit 240 generates a late reverberation signal for the input signal. The late
reverberation signal represents an output signal which follows the direct sound and the early reflections sound generated
by the fast convolution unit 230. The late reverberation generation unit 240 may process the input signal based on
reverberation time information determined by each of the subband filter coefficients transferred from the BRIR param-
eterization unit 300. According to the exemplary embodiment of the present invention, the late reverberation generation
unit 240 may generate a mono or stereo downmix signal for an input audio signal and perform late reverberation processing
of the generated downmix signal.
[0092] The QMF domain tapped delay line (QTDL) processing unit 250 processes signals in high-frequency bands
among the input audio signals. The QTDL processing unit 250 receives at least one parameter, which corresponds to
each subband signal in the high-frequency bands, from the BRIR parameterization unit 300 and performs tap-delay line
filtering in the QMF domain by using the received parameter. The parameter corresponding to each subbnad signal may
be identified by the vector information mconv given above. According to the exemplary embodiment of the present
invention, the binaural renderer 200 separates the input audio signals into low-frequency band signals and high-frequency
band signals based on a predetermined constant or a predetermined frequency band, and the low-frequency band
signals may be processed by the fast convolution unit 230 and the late reverberation generation unit 240, and the high
frequency band signals may be processed by the QTDL processing unit 250, respectively.
[0093] Each of the fast convolution unit 230, the late reverberation generation unit 240, and the QTDL processing unit
250 outputs the 2-channel QMF domain subband signal. The mixer & combiner 260 combines and mixes the output
signal of the fast convolution unit 230, the output signal of the late reverberation generation unit 240, and the output
signal of the QTDL processing unit 250. In this case, the combination of the output signals is performed separately for
each of left and right output signals of 2 channels. The binaural renderer 200 performs QMF synthesis to the combined
output signals to generate a final binaural output audio signal in the time domain.
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<Variable Order Filtering in Frequency-Domain (VOFF)>

[0094] FIG. 8 is a diagram illustrating a filter generating method for binaural rendering according to an exemplary
embodiment of the present invention. An FIR filter converted into a plurality of subband filters may be used for binaural
rendering in a QMF domain. According to the exemplary embodiment of the present invention, the fast convolution unit
of the binaural renderer may perform variable order filtering in the QMF domain by using the truncated subband filters
having different lengths according to each subband frequency.
[0095] In FIG. 8, Fk represents the truncated subband filter used for the fast convolution in order to process direct
sound and early reflection sound of QMF subband k. Further, Pk represents a filter used for late reverberation generation
of QMF subband k. In this case, the truncated subband filter Fk may be a front filter truncated from an original subband
filter and be also designated as a front subband filter. Further, Pk may be a rear filter after truncation of the original
subband filter and be also designated as a rear subband filter. The QMF domain has a total of K subbands and according
to the exemplary embodiment, 64 subbands may be used. Further, N represents a length (tab number) of the original
subband filter and NFilter[k] represents a length of the front subband filter of subband k. In this case, the length NFilter[k]
represents the number of tabs in the QMF domain which is down-sampled.
[0096] In the case of rendering using the BRIR filter, a filter order (that is, filter length) for each subband may be
determined based on parameters extracted from an original BRIR filter, that is, reverberation time (RT) information for
each subband filter, an energy decay curve (EDC) value, energy decay time information, and the like. A reverberation
time may vary depending on the frequency due to acoustic characteristics in which decay in air and a sound-absorption
degree depending on materials of a wall and a ceiling vary for each frequency. In general, a signal having a lower
frequency has a longer reverberation time. Since the long reverberation time means that more information remains in
the rear part of the FIR filter, it is preferable to truncate the corresponding filter long in normally transferring reverberation
information. Accordingly, the length of each truncated subband filter Fk of the present invention is determined based at
least in part on the characteristic information (for example, reverberation time information) extracted from the corre-
sponding subband filter.
[0097] According to an embodiment, the length of the truncated subbnad filter Fk may be determined based on additional
information obtained by the apparatus for processing an audio signal, that is, complexity, a complexity level (profile), or
required quality information of the decoder. The complexity may be determined according to a hardware resource of the
apparatus for processing an audio signal or a value directly input by the user. The quality may be determined according
to a request of the user or determined with reference to a value transmitted through the bitstream or other information
included in the bitstream. Further, the quality may also be determined according to a value obtained by estimating the
quality of the transmitted audio signal, that is to say, as a bit rate is higher, the quality may be regarded as a higher
quality. In this case, the length of each truncated subband filter may proportionally increase according to the complexity
and the quality and may vary with different ratios for each band. Further, in order to acquire an additional gain by high-
speed processing such as FFT, and the like, the length of each truncated subband filter may be determined as a
corresponding size unit, for example to say, a multiple of the power of 2. On the contrary, when the determined length
of the truncated subband filter is longer than a total length of an actual subband filter, the length of the truncated subband
filter may be adjusted to the length of the actual subband filter.
[0098] The BRIR parameterization unit according to the embodiment of the present invention generates the truncated
subband filter coefficients corresponding to the respective lengths of the truncated subband filters determined according
to the aforementioned exemplary embodiment, and transfers the generated truncated subband filter coefficients to the
fast convolution unit. The fast convolution unit performs the variable order filtering in frequency domain (VOFF processing)
of each subband signal of the multi-audio signals by using the truncated subband filter coefficients. That is, in respect
to a first subband and a second subband which are different frequency bands with each other, the fast convolution unit
generates a first subband binaural signal by applying a first truncated subband filter coefficients to the first subband
signal and generates a second subband binaural signal by applying a second truncated subband filter coefficients to
the second subband signal. In this case, each of the first truncated subband filter coefficients and the second truncated
subband filter coefficients may have different lengths independently and is obtained from the same proto-type filter in
the time domain. That is, since a single filter in the time domain is converted into a plurality of QMF subband filters and
the lengths of the filters corresponding to the respective subbands vary, each of the truncated subband filters is obtained
from a single proto-type filter.
[0099] Meanwhile, according to an exemplary embodiment of the present invention, the plurality of subband filters,
which are QMF-converted, may be classified into the plurality of groups, and different processing may be applied for
each of the classified groups. For example, the plurality of subbands may be classified into a first subband group Zone
1 having low frequencies and a second subband group Zone 2 having high frequencies based on a predetermined
frequency band (QMF band i). In this case, the VOFF processing may be performed with respect to input subband
signals of the first subband group, and QTDL processing to be described below may be performed with respect to input
subband signals of the second subband group.
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[0100] Accordingly, the BRIR parameterization unit generates the truncated subband filter (the front subband filter)
coefficients for each subband of the first subband group and transfers the front subband filter coefficients to the fast
convolution unit. The fast convolution unit performs the VOFF processing of the subband signals of the first subband
group by using the received front subband filter coefficients. According to an exemplary embodiment, a late reverberation
proceesing of the subband signals of the first subband group may be additionally performed by the late reverberation
generation unit. Further, the BRIR parameterization unit obtains at least one parameter from each of the subband filter
coefficients of the second subband group and transfers the obtained parameter to the QTDL processing unit. The QTDL
processing unit performs tap-delay line filtering of each subband signal of the second subband group as described below
by using the obtained parameter. According to the exemplary embodiment of the present invention, the predetermined
frequency (QMF band i) for distinguishing the first subband group and the second subband group may be determined
based on a predetermined constant value or determined according to a bitstream characteristic of the transmitted audio
input signal. For example, in the case of the audio signal using the SBR, the second subband group may be set to
correspond to an SBR bands.
[0101] According to another exemplary embodiment of the present invention, the plurality of subbands may be classified
into three subband groups based on a predetermined first frequency band (QMF band i) and a second frequency band
(QMF band j) as illustrated in FIG. 8. That is, the plurality of subbands may be classified into a first subband group Zone
1 which is a low-frequency zone equal to or lower than the first frequency band, a second subband group Zone 2 which
is an intermediate-frequency zone higher than the first frequency band and equal to or lower than the second frequency
band, and a third subband group Zone 3 which is a high-frequency zone higher than the second frequency band. For
example, when a total of 64 QMF subbands (subband indexes 0 to 63) are divided into the 3 subband groups, the first
subband group may include a total of 32 subbands having indexes 0 to 31, the second subband group may include a
total of 16 subbands having indexes 32 to 47, and the third subband group may include subbands having residual indexes
48 to 63. Herein, the subband index has a lower value as a subband frequency becomes lower.
[0102] According to the exemplary embodiment of the present invention, the binaural rendering may be performed
only with respect to subband signals of the first subband group and the second subband groups. That is, as described
above, the VOFF processing and the late reverberation processing may be performed with respect to the subband
signals of the first subband group and the QTDL processing may be performed with respect to the subband signals of
the second subband group. Further, the binaural rendering may not be performed with respect to the subband signals
of the third subband group. Meanwhile, information (Kproc = 48) of a maximum frequency band to perform the binaural
rendering and information (Kconv=32) of a frequency band to perform the convolution may be predetermined values or
be determined by the BRIR parameterization unit to be transferred to the binaural rendering unit. In this case, a first
frequency band (QMF band i) is set as a subband of an index Kconv-1 and a second frequency band (QMF band j) is
set as a subband of an index Kproc-1. Meanwhile, the values of the information (Kproc) of the maximum frequency band
and the information (Kconv) of the frequency band to perform the convolution may vary by a sampling frequency of an
original BRIR input, a sampling frequency of an input audio signal, and the like.
[0103] Meanwhile, according to the exemplary embodiment of FIG. 8, the length of the rear subband filter Pk may also
be determined based on the parameters extracted from the original subband filter as well as the front subband filter Fk.
That is, the lengths of the front subband filter and the rear subband filter of each subband are determined based at least
in part on the characteristic information extracted in the corresponding subband filter. For example, the length of the
front subband filter may be determined based on first reverberation time information of the corresponding subband filter,
and the length of the rear subband filter may be determined based on second reverberation time information. That is,
the front subband filter may be a filter at a truncated front part based on the first reverberation time information in the
original subband filter, and the rear subband filter may be a filter at a rear part corresponding to a zone between a first
reverberation time and a second reverberation time as a zone which follows the front subband filter. According to an
exemplary embodiment, the first reverberation time information may be RT20, and the second reverberation time infor-
mation may be RT60, but the present invention is not limited thereto.
[0104] A part where an early reflections sound part is switched to a late reverberation sound part is present within a
second reverberation time. That is, a point is present, where a zone having a deterministic characteristic is switched to
a zone having a stochastic characteristic, and the point is called a mixing time in terms of the BRIR of the entire band.
In the case of a zone before the mixing time, information providing directionality for each location is primarily present,
and this is unique for each channel. On the contrary, since the late reverberation part has a common feature for each
channel, it may be efficient to process a plurality of channels at once. Accordingly, the mixing time for each subband is
estimated to perform the fast convolution through the VOFF processing before the mixing time and perform processing
in which a common characteristic for each channel is reflected through the late reverberation processing after the mixing
time.
[0105] However, an error may occur by a bias from a perceptual viewpoint at the time of estimating the mixing time.
Therefore, performing the fast convolution by maximizing the length of the VOFF processing part is more excellent from
a quality viewpoint than separately processing the VOFF processing part and the late reverberation part based on the
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corresponding boundary by estimating an accurate mixing time. Therefore, the length of the VOFF processing part, that
is, the length of the front subband filter may be longer or shorter than the length corresponding to the mixing time
according to complexity-quality control.
[0106] Moreover, in order to reduce the length of each subband filter, in addition to the aforementioned truncation
method, when a frequency response of a specific subband is monotonic, a modeling of reducing the filter of the corre-
sponding subband to a low order is available. As a representative method, there is FIR filter modeling using frequency
sampling, and a filter minimized from a least square viewpoint may be designed.

<QTDL Processing of High-Frequency Bands>

[0107] FIG. 9 is a diagram more specifically illustrating QTDL processing according to the exemplary embodiment of
the present invention. According to the exemplary embodiment of FIG. 9, the QTDL processing unit 250 performs
subband-specific filtering of multi-channel input signals X0, X1, ..., X_M-1 by using the one-tap-delay line filter. In this
case, it is assumed that the multi-channel input signals are received as the subband signals of the QMF domain. Therefore,
in the exemplary embodiment of FIG. 9, the one-tap-delay line filter may perform processing for each QMF subband.
The one-tap-delay line filter performs the convolution of only one tap with respect to each channel signal. In this case,
the used tap may be determined based on the parameter directly extracted from the BRIR subband filter coefficients
corresponding to the relavant subband signal. The parameter includes delay information for the tap to be used in the
one-tap-delay line filter and gain information corresponding thereto.
[0108] In FIG. 9, L_0, L_1, ... L_M-1 represent delays for the BRIRs with respect to M channels-left ear, respectively,
and R_0, R_1, ..., R_M-1 represent delays for the BRIRs with respect to M channels-right ear, respectively. In this case,
the delay information represents positional information for the maximum peak in the order of an absolution value, the
value of a real part, or the value of an imaginary part among the BRIR subband filter coefficients. Further, in FIG. 9,
G_L_0, G_L_1, ..., G_L_M-1 represent gains corresponding to respective delay information of the left channel and
G_R_0, G_R_1, ..., G_R_M-1 represent gains corresponding to the respective delay information of the right channels,
respectively. Each gain information may be determined based on the total power of the corresponding BRIR subband
filter coefficients, the size of the peak corresponding to the delay information, and the like. In this case, as the gain
information, the weighted value of the corresponding peak after energy compensation for whole subband filter coefficients
may be used as well as the corresponding peak value itself in the subband filter coefficients. The gain information is
obtained by using both the real-number of the weighted value and the imaginary-number of the weighted value for the
corresponding peak.
[0109] Meanwhile, the QTDL processing may be performed only with respect to input signals of high-frequency bands,
which are classified based on the predetermined constant or the predetermined frequency band, as described above.
When the spectral band replication (SBR) is applied to the input audio signal, the high-frequency bands may correspond
to the SBR bands. The spectral band replication (SBR) used for efficient encoding of the high-frequency bands is a tool
for securing a bandwidth as large as an original signal by re-extending a bandwidth which is narrowed by throwing out
signals of the high-frequency bands in low-bit rate encoding. In this case, the high-frequency bands are generated by
using information of low-frequency bands, which are encoded and transmitted, and additional information of the high-
frequency band signals transmitted by the encoder. However, distortion may occur in a high-frequency component
generated by using the SBR due to generation of inaccurate harmonics. Further, the SBR bands are the high-frequency
bands, and as described above, reverberation times of the corresponding frequency bands are very short. That is, the
BRIR subband filters of the SBR bands have small effective information and a high decay rate. Accordingly, in BRIR
rendering for the high-frequency bands corresponding to the SBR bands, performing the rendering by using a small
number of effective taps may be still more effective in terms of a computational complexity to the sound quality than
performing the convolution.
[0110] The plurality of channel signals filtered by the one-tap-delay line filter is aggregated to the 2-channel left and
right output signals Y_L and Y_R for each subband. Meanwhile, the parameter used in each one-tap-delay line filter of
the QTDL processing unit 250 may be stored in the memory during an initialization process for the binaural rendering
and the QTDL processing may be performed without an additional operation for extracting the parameter.

<BRIR parameterization in detail>

[0111] FIG. 10 is a block diagram illustrating respective components of a BRIR parameterization unit according to an
exemplary embodiment of the present invention. As illustrated in FIG. 14, the BRIR parameterization unit 300 may
include an VOFF parameterization unit 320, a late revereberation parameterization unit 360, and a QTDL parameterization
unit 380. The BRIR parameterization unit 300 receives a BRIR filter set of the time domain as an input and each sub-
unit of the BRIR parameterization unit 300 generate various parameters for the binaural rendering by using the received
BRIR filter set. According to the exemplary embodiment, the BRIR parameterization unit 300 may additionally receive
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the control parameter and generate the parameter based on the receive control parameter.
[0112] First, the VOFF parameterization unit 320 generates truncated subband filter coefficients required for variable
order filtering in frequency domain (VOFF) and the resulting auxiliary parameters. For example, the VOFF parameteri-
zation unit 320 calculates frequency band-specific reverberation time information, filter order information, and the like
which are used for generating the truncated subband filter coefficients and determines the size of a block for performing
block-wise fast Fourier transform for the truncated subband filter coefficients. Some parameters generated by the VOFF
parameterization unit 320 may be transmitted to the late reverberation parameterization unit 360 and the QTDL param-
eterization unit 380. In this case, the transferred parameters are not limited to a final output value of the VOFF param-
eterization unit 320 and may include a parameter generated in the meantime according to processing of the VOFF
parameterization unit 320, that is, the truncated BRIR filter coefficients of the time domain, and the like.
[0113] The late reverberation parameterization unit 360 generates a parameter required for late reverberation gener-
ation. For example, the late reverberation parameterization unit 360 may generate the downmix subband filter coefficients,
the IC value, and the like. Further, the QTDL parameterization unit 380 generates a parameter for QTDL processing. In
more detail, the QTDL parameterization unit 380 receives the subband filter coefficients from the late reverberation
parameterization unit 320 and generates delay information and gain information in each subband by using the received
subband filter coefficients. In this case, the QTDL parameterization unit 380 may receive information Kproc of a maximum
frequency band for performing the binaural rendering and information Kconv of a frequency band for performing the
convolution as the control parameters and generate the delay information and the gain information for each frequency
band of a subband group having Kproc and Kconv as boundaries. According to the exemplary embodiment, the QTDL
parameterization unit 380 may be provided as a component included in the VOFF parameterization unit 320.
[0114] The parameters generated in the VOFF parameterization unit 320, the late reverberation parameterization unit
360, and the QTDL parameterization unit 380, respectively are transmitted to the binaural rendering unit (not illustrated).
According to the exemplary embodiment, the later reverberation parameterization unit 360 and the QTDL parameteri-
zation unit 380 may determine whether the parameters are generated according to whether the late reverberation
processing and the QTDL processing are performed in the binaural rendering unit, respectively. When at least one of
the late reverberation processing and the QTDL processing is not performed in the binaural rendering unit, the late
reverberation parameterization unit 360 and the QTDL parameterization unit 380 corresponding thereto may not generate
the parameters or not transmit the generated parameters to the binaural rendering unit.
[0115] FIG. 11 is a block diagram illustrating respective components of a VOFF parameterization unit of the present
invention. As illustrated in FIG. 15, the VOFF parameterization unit 320 may include a propagation time calculating unit
322, a QMF converting unit 324, and an VOFF parameter generating unit 330. The VOFF parameterization unit 320
performs a process of generating the truncated subband filter coefficients for VOFF processing by using the received
time domain BRIR filter coefficients.
[0116] First, the propagation time calculating unit 322 calculates propagation time information of the time domain BRIR
filter coefficients and truncates the time domain BRIF filter coefficients based on the calculated propagation time infor-
mation. Herein, the propagation time information represents a time from an initial sample to direct sound of the BRIR
filter coefficients. The propagation time calculating unit 322 may truncate a part corresponding to the calculated propa-
gation time from the time domain BRIR filter coefficients and remove the truncated part.
[0117] Various methods may be used for estimating the propagation time of the BRIR filter coefficients. According to
the exemplary embodiment, the propagation time may be estimated based on first point information where an energy
value larger than a threshold which is in proportion to a maximum peak value of the BRIR filter coefficients is shown. In
this case, since all distances from respective channels of multi-channel inputs up to a listener are different from each
other, the propagation time may vary for each channel. However, the truncating lengths of the propagation time of all
channels need to be the same as each other in order to perform the convolution by using the BRIR filter coefficients in
which the propagation time is truncated at the time of performing the binaural rendering and compensate a final signal
in which the binaural rendering is performed with a delay. Further, when the truncating is performed by applying the
same propagation time information to each channel, error occurrence probabilities in the individual channels may be
reduced.
[0118] In order to calculate the propagation time information according to the exemplary embodiment of the present
invention, frame energy E(k) for a frame wise index k may be first defined. When the time domain BRIR filter coefficient

for an input channel index m, an output left/right channel index i, and a time slot index v of the time domain is 

the frame energy E(k) in a k-th frame may be calculated by an equation given below. 
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[0119] Where, NBRIR represents the number of total filters of BRIR filter set, Nhop represents a predetermined hop
size, and Lfrm represents a frame size. That is, the frame energy E(k) may be calculated as an average value of the
frame energy for each channel with respect to the same time interval.
[0120] The propagation time pt may be calculated through an equation given below by using the defined frame energy
E(k). 

[0121] That is, the propagation time calculating unit 322 measures the frame energy by shifting a predetermined hop
wise and identifies the first frame in which the frame energy is larger than a predetermined threshold. In this case, the
propagation time may be determined as an intermediate point of the identified first frame. Meanwhile, in Equation 3, it
is described that the threshold is set to a value which is lower than maximum frame energy by 60 dB, but the present
invention is not limited thereto and the threshold may be set to a value which is in proportion to the maximum frame
energy or a value which is different from the maximum frame energy by a predetermined value.
[0122] Meanwhile, the hop size Nhop and the frame size Lfrm may vary based on whether the input BRIR filter coefficients
are head related impulse response (HRIR) filter coefficients. In this case, information flag_HRIR indicating whether the
input BRIR filter coefficients are the HRIR filter coefficients may be received from the outside or estimated by using the
length of the time domain BRIR filter coefficients. In general, a boundary of an early reflection sound part and a late
reverberation part is known as 80 ms. Therefore, when the length of the time domain BRIR filter coefficients is 80 ms
or less, the corresponding BRIR filter coefficients are determined as the HRIR filter coefficients (flag_HRIR=1) and when
the length of the time domain BRIR filter coefficients is more than 80 ms, it may be determined that the corresponding
BRIR filter coefficients are not the HRIR filter coefficients (flag_HRIR=0). The hop size Nhop and the frame size Lfrm
when it is determined that the input BRIR filter coefficients are the HRIR filter coefficients (flag_HRIR=1) may be set to
smaller values than those when it is determined that the corresponding BRIR filter coefficients are not the HRIR filter
coefficients (flag_HRIR=0). For example, in the case of flag_HRIR=0, the hop size Nhop and the frame size Lfrm may be
set to 8 and 32 samples, respectively and in the case of flag_HRIR=1, the hop size Nhop and the frame size Lfrm may
be set to 1 and 8 sample(s), respectively.
[0123] According to the exemplary embodiment of the present invention, the propagation time calculating unit 322
may truncate the time domain BRIR filter coefficients based on the calculated propagation time information and transfer
the truncated BRIR filter coefficients to the QMF converting unit 324. Herein, the truncated BRIR filter coefficients
indicates remaining filter coefficients after truncating and removing the part corresponding to the propagation time from
the original BRIR filter coefficients. The propagation time calculating unit 322 truncates the time domain BRIR filter
coefficients for each input channel and each output left/right channel and transfers the truncated time domain BRIR filter
coefficients to the QMF converting unit 324.
[0124] The QMF converting unit 324 performs conversion of the input BRIR filter coefficients between the time domain
and the QMF domain. That is, the QMF converting unit 324 receives the truncated BRIR filter coefficients of the time
domain and converts the received BRIR filter coefficients into a plurality of subband filter coefficients corresponding to
a plurality of frequency bands, respectively. The converted subband filter coefficients are transferred to the VOFF
parameter generating unit 330 and the VOFF parameter generating unit 330 generates the truncated subband filter
coefficients by using the received subband filter coefficients. When the QMF domain BRIR filter coefficients instead of
the time domain BRIR filter coefficients are received as the input of the VOFF parameterization unit 320, the received
QMF domain BRIR filter coefficients may bypass the QMF converting unit 324. Further, according to another exemplary
embodiment, when the input filter coefficients are the QMF domain BRIR filter coefficients, the QMF converting unit 324
may be omitted in the VOFF parameterization unit 320.
[0125] FIG. 12 is a block diagram illustrating a detailed configuration of the VOFF parameter generating unit of FIG.
11. As illustrated in FIG. 16, the VOFF parameter generating unit 330 may include a reverberation time calculating unit



EP 3 122 073 A1

18

5

10

15

20

25

30

35

40

45

50

55

332, a filter order determining unit 334, and a VOFF filter coefficient generating unit 336. The VOFF parameter generating
unit 330 may receive the QMF domain subband filter coefficients from the QMF converting unit 324 of FIG. 11. Further,
the control parameters including the maximum frequency band information Kproc performing the binaural rendering, the
frequency band information Kconv performing the convolution, predetermined maximum FFT size information, and the
like may be input into the VOFF parameter generating unit 330.
[0126] First, the reverberation time calculating unit 332 obtains the reverberation time information by using the received
subband filter coefficients. The obtained reverberation time information may be transferred to the filter order determining
unit 334 and used for determining the filter order of the corresponding subband. Meanwhile, since a bias or a deviation
may be present in the reverberation time information according to a measurement environment, a unified value may be
used by using a mutual relationship with another channel. According to the exemplary embodiment, the reverberation
time calculating unit 332 generates average reverberation time information of each subband and transfers the generated
average reverberation time information to the filter order determining unit 334. When the reverberation time information
of the subband filter coefficients for the input channel index m, the output left/right channel index i, and the subband
index k is RT(k, m, i), the average reverberation time information RTk of the subband k may be calculated through an
equation given below. 

[0127] Where, NBRIR represents the number of total filters of BRIR filter set.
[0128] That is, the reverberation time calculating unit 332 extracts the reverberation time information RT(k, m, i) from
each subband filter coefficients corresponding to the multi-channel input and obtains an average value (that is, the
average reverberation time information RTk) of the reverberation time information RT(k, m, i) of each channel extracted
with respect to the same subband. The obtained average reverberation time information RTk may be transferred to the
filter order determining unit 334 and the filter order determining unit 334 may determine a single filter order applied to
the corresponding subband by using the transferred average reverberation time information RTk. In this case, the obtained
average reverberation time information may include RT20 and according to the exemplary embodiment, other reverber-
ation time information, that is to say, RT30, RT60, and the like may be obtained as well. Meanwhile, according to another
exemplary embodiment of the present invention, the reverberation time calculating unit 332 may transfer a maximum
value and/or a minimum value of the reverberation time information of each channel extracted with respect to the same
subband to the filter order determining unit 334 as representative reverberation time information of the corresponding
subband.
[0129] Next, the filter order determining unit 334 determines the filter order of the corresponding subband based on
the obtained reverberation time information. As described above, the reverberation time information obtained by the
filter order determining unit 334 may be the average reverberation time information of the corresponding subband and
according to exemplary embodiment, the representative reverberation time information with the maximum value and/or
the minimum value of the reverberation time information of each channel may be obtained instead. The filter order may
be used for determining the length of the truncated subband filter coefficients for the binaural rendering of the corre-
sponding subband.
[0130] When the average reverberation time information in the subband k is RTk, the filter order information NFilter[k]
of the corresponding subband may be obtained through an equation given below. 

[0131] That is, the filter order information may be determined as a value of power of 2 using a log-scaled approximated
integer value of the average reverberation time information of the corresponding subband as an index. In other words,
the filter order information may be determined as a value of power of 2 using a round off value, a round up value, or a
round down value of the average reverberation time information of the corresponding subband in the log scale as the
index. When an original length of the corresponding subband filter coefficients, that is, a length up to the last time slot
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nend is smaller than the value determined in Equation 5, the filter order information may be substituted with the original
length value nend of the subband filter coefficients. That is, the filter order information may be determined as a smaller
value of a reference truncation length determined by Equation 5 and the original length of the subband filter coefficients.
[0132] Meanwhile, the decay of the energy depending on the frequency may be linearly approximated in the log scale.
Therefore, when a curve fitting method is used, optimized filter order information of each subband may be determined.
According to the exemplary embodiment of the present invention, the filter order determining unit 334 may obtain the
filter order information by using a polynomial curve fitting method. To this end, the filter order determining unit 334 may
obtain at least one coefficient for curve fitting of the average reverberation time information. For example, the filter order
determining unit 334 performs curve fitting of the average reverberation time information for each subband by a linear
equation in the log scale and obtain a slope value ’a’ and a fragment value ’b’ of the corresponding linear equation.
[0133] The curve-fitted filter order information N’Filter[k] in the subband k may be obtained through an equation given
below by using the obtained coefficients. 

[0134] That is, the curve-fitted filter order information may be determined as a value of power of 2 using an approximated
integer value of a polynomial curve-fitted value of the average reverberation time information of the corresponding
subband as the index. In other words, the curve-fitted filter order information may be determined as a value of power of
2 using a round off value, a round up value, or a round down value of the polynomial curve-fitted value of the average
reverberation time information of the corresponding subband as the index. When the original length of the corresponding
subband filter coefficients, that is, the length up to the last time slot nend is smaller than the value determined in Equation
6, the filter order information may be substituted with the original length value nend of the subband filter coefficients. That
is, the filter order information may be determined as a smaller value of the reference truncation length determined by
Equation 6 and the original length of the subband filter coefficients.
[0135] According to the exemplary embodiment of the present invention, based on whether proto-type BRIR filter
coefficients, that is, the BRIR filter coefficients of the time domain are the HRIR filter coefficients (flag_HRIR), the filter
order information may be obtained by using any one of Equation 5 and Equation 6. As described above, a value of
flag_HRIR may be determined based on whether the length of the proto-type BRIR filter coefficients is more than a
predetermined value. When the length of the proto-type BRIR filter coefficients is more than the predetermined value
(that is, flag_HRIR=0), the filter order information may be determined as the curve-fitted value according to Equation 6
given above. However, when the length of the proto-type BRIR filter coefficients is not more than the predetermined
value (that is, flag HRIR=1), the filter order information may be determined as a non-curve-fitted value according to
Equation 5 given above. That is, the filter order information may be determined based on the average reverberation time
information of the corresponding subband without performing the curve fitting. The reason is that since the HRIR is not
influenced by a room, a tendency of the energy decay is not apparent in the HRIR.
[0136] Meanwhile, according to the exemplary embodiment of the present invention, when the filter order information
for a 0-th subband (that is, subband index 0) is obtained, the average reverberation time information in which the curve
fitting is not performed may be used. The reason is that the reverberation time of the 0-th subband may have a different
tendency from the reverberation time of another subband due to an influence of a room mode, and the like. Therefore,
according to the exemplary embodiment of the present invention, the curve-fitted filter order information according to
Equation 6 may be used only in the case of flag_HRIR=0 and in the subband in which the index is not 0.
[0137] The filter order information of each subband determined according to the exemplary embodiment given above
is transferred to the VOFF filter coefficient generating unit 336. The VOFF filter coefficient generating unit 336 generates
the truncated subband filter coefficients based on the obtained filter order information. According to the exemplary
embodiment of the present invention, the truncated subband filter coefficients may be constituted by at least one FFT
filter coefficient in which the fast Fourier transform (FFT) is perforemd by a predetermined block wise for block-wise fast
convolution. The VOFF filter coefficient generating unit 336 may generate the FFT filter coefficients for the block-wise
fast convolution as described below with reference to FIG. 14.
[0138] FIG. 13 is a block diagram illustrating respective components of a QTDL parameterization unit of the present
invention. As illustrated in FIG. 13, the QTDL parameterization unit 380 may include a peak searching unit 382 and a
gain generating unit 384. The QTDL parameterization unit 380 may receive the QMF domain subband filter coefficients
from the VOFF parameterization unit 320. Further, the QTDL parameterization unit 380 may receive the information
Kproc of the maximum frequency band for performing the binaural rendering and information Kconv of the frequency
band for performing the convolution as the control parameters and generate the delay information and the gain information
for each frequency band of a subband group (that is, the second subband group) having Kproc and Kconv as boundaries.
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[0139] According to a more detailed exemplary embodiment, when the BRIR subband filter coefficient for the input
channel index m, the output left/right channel index i, the subband index k, and the QMF domain time slot index n is

the delay information  and the gain information  may be obtained as described below. 

[0140] Where, nend represents the last time slot of the corresponding subband filter coefficients.
[0141] That is, referring to Equation 7, the delay information may represent information of a time slot where the
corresponding BRIR subband filter coefficient has a maximum size and this represents positional information of a max-
imum peak of the corresponding BRIR subband filter coefficients. Further, referring to Equation 8, the gain information
may be determined as a value obtained by multiplying the total power value of the corresponding BRIR subband filter
coefficients by a sign of the BRIR subband filter coefficient at the maximum peak position.
[0142] The peak searching unit 382 obtains the maximum peak position that is, the delay information in each subband
filter coefficients of the second subband group based on Equation 7. Further, the gain generating unit 384 obtains the
gain information for each subband filter coefficients based on Equation 8. Equation 7 and Equation 8 show an example
of equations obtaining the delay information and the gain information, but a detailed form of equations for calculating
each information may be variously modified.

<Block-wise fast convolution>

[0143] Meanwhile, according to the exemplary embodiments of the present invention, predetermined block-wise fast
convolution may be performed for optimal binaural in terms of efficiency and performance. The FFT based fast convolution
has a feature in that as the FFT size increases, the computational amount decreases, but the overall processing delay
increases and a memory usage increases. When a BRIR having a length of 1 second is fast-convoluted to the FFT size
having a length twice the corresponding length, it is efficient in terms of the computational amount, but a delay corre-
sponding to 1 second occurs and a buffer and a processing memory corresponding thereto are required. An audio signal
processing method having a long delay time is not suitable for an application for real-time data processing, and the like.
Since a frame is a minimum unit by which decoding can be performed by the audio signal processing apparatus, the
block-wise fast convolution is preferably performed with a size corresponding to the frame unit even in the binaural
rendering.
[0144] FIG. 14 illustrates an exemplary embodiment of a method for generating FFT filter coefficients for block-wise
fast convolution. Similarly to the aforementioned exemplary embodiment, in the exemplary embodiment of FIG. 14, the
proto-type FIR filter is converted into K subband filters and Fk and Pk represent the truncated subband filter (front
subband filter) and rear subband filter of the subband k, respectively. Each of the subbands Band 0 to Band K-1 may
represent the subband in the frequency domain, that is, the QMF subband. In the QMF domain, a total of 64 subbands
may be used, but the present invention is not limited thereto. Further, N represents the length (the number of taps) of
the original subband filter and NFilter[k] represents the length of the front subband filter of subband k.
[0145] Like the aforementioned exemplary embodiment, a plurality of subbands of the QMF domain may be classified
into a first subband group (Zone 1) having low frequencies and a second subband group (Zone 2) having high frequencies
based on a predetermined frequency band (QMF band i). Alternatively, the plurality of subbands may be classified into
three subband groups, that is, a first subband group (Zone 1), a second subband group (Zone 2), and a third subband
group (Zone 3) based on a predetermined first frequency band (QMF band i) and a second frequency band (QMF band
j). In this case, the VOFF processing using the block-wise fast convolution may be performed with respect to input
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subband signals of the first subband group and the QTDL processing may be performed with respect to the input subband
signals of the second subband group, respectively. In addition, rendering may not be performed with respect to the
subband signals of the third subband group. According to the exemplary embodiment, the late reverberation processing
may be additionally performed with respect to the input subband signals of the first subband group.
[0146] Referring to FIG. 14, the VOFF filter coefficient generating unit 336 of the present invention performs fast Fourier
transform of the truncated subband filter coefficients by a predetermined block size in the corresponding subband to
generate FFT filter coefficients. In this case, the length NFFT[k] of the predetermined block in each subband k is determined
based on a predetermined maximum FFT size 2L. In more detail, the length NFFT[k] of the predetermined block in
subband k may be expressed by the following equation. 

[0147] Where, 2L represents a predetermined maximum FFT size and NFilter[k] represents filter order information of
subband k.
[0148] That is, the length NFFT[k] of the predetermined block may be determined as a smaller value between a value
2Óbg22N

Filter
[k]Ò twice a reference filter length of the truncated subband filter coefficients and the predetermined maximum

FFT size 2L. Herein, the reference filter length represents any one of a true value and an approximate value in a form
of power of 2 of a filter order NFilter[k] (that is, the length of the truncated subband filter coefficients) in the corresponding
subband k. That is, when the filter order of subband k has the form of power of 2, the corresponding filter order NFilter[k]
is used as the reference filter length in subband k and when the filter order NFilter[k] of subband k does not have the form
of power of 2 (e.g., nend), a round off value, a round up value or a round down value in the form of power of 2 of the
corresponding filter order NFilter[k] is used as the reference filter length. Meanwhile, according to the exemplary embod-
iment of the present invention, both the length NFFT[k] of the predetermined block and the reference filter length
2Óbg22N

Filter
[k]Ò may be the power of 2 value.

[0149] When a value which is twice as large as the reference filter length is equal to or larger than (or larger than) a
maximum FFT size 2L like F0 and F1 of FIG. 14, each of predetermined block lengths NFFT[0] and NFFT[1] of the
corresponding subbands is determined as the maximum FFT size 2L. However, when the value which is twice as large
as the reference filter length is smaller than (or equal to or smaller than) the maximum FFT size 2L like F5 of FIG. 14,
a predetermined block length NFFT[5] of the corresponding subband is determined as 2Óbg22N

Filter
[5]Ò which is the value

twice as large as the reference filter length. As described below, since the truncated subband filter coefficients are
extended to a doubled length through the zero-padding and thereafter, fast-Fourier transfromed, the length NFFT[k] of
the block for the fast Fourier transform may be determined based on a comparison result between the value twice as
large as the reference filter length and the predetermined maximum FFT size 2L.
[0150] As described above, when the block length NFFT[K] in each subband is determined, the VOFF filter coefficient
generating unit 336 performs the fast Fourier transform of the truncated subband filter coefficients by the determined
block size. In more detail, the VOFF filter coefficient generating unit 336 partitions the truncated subband filter coefficients
by the half NFFT[k]/2 of the predetermined block size. An area of a dotted line boundary of the VOFF processing part
illustrated in FIG. 14 represents the subband filter coefficients partitioned by the half of the predetermined block size.
Next, the BRIR parameterization unit generates temporary filter coefficients of the predetermined block size NFFT[k] by
using the respective partitioned filter coefficients. In this case, a first half part of the temporary filter coefficients is
constituted by the partitioned filter coefficients and a second half part is constituted by zero-padded values. Therefore,
the temporary filter coefficients of the length NFFT[k] of the predetermined block is generated by using the filter coefficients
of the half length NFFT[k]/2 of the predetermined block. Next, the BRIR parameterization unit performs the fast Fourier
transform of the generated temporary filter coefficients to generate FFT filter coefficients. The generated FFT filter
coefficients may be used for a predetermined block wise fast convolution for an input audio signal.
[0151] As described above, according to the exemplary embodiment of the present invention, the VOFF filter coefficient
generating unit 336 performs the fast Fourier transform of the truncated subband filter coefficients by the block size
determined independently for each subband to generate the FFT filter coefficients. As a result, a fast convolution using
different numbers of blocks for each subband may be performed. In this case, the number Nblk[k] of blocks in subband
k may satisfy the following equation. 
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[0152] Where, Nblk[k] is a natural number.
[0153] That is, the number Nblk[k] of blocks in subband k may be determined as a value acquired by dividing the value
twice the reference filter length in the corresponding subband by the length NFFT[k] of the predetermined block.
[0154] Meanwhile, according to the exemplary embodiment of the present invention, the generating process of the
predetermined block-wise FFT filter coefficients may be restrictively performed with respect to the front subband filter
Fk of the first subband group. Meanwhile, according to the exemplary embodiment, the late reverberation processing
for the subband signal of the first subband group may be performed by the late reverberation generating unit as described
above. According to the exemplary embodiment of the present invention, the late reverberation processing for an input
audio signal may be performed based on whether the length of the proto-type BRIR filter coefficients is more than the
predetermined value. As described above, whether the length of the proto-type BRIR filter coefficients is more than the
predetermined value may be represented through a flag (that is, flag_BRIR) indicating that the length of the proto-type
BRIR filter coefficients is more than the predetermined value. When the length of the proto-type BRIR filter coefficients
is more than the predetermined value (flag_HRIR=0), the late reverberation processing for the input audio signal may
be performed. However, when the length of the proto-type BRIR filter coefficients is not more than the predetermined
value (flag_HRIR=1), the late reverberation processing for the input audio signal may not be performed.
[0155] When late reverberation processing is not be performed, only the VOFF processing for each subband signal
of the first subband group may be performed. However, a filter order (that is, a truncation point) of each subband
designated for the VOFF processing may be smaller than a total length of the corresponding subband filter coefficients,
and as a result, energy mismatch may occur. Therefore, in order to prevent the energy mismatch, according to the
exemplary embodiment of the present invention, energy compensation for the truncated subband filter coefficients may
be performed based on flag_HRIR information. That is, when the length of the proto-type BRIR filter coefficients is not
more than the predetermined value (flag_HRIR=1), the filter coefficients of which the energy compensation is performed
may be used as the truncated subband filter coefficients or each FFT filter coefficients constituting the same. In this
case, the energy compensation may be performed by dividing the subband filter coefficients up to the truncation point
based on the filter order information NFilter[k] by filter power up to the truncation point, and multiplying total filter power
of the corresponding subband filter coefficients. The total filter power may be defined as the sum of the power for the
filter coefficients from the initial sample up to the last sample nend of the corresponding subband filter coefficients.
[0156] Meanwhile, according to another exemplary embodiment of the present invention, the filter orders of the re-
spective subband filter coefficients may be set different from each other for each channel. For example, the filter order
for front channels in which the input signals include more energy may be set to be higher than the filter order for rear
channels in which the input signals include relatively smaller energy. Therefore, a resolution reflected after the binaural
rendering is increased with respect to the front channels and the rendering may be performed with a low computational
complexity with respect to the rear channels. Herein, classification of the front channels and the rear channels is not
limited to channel names allocated to each channel of the multi-channel input signal and the respective channels may
be classified into the front channels and the rear channels based on a predetermined spatial reference. Further, according
to an additional exemplary embodiment of the present invention, the respective channels of the multi-channels may be
classified into three or more channel groups based on the predetermined spatial reference and different filter orders
may be used for each channel group. Alternatively, values to which different weighted values are applied based on
positional information of the corresponding channel in a virtual reproduction space may be used for the filter orders of
the subband filter coefficients corresponding to the respective channels.
[0157] Hereinabove, the present invention has been descried through the detailed exemplary embodiments, but mod-
ification and changes of the present invention can be made by those skilled in the art without departing from the object
and the scope of the present invention. That is, the exemplary embodiment of the binaural rendering for the multi-audio
signals has been described in the present invention, but the present invention can be similarly applied and extended to
even various multimedia signals including a video signal as well as the audio signal. Accordingly, it is analyzed that
matters which can easily be analogized by those skilled in the art from the detailed description and the exemplary
embodiment of the present invention are included in the claims of the present invention.

MODE FOR INVENTION

[0158] As above, related features have been described in the best mode.
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INDUSTRIAL APPLICABILITY

[0159] The present invention can be applied to various forms of apparatuses for processing a multimedia signal
including an apparatus for processing an audio signal and an apparatus for processing a video signal, and the like.
[0160] Furthermore, the present invention can be applied to a parameterization device for generating parameters used
for the audio signal processing and the video signal processing.

Claims

1. A method for processing an audio signal, the method comprising:

receiving an input audio signal including a multi-channel signal;
receiving truncated subband filter coefficients for filtering the input audio signal, the truncated subband filter
coefficients being at least some of subband filter coefficients obtained from binaural room impulse response
(BRIR) filter coefficients for binaural filtering of the input audio signal and the length of the truncated subband
filter coefficients being determined based on filter order information obtained by at least partially using rever-
beration time information extracted from the corresponding subband filter coefficients;
obtaining vector information indicating the BRIR filter coefficients corresponding to each channel of the input
audio signal; and
filtering each subband signal of the multi-channel signal by using the truncated subband filter coefficients cor-
responding to the relevant channel and subband based on the vector information.

2. The method of claim 1, wherein when BRIR filter coefficients having positional information matching with positional
information of a specific channel of the input audio signal are present in a BRIR filter set, the vector information
indicates the relevant BRIR filter coefficients as BRIR filter coefficients corresponding to the specific channel.

3. The method of claim 1, wherein when BRIR filter coefficients having positional information matching with positional
information of a specific channel of the input audio signal are not present in a BRIR filter set, the vector information
indicates BRIR filter coefficients having a minimum geometric distance from the positional information of the specific
channel as BRIR filter coefficients corresponding to the specific channel.

4. The method of claim 3, wherein the geometric distance is a value obtained by aggregating an absolute value of an
altitude deviation between two positions and an absolute value of an azimuth deviation between the two positions.

5. The method of claim 1, wherein the length of at least one truncated subband filter coefficients is different from the
length of truncated subband filter coefficients of another subband.

6. An apparatus for processing an audio signal for performing binaural rendering for an input audio signal, the apparatus
comprising:

a parameterization unit configured to generate a filter for the input audio signal; and
a binaural rendering unit configured to receive the input audio signal including a multi-channel signal and filter
the input audio signal by using parameters generated by the parameterization unit,
wherein the binaural rendering unit is further configured to:

receive truncated subband filter coefficients for filtering the input audio signal from the parameterization
unit, the truncated subband filter coefficients being at least some of subband filter coefficients obtained
from binaural room impulse response (BRIR) filter coefficients for binaural filtering of the input audio signal
and the length of the truncated subband filter coefficients being determined based on filter order information
obtained by at least partially using reverberation time information extracted from the corresponding subband
filter coefficients,
obtain vector information indicating the BRIR filter coefficients corresponding to each channel of the input
audio signal, and
filter each subband signal of the multi-channel signal by using the truncated subband filter coefficients
corresponding to the relevant channel and subband based on the vector information.

7. The apparatus of claim 6, wherein when BRIR filter coefficients having positional information matching with positional
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information of a specific channel of the input audio signal are present in a BRIR filter set, the vector information
indicates the relevant BRIR filter coefficients as BRIR filter coefficients corresponding to the specific channel.

8. The apparatus of claim 6, wherein when BRIR filter coefficients having positional information matching with positional
information of a specific channel of the input audio signal are not present in a BRIR filter set, the vector information
indicates BRIR filter coefficients having a minimum geometric distance from the positional information of the specific
channel as BRIR filter coefficients corresponding to the specific channel.

9. The apparatus of claim 8, wherein the geometric distance is a value obtained by aggregating an absolute value of
an altitude deviation between two positions and an absolute value of an azimuth deviation between the two positions.

10. The apparatus of claim 6, wherein the length of at least one truncated subband filter coefficients is different from
the length of truncated subband filter coefficients of another subband.
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