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(54) DETERMINING THE LIGHTING EFFECT FOR A VIRTUALLY PLACED LUMINAIRE

(57) A computer implemented method of determining
a lighting effect of a luminaire when the luminaire would
be placed in a space, on the basis of a two dimensional
(2D) image of the space is disclosed. First, three dimen-
sional (3D) perspective parameters are determined
based on the 2D image (100), wherein the 3D perspective
parameters are indicative of a 3D perspective of the
space as imaged in the 2D image. Then, object informa-
tion comprising information on a shape of a surface of at
least one object placed in the space (102) is received.
Subsequently, a representation of the shape is defined
which matches the 3D perspective of the space based
on the 3D perspective parameters (104). A detection of
the representation of the shape in the 2D image (106)

follows. From the detected representation of the shape
and from the 3D perspective, surface position information
indicative of the position of the surface of the at least one
object in the space (108) is derived. Then, information
on a position of the luminaire in the space (110) is re-
ceived such that a representation of the luminaire that
matches the 3D perspective at the received position
(112), based on the 3D perspective parameters and the
luminaire position and on the 2D image can be deter-
mined. Finally, the lighting effect is determined based on
the 3D perspective parameters, the surface position in-
formation, the luminaire position and on the 2D image
(114).
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Description

FIELD OF THE INVENTION

[0001] The present invention generally relates to a
computer implemented method for determining an effect
of a luminaire when a luminaire would be placed in a
space. Further, the present invention relates to a com-
puter program product that enables a processor to carry
out the computer implemented method and to a computer
readable storage medium, for storing the computer read-
able computer program product.

BACKGROUND

[0002] Many techniques to extract three dimensional
(3D) information from a two dimensional (2D) image ex-
ist. In general, these techniques are computationally in-
tensive. Especially, detecting surfaces of objects, such
as table surfaces, shelve surfaces and counter surfaces
in 3D images provides a significant computational chal-
lenge. Moreover, detecting objects on surfaces such as
pillows on couches or lamps on shelves, provides an
even bigger computational challenge.
[0003] A method to extract 3D information from a 2D
image is described in the paper "Globally Optimal Line
Clustering and Vanishing Point Estimation in Manhattan
world" by Bazin et. Al. In this paper the scene in the 2D
image is a Manhattan world indicating that parallel lines
in an image intersect at a single point called the vanishing
point (VP).

SUMMARY OF THE INVENTION

[0004] Consider a 2D image portraying a 3D scene.
The inventors realized that it is useful to see the effect
of the placement of a luminaire in the 3D scene. There-
fore, it is an object of the invention to provide a computer
implemented method and a computer program product
for determining a lighting effect of a luminaire when the
luminaire would be placed in a space, on the basis of a
two dimensional (2D) image of the space.
[0005] According to a first aspect of the invention the
object is achieved by a computer implemented method
of determining a lighting effect of a luminaire when the
luminaire would be placed in a space, on the basis of a
two dimensional (2D) image of the space, the computer
implemented method comprising:

- determine three dimensional (3D) perspective pa-
rameters based on the 2D image, wherein the 3D
perspective parameters are indicative of a 3D per-
spective of the space as imaged in the 2D image;

- receiving object information comprising information
on a shape of a surface of at least one object placed
in the space ;

- defining a representation of the shape which match-
es the 3D perspective of the space based on the 3D

perspective parameters;
- detecting the representation of the shape in the 2D

image;
- deriving , from the detected representation of the

shape and from the 3D perspective, surface position
information indicative of the position of the surface
of the object in the space;

- receiving information on a position of the luminaire
in the space;

- defining a representation of the luminaire that match-
es the 3D perspective at the received position, based
on the 3D perspective parameters and the luminaire
position and on the 2D image; and

- determining the lighting effect based on the 3D per-
spective parameters, the surface position informa-
tion, the luminaire position and on the 2D image.

[0006] The computer implemented method will be car-
ried out on one or more processors. As the goal of the
invention is determine the lighting effect of a luminaire
that is digitally placed in a space based on a 2D image,
it is advantageous to know the 3D perspective of the
space that is captured by the image. Firstly, this is ad-
vantageous as the luminaire can then be placed, digitally,
at a physically possible position. Secondly, the digital rep-
resentation of the luminaire should match the 3D per-
spective of the space in order to, in the case of a render-
ing, look natural. Thirdly, it is propitious to have informa-
tion on the 3D perspective as the lighting effect generated
by the luminaire has to match said 3D perspective as well.
[0007] In order to transform the luminaire to the 3D
perspective of the 2D image and to determine the lighting
effect, 3D perspective parameters can be used. These
parameters are used to transform the original image and
can be defined in the shape of a transformation matrix.
However, other representations can be used as well. For
example, the 3D perspective parameters can indicate
vanishing points within the 2D image. These vanishing
points can subsequently be used to determine a trans-
formation matrix.
[0008] As the detection of surfaces in 2D images is a
computationally intensive procedure, it is advantageous
to provide a processor with additional information such
as the shape of a surface corresponding to the object
that is placed in the space. By making use of the shape
of the surface and the 3D perspective parameters, rep-
resentations of this shape can be created that match the
3D perspective. These representations can then be de-
tected in the image hereby detecting the surfaces of the
object. The number of possible representations can be
decreased by making additional assumptions. For exam-
ple, when a table needs to be detected it can be assumed
that the detectable surface is parallel to the floor surface.
[0009] To determine the effect of a luminaire, it is ad-
vantageous that the position of the luminaire is indicated.
This can be done via user interface. For example, the 2D
image can be displayed on a display and a user can in-
dicate the position of the luminaire via a user interface.
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The user can for example indicate the position by using
a computer mouse, a keyboard, a touchscreen or any
other input device.
[0010] Based on the position of the luminaire and the
3D perspective parameters a representation of the lumi-
naire for that position can be determined. This means
that the luminaire can be rendered in the image in a nat-
ural way. The fact that one or multiple surfaces are de-
tected is advantageous as the luminaire can now be
placed on a surface. This is advantageous as a desk
lamp can be rendered on desk surface. This can be useful
for a user that wants to acquire a lamp and wants to know
how it looks.
[0011] Moreover, the surfaces are also useful for the
determination of the lighting effect. When a luminaire is
placed above a surface shadows will be created below
that surface will and a bright spot will be created on top
of the surface.
[0012] All in all, the invention is advantageous as a
person who wants to acquire a luminaire can provide a
2D image of the space in which he/she wants to place
the luminaire. Based on this image, the detected 3D per-
spective parameters, the shape of the surface that needs
to be detected, and the indicated position of the luminaire,
a representation of the luminaire can be defined an the
lighting effect of the luminaire can be determined. The
representation of the luminaire and the lighting effect can
both be rendered such that the person who wants to buy
the luminaire can see how the luminaire looks in the
space where he/she wants to place the luminaire.
[0013] In an embodiment of the computer implemented
method, the surface position information is derived for a
plurality of objects placed in the space.
[0014] It is advantageous to detect a plurality of sur-
faces in the 2D image as this enables the computer on
which the computer implemented method is carried out
to determine the lighting effect better and enables the
user to place the luminaire on more surfaces.
[0015] In an embodiment of the computer implemented
method, wherein the 3D perspective parameters com-
prise three vanishing points that represent three orthog-
onal perspective planes in the 3D perspective of the
space as imaged in the 2D image, the computer imple-
mented method further comprises:

- finding the three vanishing points using sets of lines
extracted from the 2D image.

Using three vanishing points that represent three orthog-
onal perspective planes is advantageous as this facili-
tates the detection of the surfaces in the image. Orthog-
onal perspective planes are orthogonal planes in a 3D
space. These orthogonal planes can be built up out of
the vanishing points. Many possible perspective planes
can be created. It is advantageous to use sets of lines
extracted from the 2D image to detect the vanishing
points as these lines will meet, when the lines are not
parallel, in a vanishing point. It is possible, depending on

the position at which the image is taken, that one or two
vanishing point will placed at infinity. In that case, there
will be one or two sets of parallel lines in the image. Note
that throughout this application vanishing points can be
placed at infinity. This will correspond with a set of parallel
lines in the image.
[0016] In an embodiment of the computer implemented
method, wherein the 3D perspective parameters com-
prise three vanishing points that represent three orthog-
onal perspective planes in the 3D perspective of the
space as imaged in the 2D image, the computer imple-
mented method further comprises:

- receiving perspective information indicative of the or-
thogonal perspective planes; and

- finding the three vanishing points based on the re-
ceived perspective information.

[0017] It is advantages that the user indicates the or-
thogonal perspective planes such that the computational
power necessary find the three vanishing points is lower.
The user can indicate the orthogonal perspective planes
for example by indicating the walls in a room, by indicating
a driveway in a garden or by indicating walls of a garden
shed. In a user interface the user can indicate the
wall/floor/ceiling using filled polygons (colored lines in
colored areas) and draggable "junctions" of the polygons.
[0018] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- receiving surface orientation information indicative
of the perspective plane in the 3D perspective to
which the surface of the detectable shape is parallel;
and

- detecting the representation of the shape in the 2D
image based on the surface orientation information.

[0019] Indicating to which perspective plane a surface
is parallel is advantageous as it decreases the compu-
tational power necessary to detect the surfaces in the 2D
image. For example, when a user indicates that a table
surface is parallel to a floor surface, the detection algo-
rithm can search more specifically and thus needs less
computational power.
[0020] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- receiving rotation information indicative of the rota-
tion of the surface of the detectable objects with re-
spect to the perspective planes in the 3D perspec-
tive; and

- defining the representation of the shape that match-
es the 3D perspective and satisfies the rotation of
the detectable objects.

[0021] Indicating how a to-be-detected object is placed
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in a space (how the surface of the object is orientated
with respect to the perspective planes in the 3D perspec-
tive), is advantageous as it decreases the computational
power necessary to detect the surfaces in the 2D image.
For example, when a user indicates that a table is placed
parallel to the back wall, this will imply that there are less
possible representations of the searched shape.
[0022] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- using one detected representation of the shape to
define an affine transformation; and

- detecting representations of other shapes of surfac-
es of objects using the affine transformation.

[0023] If the camera projection of the real world onto
the captured 2D image, is considered as a separate proc-
ess e.g. like a measurement step then a detected object
in a scene can be considered as an affine transformation
of a reference model (disregarding shearing). The above
variables can be used to calculate a translation and a
linear map or combine them in an augmented matrix.
This can be very beneficial in case GPU’s are available.
[0024] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- detecting the representation of the shape using a
Bayesian filtering technique.

[0025] Bayesian filters can be used to, for example,
estimate "hidden" variables like e.g. the position or ori-
entation of an object based on observable variables like
e.g. edge positions etc. For different situations different
filters are useful such as Kalman filters or particle filters.
The advantages of these filters is that they can limit the
computational resources required.
[0026] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- detecting the representation of the shape using fea-
ture detection.

[0027] A feature, in computer vision and image
processing, is a piece of information which is relevant for
solving the computation task related to a certain applica-
tion. Features can be specific structures in the image
such as points, edges or objects. Detecting edges is a
useful way to detect objects in an image.
[0028] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- displaying the 2D image;
- displaying the detected representation of the shape;

and

- displaying the 2D image comprising the luminaire
and the lighting effect.

[0029] It is advantageous to display the 2D image, the
detected transformed surface or the 2D image compris-
ing the luminaire and the lighting effect as this gives a
user insight into what is happening. First, displaying the
2D image is advantageous as the user can see if the
image is the correct image is used for the analysis. Sec-
ond, displaying the detected transformed surfaces is use-
ful as the user can observe if the correct surfaces are
detected and if the surfaces are detected correctly. Fur-
ther, it is advantageous to display the 2D image compris-
ing the luminaire and the lighting effect as the user can
then see how a luminaire would look in a space. This can
be helpful to a user to decide if he/she wants to buy the
luminaire.
[0030] In an embodiment of the computer implemented
method, he computer implemented method further com-
prises:

- displaying the detected representation of the shape;
and

- receiving user input information comprising approval
information and or adjustment information wherein
the approval information is indicative of correctly de-
tected transformed surfaces and wherein the adjust-
ment information comprises instructions to change
the position and or shape of the detected trans-
formed surfaces.

[0031] It is useful if a user can provide feedback using
a user interface. A user can observe quickly if a detected
surface matches the actual surface in the image and can
therefore provide feedback to the system. This helps im-
proving the total accuracy of the computer implemented
method.
[0032] In an embodiment of the computer implemented
method, the computer implemented method further com-
prises:

- displaying the 2D image comprising the luminaire
and the lighting effect.

[0033] It is advantageous to display the 2D image com-
prising the luminaire and the lighting effect as the user
can then see how a luminaire would look in a space. This
can be helpful to a user to decide if he/she wants to buy
the luminaire.
[0034] According to a second aspect of the invention
the object is achieved by a computer program product
for a computing device, the computer program product
comprising computer program code to perform the com-
puter implemented method of when the computer pro-
gram product is run on a processing unit of the computing
device.
[0035] According to a third aspect of the invention the
object is achieved by a computer readable storage me-
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dium for storing the computer readable computer pro-
gram product.

BRIEF DESCRIPTION OF THE DRAWINGS

[0036] The above, as well as additional objects, fea-
tures and advantages of the disclosed system, sensor
apparatus, method and computer program product, will
be better understood through the following illustrative and
non-limiting detailed description of embodiments of de-
vices and methods, with reference to the appended draw-
ings Fig. 1 to 6, wherein

Fig. 1 shows a 2D image of a 3D scene,
Fig. 2 schematically shows a computer implemented
method for determining a lighting effect of a luminaire
when the luminaire would be placed in a space,
Fig. 3 illustrates a rectangle and three representa-
tions according to different perspectives parameters,
Fig. 4 illustrates a luminaire and a representation of
the luminaire according to perspective parameters,
Fig. 5 illustrates the placement of a luminaire in the
2D image and illustrates the lighting effect of the lu-
minaire,
Fig. 6A-C indicate the sets of lines used to determine
the vanishing points.

[0037] All the figures are schematic, not necessarily to
scale, and generally only show parts which are necessary
in order to elucidate the invention, wherein other parts
may be omitted or merely suggested.

DESCRIPTION

[0038] In the field of computer vision, tracking shapes
(e.g. 2D and 3D) including orientation estimation is al-
ready well established. Traditionally this is done by
means advanced filter techniques such as Kalman and
particle filters wherein particle filters have the advantage
that they can also be used for detecting shapes.
[0039] Besides a full brute force search, shapes such
as squares and discs could for example be detected by
letting the particle filter randomly place many squares
(particles) in 3D space that differ in position, orientation,
and scale. Compare all particles with the actual situation
(e.g. a photo of a square in a scene) and the particle with
the smallest error is most likely the right detection/esti-
mation.
[0040] Another approach to detect shapes is using the
"Manhattan World Assumption" where 3D shapes consist
mainly of lines which are either parallel or reciprocal. In
the simplest form, there will be 3 vanishing points to which
all lines converge in the perspective projection of a cam-
era. Once these vanishing points are detected, one could
theoretically more confidently detect shapes built with
parallel and reciprocal lines. The constraints are that
shape of the object has to comply with the "Manhattan
World Assumption". New vanishing points have to be es-

timated when the object is not aligned with the "Manhat-
tan World". These new vanishing point define a "local
Manhattan World".
[0041] There exists many techniques to extract 3D in-
formation from a 2D image. If the scene in an image is a
"Manhattan World" then in the simplest form one or more
main surfaces can be detected. Object detection on those
surfaces requires more analysis. The extra analysis is
usually very computational intensive. If this extra effort
is neglected, then chances are that those objects are not
detected and assumed to be part of the surfaces and,
therefore, considered completely flat. If the object is not
part of the obtained 3D model then its behavior cannot
be simulated and the result could be perceived as unnat-
ural.
[0042] A more concrete example would be a table 100
in a simple room 102. If the table is not modelled, its
texture in the photo will be considered part of the floor
as e.g. a poster or a sticker. In that case, rendering that
scene from a different perspective (another camera po-
sition) will give an unnatural result. Similarly, when
putting a 3D model of an object on the floor in the 3D
scene it could be considered as seemingly putting the
object on the table from the 2D perspective. In that case,
the proportion and perspective of the object may seem
very unnatural.
[0043] As mentioned before, the extra analysis to de-
tect objects in a scene can be very complex. Applying
more constraints will limit the solution space and, there-
fore, limit the computation intensity as well. For example,
the shape of an object could be restricted to primitive
shapes or a compound of that. Some surfaces of the
objects may comply with the "Manhattan World Assump-
tion". All these restrictions can significantly reduce the
complexity of detecting an object in a scene.
[0044] Fig. 1 illustrates how a table surface of a rec-
tangular table would look like in a photo of a room. When
the table needs to be detected in the image, constraints
can be used to facilitate the detection. In the case of a
rectangular table that is parallel to the surface of the floor,
the only degrees of freedom are for example, the 2D po-
sition of the table on the floor, the rotation of the table,
the size of the table, and the height of the table. These
degrees of freedom now can be used for example to cre-
ate a particle in the particle filter which can be compared
with the measurements in the photo.
[0045] Similar sets can be defined for other primitives
which are not restricted to 2D primitives. The detection
is not limited by the horizon. Objects above the horizon
can be detected in the same manner like e.g. looking
under a book shelf. This invention doesn’t have to be
limited to detection.
[0046] The disclosed invention can be implemented
using both "offline" and "real-time" processing. The ge-
neric pros and cons for these implementations apply
here. Hybrid implementation are possible.
[0047] A very simple but impractical method to detect
such a table surface, which is constraint by for example
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its shape, would be to test every possibility in a brute
force manner. This is obviously very resource demand-
ing. Another more practical approach could be by using
a particle filtering technique. The framework of any var-
iation could be used and the properties remain the same
and should be chosen to match the problem to be solved.
For example, a variation of a SIR particle filter could be
used for offline processing and result in multiple object
detections. The hidden state variables are in case of a
square table, the surface position on the floor (x,y), the
rotation (phi), the scale of the surface (s), and the height
(h). Then, X = [x,y,phi,s,h]T. The observable variables
could be related to for example the distance between the
transformed particle edges and actual edges in the photo.
An appropriate measurement function can be used to
assure that the particle with to smallest distance get the
highest weight/probability. All kind of combinations of
computer vision features can be used for the observation,
e.g., as mentioned before generic edge detection, edge
detection after color segmentation, moments of color
blobs, corners etc.
[0048] By limiting the range of detectable object
shapes (e.g. rectangle) and a surface is parallel to a
known surface (e.g. a floor) one could very efficiently
estimate position, pose, and therefore, surface distance
like e.g. height.
[0049] The hidden state variables can differ between
the chosen shapes:

• disc = [floor_pos_x, floor_pos_y, scale, height] T

• square = [floor_pos_x, floor_pos_y, scale, height, ro-
tation] T

• rectangle = [floor_pos_x, floor_pos_y, scale_x,
scale_y, height, rotation] T

[0050] Any combination of variables that uniquely de-
scribes such objects in a chosen space can be used.
Once a hidden state is detected/estimated then e.g. it
can be used to create the visual cue. An extra constraint
or emphasize on "preferred" rotation could be applied
when a higher probability is assumed of an object being
aligned with e.g. the "Manhattan world". E.g. a rectangu-
lar dinner table is most likely put parallel to the walls giving
a higher probability of 0 and 90 degrees rotation with
respect to the room. Preferably the complete object is
visible in the image. Additionally, it is advantageous if no
additional objects are placed on the surface of the to-be-
detected object.
[0051] All of the above can be implemented to deter-
mine a lighting effect of a luminaire when the luminaire
would be placed in a space that is captured in a 2D image.
This can be implemented by a computer implemented
method as shown in Fig. 2. Said method will in general
be implemented as software on a computing device,
wherein the processor of the computing device will carry
out the computer implemented method.
[0052] In general, the 2D image will be a photograph.
In order to determine the lighting effect of the luminaire

that is digitally placed in the space that is captured in the
image, a three dimensional representation of the space
needs to be available. Such a representation is available
when 3D perspective parameters are available. These
parameters can be determined by a processor (200) and
can be used to create the transformation matrix from a
model that can be used to model the luminaire and or
the space in the picture, to the world and to create the
transformation matrix from the world to the camera pro-
jection. Note that these parameters can be used for dif-
ferent transformation matrices as well, or could be pa-
rameters that do not have to be used in matrix represen-
tation.
[0053] The user can use a user interface to insert the
shape of a surface that is placed in the space and that
the user wants to detect. This shape is used throughout
the rest of the process to provide the constraint that en-
ables a processor to find surfaces of objects in images
using less computational power than when a brute force
search would be done. Note that the insertion by the user
result in the processor receiving object information com-
prising information on a shape of a surface of at least
one object placed in the space (202).
[0054] Now that the shape and the 3D perspective pa-
rameters are known, the processor can define a repre-
sentation of the shape which matches the 3D perspective
defined by 3D perspective parameters (204). A repre-
sentation of the shape will comprise several different va-
rieties as is shown in Fig 3. A rectangle will have different
representations depending on the position in the image.
Also, not shown in Fig. 3, a plurality of rotations is pos-
sible. When the variety of representations is available to
the processor, the processor can detect the representa-
tion of the shape in the 2D image (206). In order to detect
the representation of the shapes efficiently the processor
can make use of Bayesian filtering techniques and fea-
ture detection.
[0055] Bayesian filters can be applied in Kalman filters,
particle filters and grid based estimators. Bayesian filters
estimate hidden variables such as but not limited to the
position, scale, height and or orientation of objects based
on observable variables. In linear quadratic situations,
Kalman filters are advantageous while in non-linear set-
tings, particle filters (sequential Monte-Carlo sampling)
can be used. Advantages of these filters are that the proc-
essor can detect the representation of the shapes faster
when computational resources are limited. In computer
vision and image processing, a feature is a piece of in-
formation which is relevant for solving the computational
task related to a certain application. Features may be
specific structures in the image such as points, edges,
blobs or objects. Features may also be the result of a
general neighborhood operation or feature detection ap-
plied to the image. An example of feature detection is
edge detection. Edge detection is related to the average
distance between the edge of an estimate model (shape)
and the closest detected edge.
[0056] Using the detected representation of the shape,
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surface position information indicate of the position of the
surface of the object in the space can be determined
(208). In order to do this, the 3D perspective parameters
are used as well. For example, when the representation
of a rectangle is found, the 3D perspective parameters
can be used to determine the location of the surface of
the object in a model of the space.
[0057] Now, a user can use a user interface to insert
information on the position of the luminaire in the 3D
space. The user can indicate for example, that the lumi-
naire has to be placed in the middle of the ceiling, on a
detected surface are at any other spot, such as on the
ottoman (104) in the room of Fig, 4. Note that the lumi-
naire can only be placed at spots that obey the laws of
physics. A standing lamp for example can only be placed
on the ground or on a surface. By indicating the position
of a luminaire, the processor receives the information on
a position of the luminaire in the space (210). When the
position of the luminaire, the processor can define a rep-
resentation of the luminaire that matches the 3D perspec-
tive at the received position (212), based on the 3D per-
spective parameters and the luminaire position and on
the 2D image. This is illustrated in Fig. 4. The image of
luminaire 400 can be transformed into a representation
of the luminaire 402 which matches the 2D image at the
spot of luminaire (104).
[0058] Using a 3D model of the luminaire, a transfor-
mation matrix can be used to make the 3D model of the
luminaire fit into the 2D image. When the position and
representation of the luminaire is known, the lighting ef-
fect of the luminaire can be determined based on the 3D
perspective parameters, the surface position informa-
tion, the luminaire position and on the 2D image (214).
[0059] The lighting effect can be calculated by making
use of the number of lumens a luminaire is planned to
generate. In general this light will shine in a sphere and
the intensity of the light will drop quadratically with dis-
tance. By making use of the detected surfaces of the
objects and their position, and by making use of the shape
and position of the luminaire, the processor can calculate
in which direction the light will be blocked and how shad-
ows are created. An example of such a shadow 500 is
shown in Fig 5. The luminaire 502 is placed on the otto-
man 504 which creates the shadow 500. The processor
will also take into account the reflection of light beams
as well as diffraction. Note that the processor can model
the light emission precisely using a physical model but
can also use rules of thumb to speed up the process. In
order to use physical modelling, much information has
to be present. The rules of thumb that can be used are
the general techniques used in rendering engines. Sur-
faces can be define by using shaders and other model
attributes. The user can put shader information in the
system such that the lighting effect can be rendered more
easily. The shader information can be inserted for one
or more objects and for the floor, walls and ceiling. In
general the shader information of the luminaire will be
known to the system.

[0060] In order to provide the user with the result of the
determination of the representation of the luminaire and
the determined lighting effect, the processor can be cou-
pled to a display to display the 2D image comprising the
luminaire and the lighting effect. Rendering engines can
be used to achieve this.
[0061] Note that the surface position information can
be derived for a plurality of objects placed in the space.
Such that for example a table, multiple bookshelves and
a sofa can be detected.
[0062] The 3D perspective parameters can comprise
three vanishing points that represent three orthogonal
perspective planes in the 3D perspective of the space as
imaged in the 2D image. Note that, using the vanishing
points, many planes can be created. The vanishing points
at least enable the construction of three orthogonal per-
spective planes. The 3D perspective parameters addi-
tionally represent three orthogonal primary plane nor-
mals, wherein the primary plane normal represents both
the normal pointing, for example, up from a floor surface
and down from a ceiling surface. The processor can then
find the three vanishing points using sets of lines extract-
ed from the 2D image. This is shown in Fig. 6A,B and C
The vanishing points extracted from the vertical 600 and
horizontal 602 set of lines extracted from the image are
placed at infinity while one vanishing point 606, extracted
from the set of lines 604, is clear and is placed at the
center of the image. Note that the position of the vanish-
ing points depends on the position at which a picture is
taken and will thus be different for every picture. Addi-
tionally, the cropping of a picture can have an effect on
the positions of the vanishing points. It could be that a
picture position is preferred or is suggested to a user. In
Fig.6 A, B and C the sets of lines used for the determi-
nation of the vanishing points are indicated by dotted
lines.
[0063] In order to determine the vanishing points, a
user can also indicate the planes in the image. A user
can indicate in a 2D image, the area corresponding to
the walls, floor and or ceiling. This will facilitate the de-
tection of the vanishing points. Also, the user can indicate
the lines where the walls and ceiling meet for example.
[0064] In order to be able to find surfaces of objects in
the 2D image using even less computational power than
previously described additional parameters can be in-
serted by a user. First, a user can insert orientation in-
formation indicative of the perspective plane to which the
surface of the detectable object is parallel. If a user indi-
cates the surface is parallel to the floor of the space in
the image this limits the options for the processor to
check. Additionally a user may indicate if surface is
viewed from above or from below, meaning that surface
can be both above and below the horizon. In even more
advanced options the user can indicate the height of the
surface. In the last case, the user should also indicate a
real-life reference such as the size of the space in which
the object is placed such the processor can calculate
which regions in the image correspond to the height in-
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serted by the user.
[0065] The user can also insert rotation information in-
dicative of the rotation of the surface of the detectable
objects with respect to the perspective planes in the gen-
eral 3D perspective. For example, if a table is parallel or
30 degrees rotated with respect to the left wall. The proc-
essor can then define the representation of the shape
that matches the 3D perspective and satisfies the rotation
of the detectable objects (402). Hereby increasing the
constraints on the detectable representation of the shape
and thus allowing the processor to find it more easily.
[0066] When one representation of the shape is found,
an affine transformation can be defined. Other represen-
tations of shapes of surfaces of objects can be found
using the affine transformation. If the camera projection
of the real world onto the captured 2D image, is consid-
ered as a separate process e.g. like a measurement step
then a detected object in a scene can be considered as
an affine transformation of a reference model (disregard-
ing shearing). The above variables can be used to cal-
culate a translation and a linear map or combine them in
an augmented matrix. This can be very beneficial in case
GPU’s are available.
[0067] When the processor is connected to a display,
it can display the 2D image, display the detected trans-
formed surfaces and display the 2D image comprising
the luminaire and the lighting effect. This can be used by
a user to give input comprising approval information and
or adjustment information wherein the approval informa-
tion is indicative of correctly detected transformed sur-
faces and wherein the adjustment information comprises
instructions to change the position and or shape of the
detected transformed surfaces. The processor can use
this information to improve its detection or for machine
learning purposes.
[0068] The term "luminaire" is used herein to refer to
an implementation or arrangement of one or more light
emitters in a particular form factor, assembly, or package.
The term "light emitter" is used herein to refer to an ap-
paratus including one or more light sources of same or
different types. A given light emitter may have any one
of a variety of mounting arrangements for the light
source(s), enclosure/housing arrangements and
shapes, and/or electrical and mechanical connection
configurations. Additionally, a given light emitter option-
ally may be associated with (e.g., include, be coupled to
and/or packaged together with) various other compo-
nents (e.g., control circuitry) relating to the operation of
the light source(s).
[0069] Aspects of the invention may be implemented
in a computer program product, which may be a collection
of computer program instructions stored on a computer
readable storage device which may be executed by a
computer. The instructions of the present invention may
be in any interpretable or executable code mechanism,
including but not limited to scripts, interpretable pro-
grams, and dynamic link libraries (DLLs) or Java classes.
The instructions can be provided as complete executable

programs, partial executable programs, as modifications
to existing programs (e.g. updates) or extensions for ex-
isting programs (e.g. plugins). Moreover, parts of the
processing of the present invention may be distributed
over multiple computers or processors. The computer
program product may be distributed on such a storage
medium, or may be offered for download through HTTP,
FTP, e-mail or through a server connected to a network
such as the Internet.
[0070] In various implementations, a processor may
be associated with one or more storage media (generi-
cally referred to herein as "memory," e.g., volatile and
non-volatile computer memory such as RAM, PROM,
EPROM, and EEPROM, floppy disks, compact disks, op-
tical disks, magnetic tape, USB sticks, SD cards and Solid
State Drives etc.). In some implementations, the storage
media may be encoded with one or more programs that,
when executed on one or more processors, perform at
least some of the functions discussed herein. Various
storage media may be fixed within a processor or con-
troller or may be transportable, such that the one or more
programs stored thereon can be loaded into a processor
or controller so as to implement various aspects of the
present invention discussed herein. The terms "program"
or "computer program" are used herein in a generic sense
to refer to any type of computer code (e.g., software or
microcode) that can be employed to program one or more
processors or controllers.
[0071] It should be appreciated that all combinations
of the foregoing concepts and additional concepts are
contemplated as being part of the inventive subject mat-
ter disclosed herein. In particular, all combinations of
claimed subject matter appearing at the end of this dis-
closure are contemplated as being part of the inventive
subject matter disclosed herein. It should also be appre-
ciated that terminology explicitly employed herein that
also may appear in any disclosure incorporated by ref-
erence should be accorded a meaning most consistent
with the particular concepts disclosed herein.

Claims

1. A computer implemented method of determining a
lighting effect of a luminaire(400) when the luminaire
would be placed in a space, on the basis of a two
dimensional (2D) image (102) of the space, the com-
puter implemented method comprising:

- determine three dimensional (3D) perspective
parameters based on the 2D image (200),
wherein the 3D perspective parameters are in-
dicative of a 3D perspective of the space as im-
aged in the 2D image;
- receiving object information comprising infor-
mation on a shape of a surface of at least one
object (100) placed in the space (202);
- defining a representation of the shape which
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matches the 3D perspective of the space based
on the 3D perspective parameters (204);
- detecting the representation of the shape in
the 2D image (206);
- deriving , from the detected representation of
the shape and from the 3D perspective, surface
position information indicative of the position of
the surface of the at least one object in the space
(208);
- receiving information on a position of the lumi-
naire in the space (210);
- defining a representation of the luminaire (402)
that matches the 3D perspective at the received
position (212), based on the 3D perspective pa-
rameters and the luminaire position and on the
2D image; and
- determining the lighting effect (500) based on
the 3D perspective parameters, the surface po-
sition information, the luminaire position and on
the 2D image (214).

2. The computer implemented method of any one of
claim 1, wherein surface position information is de-
rived for a plurality of objects (100,104) placed in the
space.

3. The computer implemented method of any one of
the previous claims, wherein the 3D perspective pa-
rameters comprise three vanishing points that rep-
resent three orthogonal perspective planes in the 3D
perspective of the space, further comprising:

- finding the three vanishing points using sets of
lines (600, 602, 604) extracted from the 2D im-
age.

4. The computer implemented method of any one of
claims 1-2, wherein the 3D perspective parameters
comprise three vanishing points that represent three
orthogonal perspective planes in the 3D perspective
of the space, further comprising:

receiving perspective information indicative of
the orthogonal perspective planes; and
finding the three vanishing points based on the
received perspective information.

5. The computer implemented method of any one of
claims 3 and 4, further comprising:

- receiving surface orientation information indic-
ative of the perspective plane in the 3D perspec-
tive to which the surface of the at least one object
is parallel; and
- detecting the representation of the shape in
the 2D image based on the surface orientation
information.

6. The computer implemented method of any one of
claims 3-5, further comprising:

- receiving rotation information indicative of the
rotation of the surface of the at least one object
with respect to the perspective planes in the 3D
perspective; and
- defining the representation of the shape that
matches the 3D perspective and satisfies the
rotation of the detectable objects.

7. The computer implemented method of any one of
claims 1-6 further comprising:

- using one detected representation of a shape
of a surface of at least one object to define an
affine transformation; and
- detecting representations of other shapes of
surfaces of objects using the affine transforma-
tion.

8. The computer implemented method of anyone of
claims 1-7 further comprising:

- detecting the representation of the shape using
a Bayesian filtering technique.

9. The computer implemented method of anyone of
claims 1-8 comprising:

- detecting the representation of the shape using
feature detection.

10. The computer implemented method of anyone of
claims 1-10 further comprising:

- displaying the 2D image;
- displaying the detected representation of the
shape; and
- displaying the 2D image comprising the lumi-
naire and the lighting effect.

11. The computer implemented method of claim 10 fur-
ther comprising:

displaying the detected representation of the
shape; and

- receiving user input information compris-
ing approval information and or adjustment
information wherein the approval informa-
tion is indicative of correctly detected trans-
formed surfaces and wherein the adjust-
ment information comprises instructions to
change the position and or shape of the de-
tected transformed surfaces.

12. The computer implemented method of anyone of
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claims 1-10 further comprising:

displaying the 2D image comprising the lumi-
naire (502) and the lighting effect (500).

13. A computer program product for a computing device,
the computer program product comprising computer
program code to perform the computer implemented
method of any one of the claims 1 to 12 when the
computer program product is run on a processing
unit of the computing device.

14. A computer readable storage medium for storing the
computer readable computer program product of
claim 13.
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