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METHOD AND APPARATUS FORDETERMINING NETWORKTOPOLOGY, AND CENTRALIZED

NETWORK STATE INFORMATION STORAGE DEVICE

(67)  The present invention pertains to the field of
communications technologies and discloses a network
topology determining method and apparatus, and a cen-
tralized network status information storage device. The
method includes: obtaining first network status informa-
tion, where the first network status information includes
device information of first switching devices, link infor-
mation between the first switching devices, device infor-
mation of second switching devices that are connected
to the first switching devices and that are not controlled
by a first centralized network status information storage
device, and link information between the first switching
devices and the second switching devices that are re-
spectively connected to the first switching devices; re-
ceiving second network status information sent by a sec-
ond centralized network status information storage de-
vice; and determining, according to the first network sta-
tus information and the second network status informa-
tion, a network topology of a management domain or an
autonomous system to which the first centralized network
status information storage device belongs. According to
the presentinvention, a network topology of a same man-
agement domain or autonomous system is determined,
so as to facilitate uniform scheduling of resources be-
tween different devices.
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Description
TECHNICAL FIELD

[0001] The presentinvention relates tothe field of com-
munications technologies, and in particular, to a network
topology determining method and apparatus, and a cen-
tralized network status information storage device.

BACKGROUND

[0002] With continuous development of a software de-
fined network (Software Defined Network, "SDN" for
short) concept, a development speed of an OpenFlow
(OpenFlow) network is also continuously increasing.
Communications devices of the OpenFlow network
mainly include an OpenFlow switch (OpenFlow Switch,
"OFS" for short) for data forwarding and an OpenFlow
controller (OpenFlow Controller, "OFC" for short) for log-
ically centralized control over the entire network. In the
Internet, an autonomous system (Autonomous System,
AS) is a small unit that has authority to independently
decide which type of routing protocol should be used in
the system. This network unit may be a simple network
or may be a network group controlled by one or more
ordinary network administrators, and is an individual and
manageable network unit (such as a university or an en-
terprise). A large operator may have multiple autono-
mous systems, such as a wireless network autonomous
system, an IP core network autonomous system, or an
IP access network autonomous system. In the present
invention, a same management domain refers to one or
more autonomous systems belonging to a same operator
or community of interests. That is, in the same manage-
ment domain, a scenario may exist in which multiple
OpenFlow networks coexist or an OpenFlow network co-
exists with a non-OpenFlow network (such as a tradition-
al IP (Internet Protocol, "IP" for short) network). There-
fore, how to obtain a hybrid network topology in real time
to uniformly schedule network resources in the manage-
ment domain so as to ensure quality of service (Quality
of Service, "QoS" for short) becomes an important re-
search topic.

[0003] In the prior art, a method for implementing
scheduling of network status information between peer
(Peer) controllers (such as OFCs) is provided. In the
method, by using a WE Bridge (West-East Bridge, west-
east bridge) mechanism, an update message is trans-
ferred by using a publishing and subscription (pub-
lish/subscribe) system, so as to implement synchroniza-
tion between the peer controllers, and a network topology
managed by another controller may be obtained between
the peer controllers by using a topology recovery (VIEW-
REFRESH) message.

[0004] Ina process of implementing the presentinven-
tion, the inventor finds that the prior art has at least the
following problem:
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The method is implemented by newly adding a
VIEW-REFRESH message, and a specification re-
garding to the VIEW-REFRESH message is not
standardized. Therefore, at present, a device that
supports a standard format of the Border Gateway
Protocol cannot identify or use the message. In ad-
dition, the method is applicable only to determining
of a network topology of a single OpenFlow network
or a management domain that has only multiple
OpenFlow networks, and a network topology of a
managementdomainin which an OpenFlow network
coexists with a non-OpenFlow network cannot be
determined.

SUMMARY

[0005] To resolve the foregoing problem in the prior
art, embodiments of the present invention provide a net-
work topology determining method and apparatus, and
a centralized network status information storage device.
The technical solutions are as follows:

[0006] According to a first aspect, an embodiment of
the present invention provides a network topology deter-
mining method, where the method includes:

obtaining first network status information, where the
first network status information includes device in-
formation of first switching devices, link information
between the first switching devices, device informa-
tion of second switching devices connected to the
first switching devices, and link information between
the first switching devices and the second switching
devices that are respectively connected to the first
switching devices, the first switching device is a
switching device that is controlled by or associated
with a first centralized network status information
storage device, and the second switching device is
a switching device that is not controlled by or asso-
ciated with the first centralized network status infor-
mation storage device;

receiving second network status information sent by
a second centralized network status information
storage device, where the second network status in-
formation includes device information of third switch-
ing devices, link information between the third
switching devices, device information of fourth
switching devices connected to the third switching
devices, and link information between the third
switching devices and the fourth switching devices
that are respectively connected to the third switching
devices, the third switching device is a switching de-
vice that is controlled by or associated with the sec-
ond centralized network status information storage
device, the fourth switching device is a switching de-
vice that is not controlled by or associated with the
second centralized network status information stor-
age device, and the second network status informa-
tion is carried in a network layer reachability infor-



3 EP 3 188 408 A1 4

mation field of an update message (that is, a BGP
Update message) of the Border Gateway Protocol;
and

determining, according to the first network status in-
formation and the second network status informa-
tion, a network topology of a management domain
or an autonomous system to which the first central-
ized network status information storage device be-
longs; where

at least one of the first centralized network status
information storage device or the second centralized
network status information storage device is an
OpenFlow OpenFlow controller, and the first central-
ized network status information storage device and
the second centralized network status information
storage device belong to different autonomous sys-
tems in a same management domain, or the first
centralized network status information storage de-
vice and the second centralized network status in-
formation storage device belong to a same autono-
mous system in a same management domain.

[0007] With reference to the first aspect, in a first pos-
sible implementation manner of the first aspect, the first
centralized network status information storage device
and the second centralized network status storage de-
vice are devices supporting the Border Gateway Proto-
col, and the device supporting the Border Gateway Pro-
tocol includes an OpenFlow controller, a routing server,
a route reflector, a traffic engineering database server,
or a network management system server.

[0008] With reference to the first aspect, in a second
possible implementation manner of the first aspect, the
network layer reachability information field includes a link
status network layer reachability informationfield, the link
status network layer reachability information field is used
to indicate a source of network layer reachability infor-
mation, and the source includes multiple versions of
OpenFlow protocols.

[0009] With reference to the first aspect, in a third pos-
sible implementation manner of the first aspect, before
the receiving second network status information sent by
a second centralized network status information storage
device, the method further includes:

receiving a first open message (that is, a BGP Open
message) sent by the second centralized network
status information storage device, where the first
open message includes a first role information field
and a first management domain information field, the
first role information field is used to carry device in-
formation of the second centralized network status
information storage device, and the first manage-
mentdomain information field is used to carry aman-
agement domain to which the second centralized
network status information storage device belongs;
detecting whether a value of the first role information
field and a value of the first management domain
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information field are valid; and

sending a second open message to the second cen-
tralized network status information storage device
when the value of the first role information field and
the value of the first management domain informa-
tionfield are both valid, where the second open mes-
sage includes a second role information field and a
second management domain information field, the
second role information field is used to carry device
information of the first centralized network status in-
formation storage device, and the second manage-
ment domain information field is used to carry the
management domain to which the first centralized
network status information storage device belongs.

[0010] With reference to the third possible implemen-
tation manner of the first aspect, in a fourth possible im-
plementation manner of the first aspect, the method fur-
ther includes:

sending a notification message to the second cen-
tralized network status information storage device
when the value of the first role information field or
the value of the first management domain informa-
tion field is invalid, where the notification message
is used to indicate that the first open message is
incorrect.

[0011] With reference to the fourth possible implemen-
tation manner of the first aspect, in a fifth possible imple-
mentation manner of the first aspect, the notification mes-
sage further carries a reason for incorrectness of the first
open message, and the reason for the incorrectness of
the first open message includes an invalid role and an
invalid management domain, where the invalid role is
used to indicate that the device information of the second
centralized network status information storage device is
invalid, and the invalid management domain is used to
indicate that the second centralized network status infor-
mation storage device is not in the management domain
to which the first centralized network status information
storage device belongs.

[0012] With reference to a sixth possible implementa-
tion manner of the first aspect, the link information be-
tween the first switching device and the second switching
device is determined by using a link discovery message,
and the link information between the third switching de-
vice and the fourth switching device is determined by
using the link discovery message.

[0013] Withreference to aseventh possible implemen-
tation manner of the first aspect, the determining, accord-
ing to the first network status information and the second
network status information, a network topology of a man-
agement domain or an autonomous system to which the
first centralized network status information storage de-
vice belongs includes:

determining, according to the device information of
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the switching devices in the first network status in-
formation and the second network status informa-
tion, link information between switching devices in
the management domain or the autonomous system
to which the first centralized network status informa-
tion storage device belongs, so as to determine the
network topology of the management domain or the
autonomous system to which the first centralized
network status information storage device belongs,
where the device information includes a device iden-
tifier and a port number.

[0014] According to a second aspect, an embodiment
of the present invention provides a network topology de-
termining apparatus, where the apparatus includes:

an obtaining module, configured to obtain first net-
work status information, where the first network sta-
tus information includes device information of first
switching devices, link information between the first
switching devices, device information of second
switching devices connected to the first switching
devices, and link information between the first
switching devices and the second switching devices
that are respectively connected to the first switching
devices, the first switching device is a switching de-
vice that is controlled by or associated with a first
centralized network status information storage de-
vice, and the second switching device is a switching
device that is not controlled by or associated with
the first centralized network status information stor-
age device;

a receiving module, configured to receive second
network status information sent by a second central-
ized network status information storage device,
where the second network status information in-
cludes device information of third switching devices,
link information between the third switching devices,
device information of fourth switching devices con-
nected to the third switching devices, and link infor-
mation between the third switching devices and the
fourth switching devices that are respectively con-
nected to the third switching devices, the third switch-
ing device is a switching device that is controlled by
or associated with the second centralized network
status information storage device, the fourth switch-
ing device is a switching device that is not controlled
by or associated with the second centralized network
status information storage device, and the second
network status information is carried in a network
layer reachability information field of an update mes-
sage of the Border Gateway Protocol; and

a determining module, configured to determine, ac-
cording to the first network status information and
the second network status information, a network
topology of a management domain or an autono-
mous system to which the first centralized network
status information storage device belongs; where
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at least one of the first centralized network status
information storage device or the second centralized
network status information storage device is an
OpenFlow OpenFlow controller, and the first central-
ized network status information storage device and
the second centralized network status information
storage device belong to different autonomous sys-
tems in a same management domain, or the first
centralized network status information storage de-
vice and the second centralized network status in-
formation storage device belong to a same autono-
mous system in a same management domain.

[0015] With reference to a first possible implementa-
tion manner of the second aspect, the first centralized
network status information storage device and the sec-
ond centralized network status storage device are devic-
es supporting the Border Gateway Protocol, and the de-
vice supporting the Border Gateway Protocol includes
an OpenFlow controller, a routing server, a route reflec-
tor, a traffic engineering database server, or a network
management system server.

[0016] With reference to a second possible implemen-
tation manner of the second aspect, the network layer
reachability information field includes a link status net-
work layer reachability information field, the link status
network layer reachability information field is used to in-
dicate a source of network layer reachability information,
and the source includes multiple versions of OpenFlow
protocols.

[0017] With reference to a third possible implementa-
tion manner of the second aspect, the receiving module
is further configured to receive a first open message sent
by the second centralized network status information
storage device, where the first open message includes
a first role information field and a first management do-
main information field, the first role information field is
used to carry device information of the second central-
ized network status information storage device, and the
first management domain information field is used to car-
ry a management domain to which the second central-
ized network status information storage device belongs;
where

the apparatus further includes: a detection module, con-
figured to detect whether a value of the first role informa-
tion field and a value of the first management domain
information field are valid; and

the apparatus further includes: a sending module, con-
figured to send a second open message to the second
centralized network status information storage device
when the value of the first role information field and the
value of the first management domain information field
are both valid, where the second open message includes
a second role information field and a second manage-
ment domain information field, the second role informa-
tion field is used to carry device information of the first
centralized network status information storage device,
and the second management domain information field is
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used to carry the management domain to which the first
centralized network status information storage device
belongs.

[0018] With reference to the third possible implemen-
tation manner of the second aspect, in a fourth possible
implementation manner of the second aspect, the send-
ing module is further configured to send a notification
message to the second centralized network status infor-
mation storage device when the value of the first role
information field or the value of the first management
domain information field is invalid, where the notification
message is used to indicate that the first open message
is incorrect.

[0019] With reference to the fourth possible implemen-
tation manner of the second aspect, in a fifth possible
implementation manner of the second aspect, the notifi-
cation message further carries a reason for incorrectness
of the first open message, and the reason for the incor-
rectness of the first open message includes an invalid
role and an invalid management domain, where the
invalid role is used to indicate that the device information
ofthe second centralized network status information stor-
age device is invalid, and the invalid management do-
main is used to indicate that the second centralized net-
work status information storage device is not in the man-
agement domain to which the first centralized network
status information storage device belongs.

[0020] With reference to a sixth possible implementa-
tion manner of the second aspect, the link information
between the first switching device and the second switch-
ing device is determined by using a link discovery mes-
sage, and the link information between the third switching
device and the fourth switching device is determined by
using the link discovery message.

[0021] Withreference to a seventh possible implemen-
tation manner of the second aspect, the determining
module is further configured to determine, according to
the device information of the switching devices in the first
network status information and the second network sta-
tus information, link information between switching de-
vices inthe management domain or the autonomous sys-
tem to which the first centralized network status informa-
tion storage device belongs, so as to determine the net-
work topology of the management domain or the auton-
omous system to which the first centralized network sta-
tus information storage device belongs, where the device
information includes a device identifier and a port
number.

[0022] According to a third aspect, an embodiment of
the present invention provides a centralized network sta-
tus information storage device, where the device in-
cludes:

a processor, a memory, a bus, and a communica-
tions interface, where the memory is configured to
store an execution instruction of a computer, the
processor is connected to the memory by using the
bus, and when the computer runs, the processor ex-
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ecutes the execution instruction of the computer
stored in the memory, so that the computer executes
the method according to any possible implementa-
tion manner of the first aspect.

[0023] The technical solutions provided in the embod-
iments of the present invention bring the following ben-
eficial effects:

A network topology of a management domain or a
network to which a first centralized network status
information storage device belongs is determined by
obtaining first network status information of the first
centralized network status information storage de-
vice and receiving second network status informa-
tion sent by a second centralized network status in-
formation storage device, which facilitates uniform
scheduling of resources between different devices
in a same management domain or a same network.
In addition, the second network status information is
carried in a network layer reachability information
field of an update message of the Border Gateway
Protocol, and any device supporting the Border
Gateway Protocol can obtain the second network
status information by using the update message, to
determine a network topology of a management do-
main or a network to which the device supporting the
Border Gateway Protocol belongs, with good univer-
sality.

BRIEF DESCRIPTION OF DRAWINGS

[0024] To describe the technical solutions in the em-
bodiments of the present invention more clearly, the fol-
lowing briefly describes the accompanying drawings re-
quired for describing the embodiments. Apparently, the
accompanying drawings in the following description
show merely some embodiments of the present inven-
tion, and a person of ordinary skill in the art may still
derive other drawings from these accompanying draw-
ings without creative efforts.

FIG. 1is a flowchart of a network topology determin-
ing method according to Embodiment 1 of the
present invention;

FIG. 2 is a diagram of an application scenario of a
network topology determining method according to
an embodiment of the present invention;

FIG. 2a is a schematic diagram of interconnection
between an OpenFlow network and a non-Open-
Flow network according to an embodiment of the
present invention;

FIG. 3A and FIG. 3B are a flowchart of a network
topology determining method according to Embodi-
ment 2 of the present invention;

FIG. 3ais a schematic diagram of a format of a BGP
message header according to an embodiment of the
present invention;
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FIG. 3b is a schematic diagram of a format of an
open Open message in a BGP message in FIG. 3 a;
FIG. 3c is a schematic diagram of a format of a no-
tification Notification message in a BGP message in
FIG. 3 a;

FIG. 3d is a schematic diagram of a format of an
update Update message in a BGP message in FIG.
3a;

FIG. 3e is a schematic diagram of an NLRI format in
the update Update message in FIG. 3d;

FIG. 3f is a schematic diagram of a node (Node)
NLRI format in the NLRI format in FIG. 3e;

FIG. 3g is a schematic diagram of a link (Link) NLRI
format in the NLRI format in FIG. 3e;

FIG. 3h is a schematic diagram of a prefix (Prefix)
NLRI format in the NLRI format in FIG. 3e;

FIG. 4 is a diagram of an application scenario of an-
other network topology determining method accord-
ing to an embodiment of the present invention;
FIG. 5A and FIG. 5B are a flowchart of a network
topology determining method according to Embodi-
ment 3 of the present invention;

FIG. 6 is a diagram of an application scenario of still
another network topology determining method ac-
cording to an embodiment of the present invention;
FIG. 7A and FIG. 7B are a flowchart of a network
topology determining method according to Embodi-
ment 4 of the present invention;

FIG. 8 is a schematic structural diagram of a network
topology determining apparatus according to an em-
bodiment of the present invention;

FIG. 9is a schematic structural diagram of a network
topology determining apparatus according to an em-
bodiment of the present invention; and

FIG. 10 is a schematic structural diagram of a cen-
tralized network status information storage device
according to an embodiment of the present inven-
tion.

DESCRIPTION OF EMBODIMENTS

[0025] Tomakethe objectives, technical solutions, and
advantages of the presentinvention clearer, the following
further describes the embodiments of the present inven-
tion in detail with reference to the accompanying draw-
ings.

[0026] Scenarios to which the embodiments of the
present invention are applicable include, but are not lim-
ited to: a scenario (referring to Embodiment 2) in which
a management domain includes an OpenFlow network
and a non-OpenFlow network, a scenario (referring to
Embodiment 3) in which a management domain includes
multiple OpenFlow networks, and a scenario (referring
to Embodiment 4) in which an autonomous system in-
cludes an OpenFlow controller and another centralized
network status information storage device (such as a traf-
fic engineering database (Traffic Engineering Database,
"TED" for short)) other than the OpenFlow controller. An
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OpenFlow network or a non-OpenFlow network may be
regarded as an autonomous system.

Embodiment 1

[0027] This embodiment of the present invention pro-
vides a network topology determining method, where the
method may be executed by a first centralized network
status information storage device. Referring to FIG. 1,
the method includes:

Step 101: Obtain first network status information,
where the first network status information includes
device information of first switching devices, link in-
formation between the first switching devices, device
information of second switching devices connected
to the first switching devices, and link information
between the first switching devices and the second
switching devices that are respectively connected to
the first switching devices, the first switching device
is a switching device that is controlled by or associ-
ated with the first centralized network status infor-
mation storage device, and the second switching de-
vice is a switching device that is not controlled by or
associated with the first centralized network status
information storage device.

Step 102: Receive second network status informa-
tion sent by a second centralized network status in-
formation storage device, where the second network
status information includes device information of
third switching devices, link information between the
third switching devices, device information of fourth
switching devices connected to the third switching
devices, and link information between the third
switching devices and the fourth switching devices
that are respectively connected to the third switching
devices, the third switching device is a switching de-
vice that is controlled by or associated with the sec-
ond centralized network status information storage
device, the fourth switching device is a switching de-
vice that is not controlled by or associated with the
second centralized network status information stor-
age device, and the second network status informa-
tion is carried in a network layer reachability infor-
mation field of an update message of the Border
Gateway Protocol.

Step 103: Determine, according to the first network
status information and the second network status
information, a network topology of a management
domain or an autonomous system to which the first
centralized network status information storage de-
vice belongs.

[0028] At least one of the first centralized network sta-
tus information storage device or the second centralized
network status information storage device is an Open-
Flow controller, and the first centralized network status
information storage device and the second centralized
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network status information storage device belong to dif-
ferent autonomous systems in a same management do-
main (for example, a scenario in which a management
domainincludes an OpenFlow network and a non-Open-
Flow network, and a scenario in which a management
domainincludes multiple OpenFlow networks), or the first
centralized network status information storage device
and the second centralized network status information
storage device belong to a same autonomous system in
a same management domain (for example, a scenario
in which an autonomous system includes an OFC and
another centralized network status information storage
device (such as a TED server) other than the OFC).
[0029] During implementation, the first centralized net-
work status information storage device and the first
switching device are used as an example to describe
control and association. That the first centralized network
status information storage device controls the first switch-
ing device means that the first centralized network status
information storage device may control data forwarding
and routing behaviors of the first switching device by us-
ing an instruction or the like, and can obtain status infor-
mation and the like of the first switching device. That the
first centralized network status information storage de-
vice is associated with the first switching device means
that the first centralized network status information stor-
age device may read data stored in the first switching
device, but cannot control the data forwarding or routing
behavior or the like of the first switching device. Further,
when thefirst centralized network status information stor-
age device is an OpenFlow controller, the first switching
devices are all OpenFlow switches controlled by the
OpenFlow controller; when the first centralized network
status information storage device is a non-OpenFlow
controller, the first switching devices are all routers or
switches associated with the non-OpenFlow controller.
The link information between the first switching devices
is link information formed between the first switching de-
vices that are directly and mutually connected, and the
second switching devices connected to the first switching
devices are switching devices that are directly connected
to the first switching devices.

[0030] Duringimplementation, the first centralized net-
work status information storage device and the second
centralized network status storage device are devices
supporting the Border Gateway Protocol (Border Gate-
way Protocol, "BGP" for short), where the device sup-
porting the Border Gateway Protocol includes an Open-
Flow controller, a routing server (Router Server, "RS" for
short), aroute reflector (Router Reflector, "RR" for short),
a TED server, or a network management system (Net-
work Management System, "NMS" for short) server. It
should be noted that the first centralized network status
information storage device and the second centralized
network status storage device refer to physical devices
carrying a routing service application, a route reflection
application, a TED, a network management system, an
OpenFlow controller application, and the like. That is, the
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routing service application, the route reflection applica-
tion, the TED, the network management system, the
OpenFlow controller application, and the like all support
the Border Gateway Protocol.

[0031] In this embodiment of the present invention, a
network topology of a management domain or an auton-
omous system to which a first centralized network status
information storage device belongs is determined by ob-
taining first network status information of the first central-
ized network status information storage device and re-
ceiving second network status information sent by a sec-
ond centralized network status information storage de-
vice, which facilitates uniform scheduling of resources
between different devices in a same management do-
main or a same autonomous system. In addition, the sec-
ond network status information is carried in a network
layer reachability information field of an update message
of the Border Gateway Protocol, and any centralized net-
work status information storage device supporting the
Border Gateway Protocol can obtain the second network
status information by using the update message, to de-
termine a network topology of a management domain or
a network to which the centralized network status infor-
mation storage device supporting the Border Gateway
Protocol belongs, with good universality.

Embodiment 2

[0032] To better understand a technical solution pro-
vided in Embodiment 2 of the present invention, the fol-
lowing first briefly describes an application scenario (that
is, a management domain includes an OpenFlow net-
work and a non-OpenFlow network) of Embodiment 2
with reference to FIG. 2. FIG. 2 shows a network archi-
tecture of a management domain. Referring to FIG. 2,
the management domain includes three networks: a net-
work 1 that enables (Enabled) the Path Computation EI-
ement communication Protocol (Path Computation Ele-
ment communication Protocol, "PCEP" for short), a tra-
ditional IP network 2, and an OpenFlow network 3, where
the network 1 that enables PCEP and the IP network 2
are the foregoing non-OpenFlow networks. A TED 11 in
the network 1 that enables PCEP, a network manage-
ment system (Network Management System, "NMS" for
short) 21 in the IP network 2, and an OpenFlow controller
31 in the OpenFlow network 3 can communicate with
each other, where the TED 11, the NMS 21, and the
OpenFlow controller 31 are all configured to centrally
control resources of networks to which the TED 11, the
NMS 21, and the OpenFlow controller 31 respectively
belong. In a practical application, the scenario shown in
FIG. 2 emerges as a scenario (that is, a management
domain includes one non-OpenFlow network and two
OpenFlow networks, where the non-OpenFlow network
is separately interconnected with the OpenFlow net-
works, and the two OpenFlow networks are also inter-
connected) shown in FIG. 2a. Referring to FIG. 2, the
management domain includes a first OpenFlow network



13 EP 3 188 408 A1 14

1, an IP network 2, and a second OpenFlow network 3,
and the first OpenFlow network 1 includes an OpenFlow
controller 11 and OpenFlow switches 12 and 13 that are
located on an edge of one side the first OpenFlow net-
work 1, where the OpenFlow controller 11 is used for the
OpenFlow switches 12 and 13. The IP network 2 includes
a TED 21 and routers 22, 23, 24, and 25 that are located
on edges of two sides of the IP network 2, where the TED
21 is configured to control the routers 22, 23, 24, and 25.
The second OpenFlow network 3 includes an OpenFlow
controller 31 and OpenFlow switches 32 and 33, where
the OpenFlow controller 31 is configured to control the
OpenFlow switches 32 and 33. In addition, the OpenFlow
switches 12 and 13 are mutually connected one-to-one
to the routers 22 and 23 to form four links, and the routers
24 and 25 are mutually connected one-to-one to the
OpenFlow switches 32 and 33 to form four links.

[0033] During implementation, a first centralized net-
work status information storage device may be an Open-
Flow controller, and a second centralized network status
information is a TED or an NMS in a non-OpenFlow net-
work; or a first centralized network status information
storage device is a TED or an NMS in a non-OpenFlow
network, and a second centralized network status infor-
mation is an OpenFlow controller. For ease of descrip-
tion, in this embodiment, that the first centralized network
status information storage device is an OpenFlow con-
troller and the second centralized network status infor-
mation storage device is a TED in a non-OpenFlow net-
work is used as an example for related description.
[0034] Based on the architecture shown in FIG. 2 and
FIG. 2a, this embodiment of the present invention pro-
vides a network topology determining method. Referring
to FIG. 3A and FIG. 3B, the method includes:

Step 301: Determine, by using a link discovery mes-
sage, link information between an edge first switch-
ing device controlled by the first centralized network
status information storage device and an edge third
switching device associated with the second central-
ized network status information storage device.

[0035] The first centralized network status information
storage device and the second centralized network sta-
tus information storage device may obtain the link infor-
mation between the edge first switching device and the
edge third switching device by transferring a Link Layer
Discovery Protocol (Link Layer Discovery Protocol,
"LLDP" for short) message. Specifically, the first switch-
ing device refers to an OpenFlow switch (such as the
OpenFlow switch 12) on an edge of an OpenFlow net-
work, and the third switching device refers to a router
(such as the router 22) on an edge of an IP network. The
third switching device may parse reverse link information
sent by the first switching device, so as to obtain the link
information between the first switching device and the
third switching device, and store the link information; the
second centralized network status information storage
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device may directly read the link information stored in the
third switching device.

[0036] Specifically, with reference FIG. 2a, that a link
discovery message is sent between the TED (thatis, traf-
fic engineering database) 21 and the OpenFlow control-
ler 11 is used as an example. The router 22 on an edge
of the IP network 2 to which the TED 21 belongs period-
ically broadcasts an LLDP message to a device (such as
the OpenFlow switch 12 and the OpenFlow switch 13)
that is directly connected to the router 22, and the Open-
Flow switch 12 and the OpenFlow switch 13 send the
LLDP message to the OpenFlow controller 11. After con-
structing a reverse link discovery message, the Open-
Flow controller 11 sends the reverse link discovery mes-
sage to the router 22 by using the OpenFlow switch 12
or the OpenFlow switch 13. After parsing the reverse link
discovery message, the router 22 obtains link information
of edges of the IP network and the OpenFlow network,
and stores the link information (for example, stores the
link information in an edge OpenFlow (Edge OF) man-
agement information base (Management Information
Base, "MIB" for short), that is, in an Edge_OF MIB), and
the TED 21 may directly read the link information of the
edges of the IP network and the OpenFlow network in
the MIB.

[0037] Step 302: The first centralized network status
information storage device obtains first network status
information.

[0038] Thefirstnetwork statusinformationincludes de-
vice information of the first switching devices controlled
by the first centralized network status information storage
device, link information between the first switching de-
vices, device information of second switching devices
connected to the first switching devices, and link infor-
mation between the first switching devices and the sec-
ond switching devices that are respectively connected to
the first switching devices, where the second switching
device is a switching device that is not controlled by the
first centralized network status information storage de-
vice.

[0039] In this embodiment, the first switching devices
are OFSs (such as the OpenFlow switch 13 in FIG. 2a)
inside the OpenFlow network, and the link information
between the first switching devices is link information be-
tweenthe OF Ss (thatis, the first switching devices) inside
the OpenFlow network. The second switching devices
are switching devices (such as the routers 22 and 23 in
FIG. 2a) that are directly connected to the first switching
devices in the non-OpenFlow network and the OpenFlow
network. Specifically, the OpenFlow controller may ob-
tain device information of the OFSs and the link informa-
tion between the OFSs according to a related rule of a
specific protocol used by the OpenFlow controller, that
is, internal network status information of the OpenFlow
network in this embodiment. In addition, the OpenFlow
controller may construct the reverse link discovery mes-
sage and determine the device information of the second
switching devices connected to the first switching devic-
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es, and the link information between the first switching
devices and the second switching devices that are re-
spectively connected to the first switching devices.
[0040] During implementation, the OpenFlow control-
ler may store the device information of the first switching
devices, the link information between the first switching
devices, the device information of the second switching
devices connected to the first switching devices, and the
link information between the first switching devices and
the second switching devices that are respectively con-
nected to the first switching devices in a local OpenFlow
management information base (Local_OF MIB).

[0041] Step 303: The second centralized network sta-
tus information storage device obtains second network
status information.

[0042] The second network status informationincludes
device information of third switching devices controlled
by the second centralized network status information
storage device, link information between the third switch-
ing devices, device information of fourth switching devic-
es connected to the third switching devices, and link in-
formation between the third switching devices and the
fourth switching devices that are respectively connected
to the third switching devices, where the fourth switching
device is a switching device that is not controlled by the
second centralized network status information storage
device.

[0043] Similarly, the TED may also obtain the device
information of the third switching devices and the link
information between the third switching devices accord-
ing to a related rule of a specific protocol used by the
TED, and determine the device information of the fourth
switching devices connected to the third switching devic-
es, and the link information between the third switching
devices and the fourth switching devices that are respec-
tively connected to the third switching devices.

[0044] Step 304: The first centralized network status
information storage device receives a first open (Open)
message sent by the second centralized network status
information storage device.

[0045] The first open message may include first role
information and first management domain information,
where the first role information is used to indicate device
information of the second centralized network status in-
formation storage device, and the first management do-
main information field is used to indicate a management
domain to which the second centralized network status
information storage device belongs. During implementa-
tion, the first role information and the first management
domain information may be stored in an optional param-
eter field of the first open message.

[0046] The third switching devices are controlled by
the second centralized network status information stor-
age device, and may be routers or the like. Specifically,
aformat of the first open message is the same as aformat
of an open Open message in BGP, that is, the first open
message is implemented by extending an existing BGP
Open message.
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[0047] The following describes a structure and a type
of a BGP message with reference to FIG. 3a and FIG.
3b. Referringto FIG. 3a,aBGP message headerincludes
three fields of a mark, a length, and a type, where the
mark (Mark) field is used to detect whether a peer is syn-
chronized with a local end, the length (Length) field is
used to represent a byte length of the BGP message
header, and the type (Type) field is used to represent a
message type of the message header. For example,
Type=1 represents an open (open) message, Type=2
represents an update (Update) message, and Type=3
represents a notification (Notification) message.

[0048] When Type=1,itisindicated thatthe BGP mes-
sageis an Open message. Referring to FIG. 3b, the open
(open) message includes five fields of a version (Ver-
sion), my autonomous system (My Autonomous Sys-
tem), hold time (Hold Time), a BGP identifier (Identifier),
an optional maximum length (Opt Parm Len), and an op-
tional parameter (Optional Parameters). The version field
is used to carry a running version of the BGP protocol,
and the optional parameter field may extend the BGP
protocol, where a length of the optional parameter field
is changeable.

[0049] In this embodiment, device information and a
management domain of the first centralized network sta-
tus information storage device or the second centralized
network status information storage device may be carried
by adding a role information field and a management
domain information field in the optional parameter field
in the open (Open) message.

[0050] Specifically, both the role information field and
the management domain information field comply with a
parameter format of the BGP Open message, which in-
cludes three fields of a capability code (Capability Code),
a capability length (Capability Length), and a capability
value (Capability Value). Generally, a capability length
field in the role information field may have four bytes, and
a capability length field in the management information
field may have eight bytes. Only a part of a capability
value field in the role information field may be used, and
the rest is reserved. Different values of the capability val-
ue field may correspond to different devices. Generally,
a value of a capability value field in the management
domain information field is represented by using a glo-
bally unique identity, where the globally unique identity
may be manually set. During implementation, role infor-
mation and management domain information may use
values of any two unused optional parameters. For ex-
ample, a value 10 may be used to represent the role
information, and a value 11 may be used to represent
the management domain information. As an example,
that different values of the capability value field in the role
information field correspond to different device informa-
tion may be: a value 1 of the capability value field in the
role information field represents an OFC, a value 2 of the
capability value field in the role information field repre-
sents a routing server, a value 3 of the capability value
field in the role information field represents a route re-
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flector, a value 4 of the capability value field in the role
information field represents a traffic engineering data-
base server, and so on.

[0051] Itis easily understood that in a practical appli-
cation, different values may be set for a device according
to an actual requirement, to correspond to different de-
vice information. Any device supporting the Border Gate-
way Protocol should be thought to be capable of adding
a value of a corresponding role information field in the
role information to record information of the device. Spe-
cifically, the first centralized network status information
storage device and the second centralized network sta-
tus storage device are devices supporting the Border
Gateway Protocol, and the device supporting the Border
Gateway Protocol includes, butis not limited to, an Open-
Flow controller, a routing server, a route reflector, a traffic
engineering database server, or a network management
system server.

[0052] It should be noted that there is no sequence in
performing step 302, step 303, and step 304.

[0053] Step 305: The first centralized network status
information storage device detects whether a value of a
first role information field and a value of a first manage-
ment domain information field are valid in the first open
message. If the value of the first role information field and
the value of the first management domain information
field are valid, perform step 306; or if the value of the first
role information field or the value of the first management
domain information field is invalid, perform step 307.
[0054] Inthisembodiment, detecting whetherthe value
of the first role information field and the value of the first
management domain information field are valid may in-
clude:

determining whether a value of a capability value
fieldinthe firstrole information field matches a preset
value; and

when the value of the capability value field in the first
role information field matches the preset value, de-
termining that the value of the first role information
field is valid; or

when the value of the capability value field in the first
role information field does not match the preset val-
ue, determining that the value of the first role infor-
mation field is invalid.

[0055] For example, after receiving a first open mes-
sage (in which a value of a capability value field is 4), the
OpenFlow controller finds, by detection, that the value of
the capability value field is a preset value in the BGP
protocol, and therefore considers the value of the first
role information field to be valid. After receiving another
first open message (in which a value of a capability value
field is 8), if the OpenFlow controller finds, by detection,
that 8 is not the preset value in the BGP protocol, and
therefore considers the value of the first role information
field to be invalid in this case.

[0056] Detecting whether the value of the first man-
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agement domain information field is valid may include:

determining whether the management domain to
which the second centralized network status infor-
mation storage device belongs is the same as the
management domain to which the first centralized
network status information storage device belongs;
and

when the management domain to which the second
centralized network status information storage de-
vice belongsis the same as the management domain
to which the first centralized network status informa-
tion storage device belongs, determining that the first
management domain information is valid.

[0057] Inthis embodiment, when a value (that s, a glo-
bally unique identity) of a capability value field in the man-
agement domain information field in the first open mes-
sage is consistent with a globally unique identity of the
management domain to which the first centralized net-
work status information storage device belongs, the val-
ue of the first management domain information field is
determined to be valid; orwhen the value of the capability
value field in the management domain information field
in the first open message is inconsistent with the globally
unique identity of the management domain to which the
first centralized network status information storage de-
vice belongs, the value of the first management domain
information field is determined to be invalid.

[0058] Step 306: The first centralized network status
information storage device sends a second open mes-
sage to the second centralized network status informa-
tion storage device.

[0059] An optional parameter field in the second open
message may include a second role information field and
a second management domain information field, where
the second role information field is used to carry the de-
vice information of the first centralized network status
information storage device, and the second management
domaininformation fieldis used to carry the management
domain of the first centralized network status information
storage device.

[0060] It is easily understood that after receiving the
second open message, the second centralized network
status information storage device also detects whether
values of the second role information field and the second
management domain information field are valid.

[0061] Step 307: The first centralized network status
information storage device sends a notification message
tothe second centralized network status information stor-
age device.

[0062] The notification message is used to indicate that
the first open message is incorrect.

[0063] Further, the notification message may carry a
reason for incorrectness of the first open message. The
notification message may include an invalid role field and
an invalid management domain field, where the invalid
role field is used to indicate that the device information
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ofthe second centralized network status information stor-
age device is invalid, and the invalid management do-
main field is used to indicate that the second centralized
network status information storage device is not in the
management domain to which the first centralized net-
work status information storage device belongs.

[0064] Aformatofthe notification message is the same
as a format of a notification (Notification) message in
BGP. Referring to FIG. 3c, that is, a notification (Notifi-
cation) message represented when Type=3 in FIG. 3a,
the notification message includes three fields of an error
code (Error Code), an error subcode (Error Subcode),
and data (Data), where different values of the error code
field may correspond to different types of errors. Specif-
ically, a value 1 of the error code field represents a mes-
sage header error, a value 2 of the error code field rep-
resents an error of an open message, a value 3 of the
error code field represents an error of an update mes-
sage, a value 4 of the error code field represents timeout
of hold time, a value 5 of the error code field represents
an FSM (Finite State Machine, finite state machine) error,
and a value 6 of the error code field represents an ending.
[0065] Specifically, the error subcode field may also
have different values to further describe reasons why var-
ious types of errors occur. Specifically, a value 1 of the
error subcode field represents an unsupported version
number, a value 2 of the error subcode field represents
an unsupported AS, a value 3 of the error subcode field
represents an unsupported BGP identifier, a value 4 of
the error subcode field represents an unsupported op-
tional parameter, a value 5 of the error subcode field is
reserved, and a value 6 of the error subcode field repre-
sents unsupported hold time.

[0066] In this embodiment, the values of the error sub-
code field may be extended, that is, values of the error
subcode field that are corresponding to an invalid role
and aninvalid managementdomain are added toindicate
reasons why an error occurs in an open message. For
example, a value 7 of the error subcode field represents
the invalid role, and a value 8 of the error subcode field
represents the invalid management domain. It should be
noted that if a role is not supported by a recipient, the
value of the error subcode field needs to be set to 7, and
if the first centralized network status information storage
device and the second centralized network status infor-
mation storage device belong to different management
domains, the value of the error subcode field needs to
be set to 8.

[0067] Step 308: The second centralized network sta-
tus information storage device receives the second open
message sent by the first centralized network status in-
formation storage device, and detects whether second
role information and second management domain infor-
mation in the second open message are valid.

[0068] Herein, methods in which the second central-
ized network status information storage device detects
and processes the second role information and the sec-
ond management domain information are respectively
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the same as the foregoing steps 305 to 307, but an ex-
ecution body is the second centralized network status
information storage device, and details are not described
herein again.

[0069] Step 309: The second centralized network sta-
tus information storage device sends the second network
status information to the first centralized network status
information storage device.

[0070] Step 310: The first centralized network status
information storage device receives the second network
status information sent by the second centralized net-
work status information storage device.

[0071] During implementation, the second network
status information is carried in a network layer reacha-
bility information field of an update message of the Border
Gateway Protocol. A protocol identifier field in a link sta-
tus network layer reachability information field in the net-
work layer reachability information field is used to indicate
a source of network layer reachability information, and
the source includes multiple versions of OpenFlow pro-
tocols.

[0072] ReferringtoFIG. 3d, thatis, an update (Update)
message represented when Type=2 in FIG. 3a, the up-
date message includesfive fields of an unreachable route
length (Withdrawn Routes Length), an unreachable route
(Withdrawn Routes), a total path attribute length (Total
Path Attribute Length), a path attribute (Path Attribute),
and network layer reachability information (Network Lay-
er Reachability Information, "NLRI" for short), where a
length of the NLRI field is changeable.

[0073] Specifically, referring to FIG. 3e, the NLRI field
may include three fields of an NLRI type (NLRI Type), a
total length (Total NLRI Length), and link status network
layer reachability information (Link-State NLRI) (that is,
link status NLRI). The link status NLRI field may be used
to indicate a source of NLRI information. The NLRI type
field indicates a type of the NLRI in the update (Update)
message, which generally includes four types. In addi-
tion, specifically, when a value of the NLRI type field is
1,itis indicated that the NLRI type is an NLRI node (Node
NLRI); when the value of the NLRI type field is 2, it is
indicated that the NLRI type is an NLRI link (Link NLRI);
when the value of the NLRI type field is 3, it is indicated
that the NLRI type is NLRI of an IPv4 topology prefix;
when the value of the NLRI type field is 4, it is indicated
that the NLRI type is NLRI of an IPv6 topology prefix.
[0074] A format of the NLRI node (Node NLRI) is used
as an example to describe the link status NLRI. Referring
to FIG. 3f, the NLRI node includes three fields of a pro-
tocol identifier (Protocol-ID), an identifier (Identifier), and
alocal node descriptor (Local Node Descriptors). A value
of the protocol identifier field indicates a protocol version
that the NLRI follows, and a value of the identifier field is
an identifier (which may be an IP address or the like) of
a device that sends the NLRI. Referring to FIG. 3g, the
Link NLRI includes five fields of a protocol identifier (Pro-
tocol-ID), an identifier (Identifier), a local node descriptor
(Local Node Descriptors), a remote node descriptor (Re-
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mote Node Descriptors), and a link descriptor (Link De-
scriptors). Referring to FIG. 3h, the Prefix NLRI includes
four fields of a protocol identifier (Protocol-ID), an iden-
tifier (Identifier), a local node descriptor (Local Node De-
scriptors), and a prefix descriptor (Prefix Descriptors).
[0075] In this embodiment, the value of the protocol
identifier (Protocol-ID) field in the NLRI in the update (Up-
date) message may be extended, so that an original BGP
supports NLRI information collected by using different
versions of OpenFlow protocols, so as to obtain various
types of network status information. During implementa-
tion, the protocol identifier in the NLRI may be set to dif-
ferent values to correspond to different sources of the
NLRI. Forexample, Protocol-ID=0 indicates that a source
of the NLRI information cannot be determined; Protocol-
ID=1 indicates that the NLRI information originates from
a level 1 of the I1S-IS (Intermediate System to Intermedi-
ate System, Intermediate System to Intermediate Sys-
tem) protocol; Protocol-ID=2 indicates that the NLRI in-
formation originates from a level 2 of the I1S-IS (Interme-
diate System to Intermediate System, Intermediate Sys-
tem to Intermediate System) protocol; Protocol-ID=3 in-
dicates that the NLRI information originates from the
OSPF (Open Shortest Path First, Open Shortest Path
First) protocol; Protocol-ID=4 indicates that the NLRI in-
formation originates from a native interface status; Pro-
tocol-1D=5 indicates that the NLRI information originates
from a static configuration; Protocol-ID=6 indicates that
the NLRIinformation is collected by using the OF protocol
1.0; Protocol-ID=7 indicates that the NLRI information is
collected by using the OF protocol 2.0; Protocol-ID=7
indicates that the NLRI information is collected by using
the OF protocol 3.0. During implementation, the Open-
Flow controller may store the second network status in-
formation in a remote IP management information base
(Remote_IP MIB).

[0076] Specifically, after receiving the second network
status information, the OpenFlow controller obtains, by
parsing, link information from a router on an edge of the
non-OpenFlow network to an OFS on an edge of the
OpenFlow network, and stores the link information in the
remote IP managementinformation base. In addition, the
reverse link discovery message is constructed, and the
reverse link discovery message and the first network sta-
tus information are sent to the OFS on the edge. After
receiving the reverse link discovery message, the edge
OFS converts the reverse link discovery message into a
standard LLDP message, and then sends the standard
LLDP message to the router on the edge of the non-
OpenFlow network that is directly connected to the edge
OFS. The edge router parses the received LLDP mes-
sage to obtain reverse link information of the OpenFlow
network and the non-OpenFlow network, stores the re-
verse link information in a border OpenFlow manage-
ment information base (Edge_OF MIB) for reading by a
TED, and sends the first network status information to
the TED at the same time.

[0077] Atthe sametime, the TED inthe non-OpenFlow
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network further stores device information of third switch-
ing devices that are controlled by the TED and link infor-
mation between the third switching devices in a local IP
management information base (Local_IP MIB).

[0078] Step 311: The first centralized network status
information storage device determines, according to the
first network status information and the second network
status information, a network topology of a management
domain to which the first centralized network status in-
formation storage device belongs.

[0079] During implementation, device information of a
same device is stored by using different identifiers in an
OpenFlow network and an IP network. For example, a
64-bit identifier may be used in the OpenFlow network,
but a 48-bit Media Access Control address is used in the
IP network. Specifically, the OpenFlow controller may
separately parse different identifiers of the same device,
and perform matching between the identifiers. If the
matching is successful, matching between port numbers
is then performed, to determine a network topology of a
management domain to which the OpenFlow controller
belongs. For example, with reference to FIG. 2a, a
Local_OF MIB in an OpenFlow controller 1 stores the
first network status information: a DPID_AR_11, a port
number 1, a DPID_eOFS_11, and a port number 2; a
remote |IP management information base in the Open-
Flow controller 1 stores the second network status infor-
mation: a MAC_eOFS_11, a port number 3, a
MAC_AR_11, and a port number 4. The DPID_AR_11
and the DPID_eOFS_11 are device identifiers in the
OpenFlow network, and the MAC_eOFS_11 and the
MAC_AR_11 are device identifiers in the IP network. The
OpenFlow controller 1 first parses identifiers in the
DPID_AR_11 and the MAC_AR_11, and detects wheth-
er the identifiers are consistent. If the identifiers are con-
sistent, matching between the port number 1 and the port
number 4 is then performed to detect whether the port
number 1 and the port number 4 are consistent, and if
the port number 1 and the port number 4 are consistent,
identifiers in the DPID_eOFS_11 and the
MAC_eOFS_11 are further parsed, and whether the
identifiers are consistent is detected. If the identifiers are
consistent, matching between the port number 2 and the
port number 3 is then performed to detect whether the
port number 2 and the port number 3 are consistent, and
if the port number 2 and the port number 3 are consistent,
a link between the eOFS_11 (the OpenFlow switch 12)
and the AR_11 (that is, the router 22) is determined.
[0080] It should be noted that there is no sequence in
performing step 310 and step 311.

[0081] Step 312: The first centralized network status
information storage device sends the first network status
information to the second centralized network status in-
formation storage device.

[0082] Step 313: Afterreceiving the first network status
information, the second centralized network status infor-
mation storage device determines, according to the first
network status information and the second network sta-
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tus information, a network topology of a management
domain to which the second centralized network status
information storage device belongs.

[0083] An implementation manner of step 313 is the
same as that of step 310 and 311, but an execution body
is the second centralized network status information stor-
age device, and details are not described herein again.
[0084] In this embodiment of the present invention, a
network topology of a management domain in which an
OpenFlow network and a non-OpenFlow network co-ex-
istis determined by using first network status information
obtained by and second network status information re-
ceived by a first centralized network status information
storage device located in the OpenFlow network, where
the second network status informationis sentby a second
centralized network status information storage device lo-
cated in the non-OpenFlow network. In addition, the sec-
ond centralized network status information storage de-
vice may also determine, according to the second net-
work status information obtained by the second central-
ized network status information storage device and the
received first network status information sent by the first
centralized network status information storage device,
the network topology of the management domain in
which the OpenFlow network and the non-OpenFlow net-
work co-exist, which facilitates uniform scheduling of re-
sources between different devices in a same manage-
ment domain. In addition, the second network status in-
formation is carried in a network layer reachability infor-
mation field of an update message of the Border Gateway
Protocol, and any device supporting the Border Gateway
Protocol can obtain the second network status informa-
tion by using the update message, to determine a network
topology of a management domain or a network to which
the device supporting the Border Gateway Protocol be-
longs, with good universality.

Embodiment 3

[0085] To better understand a technical solution pro-
vided in Embodiment 3 of the present invention, the fol-
lowing first describes an application scenario (that is, a
scenario in which a management domain includes mul-
tiple OpenFlow networks) of Embodiment 2 with refer-
ence to FIG. 4. FIG. 4 shows a network architecture of a
management domain. Referring to FIG. 4, three Open-
Flow networks 1, 2, and 3 are deployed in the manage-
ment domain, and OpenFlow controllers 11, 21, and 31
are configured in each OpenFlow network. In addition,
each OpenFlow network implements communication
with an OpenFlow controller of another network by using
an OpenFlow controller of each OpenFlow network.

[0086] In this embodiment, a first centralized network
status information storage device and a second central-
ized network status information storage device are Open-
Flow controllers in different networks of a same manage-
ment domain. That is, the first centralized network status
information storage device is a first OpenFlow controller,
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and the second centralized network status information
storage device is a second OpenFlow controller.

[0087] Based on the architecture shown in FIG. 4, this
embodiment of the present invention provides a network
topology determining method. Referring to FIG. 5A and
FIG. 5B, the method includes:

Step 501: Determine, by using a link discovery mes-
sage, link information between an edge OpenFlow
switch controlled by the first OpenFlow controller and
an edge OpenFlow switch controlled by the second
OpenFlow controller.

Specifically, the first OpenFlow controller and the
second OpenFlow controller determine link informa-
tion between subnets controlled by the first Open-
Flow controller and the second OpenFlow controller,
by controlling transferring of the link discovery mes-
sage between OpenFlow switches on edges of the
two subnets (that is, OpenFlow networks) controlled
by the first OpenFlow controller and the second
OpenFlow controller.

Inthis embodiment, the first OpenFlow controller and
the second OpenFlow controller belong to different
OpenFlow networks, and for example, belong to an
OpenFlow network 1 and an OpenFlow network 2.
Step 502: The first OpenFlow controller obtains first
network status information.

Step 503: The second OpenFlow controller obtains
second network status information.

Step 504: The first OpenFlow controller receives a
first open message sent by the second OpenFlow
controller.

Step 505: The first OpenFlow controller detects
whether first role information and first management
domain information are valid. If the first role informa-
tion and the first management domain information
are valid, perform step 506; or if the first role infor-
mation or the first management domain information
is invalid, perform step 507.

Step 506: The first OpenFlow controller sends a sec-
ond open message to the second OpenFlow control-
ler.

Step 507: The first OpenFlow controller sends a no-
tification message to the second OpenFlow control-
ler.

Step 508: The second OpenFlow controller receives
the second open message sentby the first OpenFlow
controller, and detects whether second role informa-
tion and second management domain information in
the second open message are valid.

Step 509: The second OpenFlow controller sends
the second network status information to the first
OpenFlow controller.

Step 510: The first OpenFlow controller receives the
second network status information sent by the sec-
ond OpenFlow controller.

Step 511: The first OpenFlow controller determines,
according to the first network status information and
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the second network status information, a network
topology of a management domain to which the first
OpenFlow controller belongs.

Step 512: The first OpenFlow controller sends the
first network status information to the second Open-
Flow controller.

Step 513: After receiving the first network status in-
formation, the second OpenFlow controller deter-
mines, according to the first network status informa-
tion and the second network status information, a
network topology of a management domain to which
the second OpenFlow controller belongs.

[0088] Implementation methods of steps 501 to 513
are respectively the same as those of the foregoing steps
301 to 313, and details are not described herein again.
[0089] In this embodiment of the present invention, a
first OpenFlow controller determines a network topology
of a management domain to which the first OpenFlow
controller belongs by obtaining internal network status
information and border network status information (that
is, first network status information) of an OpenFlow net-
work of the first OpenFlow controller and receiving sec-
ond network status information sent by a second Open-
Flow controller. In addition, the second OpenFlow con-
troller may also determine, according to the second net-
work status information of the second OpenFlow control-
ler and the received first network status information sent
by the first OpenFlow controller, a network topology of a
management domain to which the second OpenFlow
controller belongs, which facilitates uniform scheduling
of resources between different devices of multiple Open-
Flow networks in a same management domain. In addi-
tion, the second network status information is carried in
anetwork layer reachability information field of an update
message of the Border Gateway Protocol, and any cen-
tralized network status information storage device sup-
porting the Border Gateway Protocol can obtain the sec-
ond network status information by using the update mes-
sage, to determine a network topology of a management
domain or a network to which the centralized network
status information storage device supporting the Border
Gateway Protocol belongs, with good universality.

Embodiment 4

[0090] To better understand a technical solution pro-
vided in Embodiment 4 of the present invention, the fol-
lowing describes an application scenario (a scenario in
which an autonomous system includes an OpenFlow
controller and another centralized network status infor-
mation storage device (such as a traffic engineering da-
tabase) other than the OpenFlow controller) of Embodi-
ment 2 with reference to FIG. 6. FIG. 6 shows a network
architecture of a management domain. Referring to FIG.
6, a traffic engineering database 1, an OpenFlow con-
troller 2, an OpenFlow switch 21, and a switch 11 are
deployed in the network. The traffic engineering data-
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base 1 and the OpenFlow controller 2 communicate with
each other. One OpenFlow controller 2 may control mul-
tiple OpenFlow switches 21, and one traffic engineering
database 1 may control multiple switches 11. In addition,
the OpenFlow switch 21 and the switch 11 are physically
connected.

[0091] In this embodiment, a first centralized network
status information storage device and a second central-
ized network status information storage device are locat-
ed in a same autonomous system. That is, the first cen-
tralized network status information storage device is the
OpenFlow controller, and the second centralized network
status information storage device is the another central-
ized network status information storage device (such as
the TED in FIG. 6) other than the OpenFlow controller.
[0092] Duringimplementation, the first centralized net-
work status information storage device is the OpenFlow
controller, and the second centralized network status in-
formation storage device is the another centralized net-
work status information storage device other than the
OpenFlow controller; or the first centralized network sta-
tus information storage device is the another centralized
network status information storage device other than the
OpenFlow controller, and the second centralized network
status information storage device is the OpenFlow con-
troller. In this embodiment, that the first centralized net-
work status information storage device is the OpenFlow
controller and the second centralized network status in-
formation storage device is the another centralized net-
work status information storage device other than the
OpenFlow controller is used as an example for descrip-
tion.

[0093] Based on the architecture shown in FIG. 6, this
embodiment of the present invention provides a network
topology determining method. Referring to FIG. 7A and
FIG. 7B, the method includes:

Step 701: Determine, by using a link discovery mes-
sage, link information between an edge first switch-
ing device controlled by the first centralized network
status information storage device and an edge third
switching device associated with the second central-
ized network status information storage device.
This step is the same as step 301, and details are
not described herein again.

Step 702: The first centralized network status infor-
mation storage device obtains first network status
information.

Step 703: The second centralized network status in-
formation storage device obtains second network
status information.

Step 704: The first centralized network status infor-
mation storage device receives a first open message
sent by the second centralized network status infor-
mation storage device.

Step 705: The first centralized network status infor-
mation storage device detects whether first role in-
formation and first management domain information
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are valid. If the first role information and the first man-
agement domain information are valid, perform step
706; or if the first role information or the first man-
agement domain information is invalid, perform step
707.

Step 706: The first centralized network status infor-
mation storage device sends a second open mes-
sage to the second centralized network status infor-
mation storage device.

Step 707: The first centralized network status infor-
mation storage device sends a notification message
to the second centralized network status information
storage device.

Step 708: The second centralized network status in-
formation storage device receives the second open
message sent by the first centralized network status
information storage device.

Step 709: The second centralized network status in-
formation storage device sends the second network
status information to the first centralized network sta-
tus information storage device.

Step 710: The first centralized network status infor-
mation storage device receives the second network
status information sent by the second centralized
network status information storage device.

Step 711: The first centralized network status infor-
mation storage device determines, according to the
first network status information and the second net-
work status information, a network topology of an
autonomous system to which the first centralized
network status information storage device belongs.
Step 712: The first centralized network status infor-
mation storage device sends the first network status
information to the second centralized network status
information storage device.

Step 713: After receiving the first network status in-
formation, the second centralized network status in-
formation storage device determines, according to
the first network status information and the second
network status information, a network topology of an
autonomous system to which the second centralized
network status information storage device belongs.

[0094] Implementation methods ofstep 701tostep713
are respectively the same as those of steps 301 to 313,
and details are not described herein again.

[0095] In this embodiment of the present invention, a
network topology of a network in which a device control-
led by an OpenFlow controller and a device associated
with a non-OpenFlow controller co-exist is determined
by using first network status information obtained by and
second network status information received by afirstcen-
tralized network status information storage device, where
the second network status informationis sentby a second
centralized network status information storage device in
a same autonomous system. The network topology of
the network is determined, which facilitates uniform
scheduling of resources between the device controlled
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by the OpenFlow controller and the device associated
with the non-OpenFlow controller in the same autono-
mous system. In addition, the second network status in-
formation is carried in a network layer reachability infor-
mation field of an update message of the Border Gateway
Protocol, and any centralized network status information
storage device supporting the Border Gateway Protocol
can obtain the second network status information by us-
ing the update message, to determine a network topology
of a management domain or a network to which the cen-
tralized network status information storage device sup-
porting the Border Gateway Protocol belongs, with good
universality.

Embodiment 5

[0096] This embodiment of the present invention pro-
vides a network topology determining apparatus. Refer-
ring to FIG. 8, the apparatus includes: an obtaining mod-
ule 801, a receiving module 802, and a determining mod-
ule 803.

[0097] The obtaining module 801 is configured to ob-
tain first network status information. The first network sta-
tus information includes device information of first switch-
ing devices, link information between the first switching
devices, device information of second switching devices
connected to the first switching devices, and link infor-
mation between the first switching devices and the sec-
ond switching devices that are respectively connected to
the first switching devices. The first switching device is
a switching device that is controlled by or associated with
a first centralized network status information storage de-
vice, and the second switching device is a switching de-
vice that is not controlled by or associated with the first
centralized network status information storage device.
[0098] The receiving module 802 is configured to re-
ceive second network status information sent by a sec-
ond centralized network status information storage de-
vice. The second network status information includes de-
vice information of third switching devices, link informa-
tion between the third switching devices, device informa-
tion of fourth switching devices connected to the third
switching devices, and link information between the third
switching devices and the fourth switching devices that
are respectively connected to the third switching devices.
The third switching device is a switching device that is
controlled by or associated with the second centralized
network status information storage device, and the fourth
switching device is a switching device that is not control-
led by or associated with the second centralized network
status information storage device. The second network
status information is carried in a network layer reacha-
bility information field of an update message of the Border
Gateway Protocol.

[0099] The determining module 803 is configured to
determine, according to the first network status informa-
tion and the second network status information, a net-
work topology of a management domain or an autono-
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mous system to which the first centralized network status
information storage device belongs.

[0100] Atleast one of the first centralized network sta-
tus information storage device or the second centralized
network status information storage device is an Open-
Flow OpenFlow controller, and the first centralized net-
work status information storage device and the second
centralized network status information storage device
belong to different autonomous systems in a same man-
agement domain, or the first centralized network status
information storage device and the second centralized
network status information storage device belong to a
same autonomous system in a same management do-
main.

[0101] In this embodiment of the present invention, a
network topology of a management domain or a network
to which a first centralized network status information
storage device belongs is determined by obtaining first
network status information of the first centralized network
status information storage device and receiving second
network status information sent by a second centralized
network status information storage device, which facili-
tates uniform scheduling of resources between different
devices in a same management domain or a same net-
work. In addition, the second network status information
is carried in a network layer reachability information field
of an update message of the Border Gateway Protocol,
and any centralized network status information storage
device supporting the Border Gateway Protocol can ob-
tain the second network status information by using the
update message, to determine a network topology of a
management domain or a network to which the central-
ized network status information storage device support-
ing the Border Gateway Protocol belongs, with good uni-
versality.

Embodiment 6

[0102] This embodiment of the present invention pro-
vides a network topology determining apparatus. Refer-
ring to FIG. 9, the apparatus includes: an obtaining mod-
ule 901, a receiving module 902, a determining module
903, a detection module 904, and a sending module 905.
[0103] The obtaining module 901 is configured to ob-
tain first network status information. The first network sta-
tus information includes device information of first switch-
ing devices, link information between the first switching
devices, device information of second switching devices
connected to the first switching devices, and link infor-
mation between the first switching devices and the sec-
ond switching devices that are respectively connected to
the first switching devices. The first switching device is
a switching device that is controlled by or associated with
a first centralized network status information storage de-
vice, and the second switching device is a switching de-
vice that is not controlled by or associated with the first
centralized network status information storage device.

[0104] The receiving module 902 is configured to re-
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ceive second network status information sent by a sec-
ond centralized network status information storage de-
vice. The second network status information includes de-
vice information of third switching devices, link informa-
tion between the third switching devices, device informa-
tion of fourth switching devices connected to the third
switching devices, and link information between the third
switching devices and the fourth switching devices that
are respectively connected to the third switching devices.
The third switching device is a switching device that is
controlled by or associated with the second centralized
network status information storage device, and the fourth
switching device is a switching device that is not control-
led by or associated with the second centralized network
status information storage device. The second network
status information is carried in a network layer reacha-
bility information field of an update message of the Border
Gateway Protocol.

[0105] The determining module 903 is configured to
determine, according to the first network status informa-
tion and the second network status information, a net-
work topology of a management domain or an autono-
mous system to which the first centralized network status
information storage device belongs.

[0106] At least one of the first centralized network sta-
tus information storage device or the second centralized
network status information storage device is an Open-
Flow OpenFlow controller, and the first centralized net-
work status information storage device and the second
centralized network status information storage device
belong to different autonomous systems in a same man-
agement domain, or the first centralized network status
information storage device and the second centralized
network status information storage device belong to a
same autonomous system in a same management do-
main.

[0107] Duringimplementation, the first centralized net-
work status information storage device and the second
centralized network status storage device are devices
supporting the Border Gateway Protocol, and the device
supporting the Border Gateway Protocol includes an
OpenFlow controller, a routing server, a route reflector,
a traffic engineering database server, or a network man-
agement system server.

[0108] Further, the network layer reachability informa-
tion field includes a link status network layer reachability
information field, where the link status network layer
reachability information field is used to indicate a source
of network layer reachability information, and the source
includes multiple versions of OpenFlow protocols.
[0109] The receiving module 902 is further configured
to receive a first open message sent by the second cen-
tralized network status information storage device. The
first open message includes a first role information field
and a first management domain information field, where
the first role information field is used to carry device in-
formation of the second centralized network status infor-
mation storage device, and the firstmanagement domain
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information field is used to carry a management domain
to which the second centralized network status informa-
tion storage device belongs.

[0110] The detection module 904 is configured to de-
tect whether a value of the first role information field and
a value of the first management domain information field
are valid.

[0111] The sending module 905 is configured to send
a second open message to the second centralized net-
work status information storage device when the value
of the first role information field and the value of the first
management domain information field are both valid. The
second open message includes a second role informa-
tion field and a second management domain information
field, where the second role information field is used to
carry device information of the first centralized network
status information storage device, and the second man-
agement domain information field is used to carry the
management domain to which the first centralized net-
work status information storage device belongs.

[0112] The sending module 905 is further configured
to send a notification message to the second centralized
network status information storage device when the val-
ue of the first role information field or the value of the first
management domain information field is invalid. The no-
tification message is used to indicate that the first open
message is incorrect.

[0113] Specifically, the notification message further
carries a reason for incorrectness of the first open mes-
sage, and the reason for the incorrectness of the first
open message includes an invalid role and an invalid
management domain. The invalid role is used to indicate
that the device information of the second centralized net-
work status information storage device is invalid, and the
invalid management domain is used to indicate that the
second centralized network status information storage
device is not in the management domain to which the
first centralized network status information storage de-
vice belongs.

[0114] During implementation, the link information be-
tween the first switching device and the second switching
device is determined by using a link discovery message,
and the link information between the third switching de-
vice and the fourth switching device is determined by
using the link discovery message.

[0115] During implementation, the determining mod-
ule 903 may be further configured to determine, accord-
ing to the device information of the switching devices in
the first network status information and the second net-
work status information, link information between switch-
ing devices in the management domain or the autono-
mous system to which the first centralized network status
information storage device belongs, so as to determine
the network topology of the management domain or the
autonomous system to which the first centralized network
status information storage device belongs. The device
information includes a device identifier and a port
number.
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[0116] In this embodiment of the present invention, a
network topology of a management domain or a network
to which a first centralized network status information
storage device belongs is determined by obtaining first
network status information of the first centralized network
status information storage device and receiving second
network status information sent by a second centralized
network status information storage device, which facili-
tates uniform scheduling of resources between different
devices in a same management domain or a same net-
work. In addition, the second network status information
is carried in a network layer reachability information field
of an update message of the Border Gateway Protocol,
and any centralized network status information storage
device supporting the Border Gateway Protocol can ob-
tain the second network status information by using the
update message, to determine a network topology of a
management domain or a network to which the central-
ized network status information storage device support-
ing the Border Gateway Protocol belongs, with good uni-
versality.

Embodiment 7

[0117] This embodiment of the present invention pro-
vides a centralized network status information storage
device. Referring to FIG. 10, the device may be a server.
Generally, the device includes at least one processor
1001 (such as a CPU), at least one communications in-
terface 1002, a memory 1003, and at least one commu-
nications bus 1004. The memory 1003 is configured to
store an execution instruction of a computer, and the
processor 1001 and the memory 1003 are connected by
using the bus 1004. When the computer runs, the proc-
essor 1001 executes the execution instruction of the
computer stored in the memory 1003, so that the com-
puter executes the network topology determining method
in Embodiment 1, Embodiment 2, Embodiment 3, or Em-
bodiment 4.

[0118] A person skilled in the art may understand that
a structure of the server shown in FIG. 10 does not con-
stitute any limitation on a switching device, and instead
the server may include parts fewer or more than those
shown in FIG. 10, or a combination of some parts, or
parts disposed differently.

[0119] The following describes the constituent parts of
the switching device in detail with reference to FIG. 10.
[0120] The communications bus 1004 is configured to
implement connection and communication between the
processor 1001, the memory 1003, and the communica-
tions interface 1002.

[0121] The at least one communications interface
1002 (which may be wired or wireless) implements com-
municative connection between the switching device and
at least two other computers (such as hosts), and be-
tween the switching device and one server (such as a
controller) (the computers and the server may be sepa-
rately connected to the switching device by sharing one
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communications interface 1002). The Internet, a wide ar-
ea network, a local area network, a metropolitan area
network, or the like may be used.

[0122] The memory 1003 may be configured to store
a software program and an application module. By run-
ning the software program and the application module
that are stored in the memory 1003, the processor 1001
performs various functional applications of the witching
device and data processing. The memory 1003 may
mainlyinclude a program storage area and a data storage
area. The program storage area may store an operating
system, an application program required for at least one
function (such as a matching function and an execution
instruction function of an entry of a flow table), and the
like. The data storage area may store data (such as a
stored flow table and database) created according to us-
age of the switching device, and the like. In addition, the
memory 1003 may include a high-speed RAM (Random
Access Memory, random access memory), and may fur-
ther include a non-volatile memory (non-volatile memo-
ry), such as at least one disk storage component, a flash
memory component, or another volatile solid state stor-
age component.

[0123] The processor 1001 is a control center of the
switching device, is connected to each part of the entire
switching device by using various interfaces and lines,
and by running or executing a software program and/or
an application module that are/is stored in the memory
1003 and by invoking data stored in the memory 1003,
performs various functions of the switching device and
data processing, so as to perform overall monitoring on
the switching device.

[0124] Specifically, the processor 1001 may imple-
ment obtaining first network status information by running
or executing a software program and/or an application
module that arefis stored in the memory 1003 and by
invoking data stored in the memory 1003. The first net-
work status information includes device information of
first switching devices, link information between the first
switching devices, device information of second switch-
ing devices connected to the first switching devices, and
link information between the first switching devices and
the second switching devices that are respectively con-
nected to the first switching devices. The first switching
device is a switching device that is controlled by or as-
sociated with a first centralized network status informa-
tion storage device, and the second switching device is
a switching device that is not controlled by or associated
with the first centralized network status information stor-
age device.

[0125] The communications interface 1002 mayimple-
ment receiving second network status information sent
by a second centralized network status information stor-
age device. The second network status information in-
cludes device information of third switching devices, link
information between the third switching devices, device
information of fourth switching devices connected to the
third switching devices, and link information between the
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third switching devices and the fourth switching devices
that are respectively connected to the third switching de-
vices. The third switching device is a switching device
that is controlled by or associated with the second cen-
tralized network status information storage device, and
the fourth switching device is a switching device that is
not controlled by or associated with the second central-
ized network status information storage device. The sec-
ond network status information is carried in a network
layer reachability information field of an update message
of the Border Gateway Protocol.

[0126] The processor 1001 may further implement de-
termining, according to the first network status informa-
tion and the second network status information, a net-
work topology of a management domain or an autono-
mous system to which the first centralized network status
information storage device belongs.

[0127] At least one of the first centralized network sta-
tus information storage device or the second centralized
network status information storage device is an Open-
Flow OpenFlow controller, and the first centralized net-
work status information storage device and the second
centralized network status information storage device
belong to different autonomous systems in a same man-
agement domain, or the first centralized network status
information storage device and the second centralized
network status information storage device belong to a
same autonomous system in a same management do-
main.

[0128] Preferably, the first centralized network status
information storage device and the second centralized
network status storage device are devices supporting the
Border Gateway Protocol, and the device supporting the
Border Gateway Protocol includes an OpenFlow control-
ler, arouting server, a route reflector, a traffic engineering
database server, or a network management system serv-
er.

[0129] Preferably, the second network status informa-
tion is carried in the network layer reachability information
field of the update message of the Border Gateway Pro-
tocol. Further, the network layer reachability information
field includes a link status network layer reachability in-
formation field, where the link status network layer reach-
ability information field is used to indicate a source of
network layer reachability information, and the source
includes multiple versions of OpenFlow protocols.
[0130] Preferably, the communications interface 1002
may further implement receiving a first open message
sent by the second centralized network status informa-
tion storage device. The first open message includes a
first role information field and a first management domain
information field, where the first role information field is
used to carry device information of the second central-
ized network status information storage device, and the
first management domain information field is used to car-
ry a management domain to which the second central-
ized network status information storage device belongs.
[0131] The processor 1001 may furtherimplement de-
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tecting whether a value of the first role information field
and a value of the first management domain information
field are valid.

[0132] When the value of the first role information field
and the value of the first management domain informa-
tion field are both valid, the communications interface
1002 may further implement sending a second open
message to the second centralized network status infor-
mation storage device. The second open message in-
cludes a second role information field and a second man-
agement domain information field, where the second role
information field is used to carry device information of
the first centralized network status information storage
device, and the second management domaininformation
field is used to carry the management domain to which
the first centralized network status information storage
device belongs.

[0133] When the value of the first role information field
or the value of the first management domain information
field is invalid, the communications interface 1002 may
further implement sending a notification message to the
second centralized network status information storage
device. The notification message is used to indicate that
the first open message is incorrect.

[0134] During implementation, the notification mes-
sage further carries a reason for incorrectness of the first
open message, and the reason for the incorrectness of
the first open message includes an invalid role and an
invalid management domain. The invalid role is used to
indicate that the device information of the second cen-
tralized network status information storage device is
invalid, and the invalid management domain is used to
indicate that the second centralized network status infor-
mation storage device is not in the management domain
to which the first centralized network status information
storage device belongs.

[0135] During implementation, the link information be-
tween the first switching device and the second switching
device is determined by using a link discovery message,
and the link information between the third switching de-
vice and the fourth switching device is determined by
using the link discovery message.

[0136] During implementation, the processor 1001 is
further configured to determine, according to the device
information of the switching devices in the first network
status information and the second network status infor-
mation, link information between switching devices in the
management domain or the autonomous system to which
the first centralized network status information storage
device belongs, so as to determine the network topology
of the management domain or the autonomous system
to which the first centralized network status information
storage device belongs. The device information includes
a device identifier and a port number.

[0137] In this embodiment of the present invention, a
network topology of a management domain or a network
to which a first centralized network status information
storage device belongs is determined by obtaining first
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network status information of the first centralized network
status information storage device and receiving second
network status information sent by a second centralized
network status information storage device, which facili-
tates uniform scheduling of resources between different
devices in a same management domain or a same net-
work. In addition, the second network status information
is carried in a network layer reachability information field
of an update message of the Border Gateway Protocol,
and any centralized network status information storage
device supporting the Border Gateway Protocol can ob-
tain the second network status information by using the
update message, to determine a network topology of a
management domain or a network to which the central-
ized network status information storage device support-
ing the Border Gateway Protocol belongs, with good uni-
versality.

[0138] The foregoing descriptions are merely exem-
plary embodiments of the present invention, but are not
intended to limit the present invention. Any modification,
equivalent replacement, and improvement made without
departing from the spirit and principle of the present in-
vention shall fall within the protection scope ofthe present
invention.

Claims

1. Anetworktopology determining method, wherein the
method comprises:

obtaining first network status information,
wherein the first network status information
comprises device information of first switching
devices, link information between the first
switching devices, device information of second
switching devices connected to the first switch-
ing devices, and link information between the
first switching devices and the second switching
devices that are respectively connected to the
first switching devices, the first switching device
is a switching device that is controlled by or as-
sociated with a first centralized network status
information storage device, and the second
switching device is a switching device that is not
controlled by or associated with the first central-
ized network status information storage device;
receiving second network status information
sent by a second centralized network status in-
formation storage device, wherein the second
network status information comprises device in-
formation of third switching devices, link infor-
mation between the third switching devices, de-
vice information of fourth switching devices con-
nected to the third switching devices, and link
information between the third switching devices
and the fourth switching devices that are respec-
tively connected to the third switching devices,
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the third switching device is a switching device
that is controlled by or associated with the sec-
ond centralized network status information stor-
age device, the fourth switching device is a
switching device that is not controlled by or as-
sociated with the second centralized network
status information storage device, and the sec-
ond network status information is carried in a
network layer reachability information field of an
update message of the Border Gateway Proto-
col; and

determining, according to the first network sta-
tus information and the second network status
information, a network topology of a manage-
mentdomain or an autonomous system to which
the first centralized network status information
storage device belongs; wherein

atleastone of thefirst centralized network status
information storage device or the second cen-
tralized network status information storage de-
vice is an OpenFlow OpenFlow controller, and
the first centralized network status information
storage device and the second centralized net-
work status information storage device belong
to differentautonomous systemsinasame man-
agementdomain, or the first centralized network
status information storage device and the sec-
ond centralized network status information stor-
age device belong to a same autonomous sys-
tem in a same management domain.

The method according to claim 1, wherein the first
centralized network status information storage de-
vice and the second centralized network status stor-
age device are devices supporting the Border Gate-
way Protocol, and the device supporting the Border
Gateway Protocol comprises an OpenFlow control-
ler, a routing server, a route reflector, a traffic engi-
neering database server, or a network management
system server.

The method according to claim 1, wherein the net-
work layer reachability information field comprises a
link status network layer reachability information
field, the link status network layer reachability infor-
mation field is used to indicate a source of network
layer reachability information, and the source com-
prises multiple versions of OpenFlow protocols.

The method according to claim 1, wherein before the
receiving second network status information sent by
a second centralized network status information
storage device, the method further comprises:

receiving a first open message sent by the sec-
ond centralized network status information stor-
age device, wherein the first open message
comprises a first role information field and a first

10

15

20

25

30

35

40

45

50

55

20

management domain information field, the first
role information field is used to carry device in-
formation of the second centralized network sta-
tus information storage device, and the first
management domain information field is used
to carry amanagement domain to which the sec-
ond centralized network status information stor-
age device belongs;

detecting whether a value of the first role infor-
mation field and a value of the first management
domain information field are valid; and

sending a second open message to the second
centralized network status information storage
device when the value of the firstrole information
field and the value of the first management do-
main information field are both valid, wherein
the second open message comprises a second
role information field and a second management
domain information field, the second role infor-
mation field is used to carry device information
ofthefirst centralized network status information
storage device, and the second management
domain information field is used to carry the
management domain to which the first central-
ized network status information storage device
belongs.

5. The method according to claim 4, wherein the meth-

od further comprises:

sending a notification message to the second
centralized network status information storage
device when the value of thefirst role information
field or the value of the first management domain
information field is invalid, wherein the notifica-
tion message is used to indicate that the first
open message is incorrect.

The method according to claim 5, wherein the noti-
fication message further carries a reason for incor-
rectness of the first open message, and the reason
for the incorrectness of the first open message com-
prises an invalid role and an invalid management
domain, wherein the invalid role is used to indicate
that the device information of the second centralized
network status information storage device is invalid,
and the invalid management domain is used to indi-
cate that the second centralized network status in-
formation storage device is not in the management
domain to which the first centralized network status
information storage device belongs.

The method according to claim 1, wherein the link
information between the first switching device and
the second switching device is determined by using
a link discovery message, and the link information
between the third switching device and the fourth
switching device is determined by using the link dis-
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covery message.

The method according to claim 1, wherein the deter-
mining, according to the first network status informa-
tion and the second network status information, a
network topology of a management domain or an
autonomous system to which the first centralized
network status information storage device belongs
comprises:

determining, according to the device information
of the switching devices in the first network sta-
tus information and the second network status
information, link information between switching
devices in the management domain or the au-
tonomous system to which the first centralized
network status information storage device be-
longs, so as to determine the network topology
of the management domain or the autonomous
system towhich the first centralized network sta-
tus information storage device belongs, wherein
the device information comprises a device iden-
tifier and a port number.

9. A network topology determining apparatus, wherein

the apparatus comprises:

an obtaining module, configured to obtain first
network status information, wherein the first net-
work status information comprises device infor-
mation of first switching devices, link information
between the first switching devices, device in-
formation of second switching devices connect-
ed to the first switching devices, and link infor-
mation between the first switching devices and
the second switching devices that are respec-
tively connected to the first switching devices,
the first switching device is a switching device
that is controlled by or associated with a first
centralized network status information storage
device, and the second switching device is a
switching device that is not controlled by or as-
sociated with the first centralized network status
information storage device;

a receiving module, configured to receive sec-
ond network status information sent by a second
centralized network status information storage
device, wherein the second network status in-
formation comprises device information of third
switching devices, link information between the
third switching devices, device information of
fourth switching devices connected to the third
switching devices, and link information between
the third switching devices and the fourth switch-
ing devices that are respectively connected to
the third switching devices, the third switching
device is a switching device that is controlled by
or associated with the second centralized net-
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10.

1.

12.

40

work status information storage device, the
fourth switching device is a switching device that
is not controlled by or associated with the sec-
ond centralized network status information stor-
age device, and the second network status in-
formation is carried in a network layer reacha-
bility information field of an update message of
the Border Gateway Protocol; and

a determining module, configured to determine,
according to the first network status information
and the second network status information, a
network topology of a management domain or
an autonomous system to which the first cen-
tralized network status information storage de-
vice belongs; wherein

atleast one of the first centralized network status
information storage device or the second cen-
tralized network status information storage de-
vice is an OpenFlow OpenFlow controller, and
the first centralized network status information
storage device and the second centralized net-
work status information storage device belong
todifferentautonomous systemsin a same man-
agementdomain, or the first centralized network
status information storage device and the sec-
ond centralized network status information stor-
age device belong to a same autonomous sys-
tem in a same management domain.

The apparatus according to claim 9, wherein the first
centralized network status information storage de-
vice and the second centralized network status stor-
age device are devices supporting the Border Gate-
way Protocol, and the device supporting the Border
Gateway Protocol comprises an OpenFlow control-
ler, a routing server, a route reflector, a traffic engi-
neering database server, or a network management
system server.

The apparatus according to claim 9, wherein the net-
work layer reachability information field comprises a
link status network layer reachability information
field, the link status network layer reachability infor-
mation field is used to indicate a source of network
layer reachability information, and the source com-
prises multiple versions of OpenFlow protocols.

The apparatus according to claim 9, wherein the re-
ceiving module is further configured to receive a first
open message sent by the second centralized net-
work status information storage device, wherein the
first open message comprises a first role information
field and a first management domain information
field, the first role information field is used to carry
device information of the second centralized network
status information storage device, and the first man-
agement domain information field is used to carry a
management domain to which the second central-
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ized network status information storage device be-
longs; wherein

the apparatus further comprises: a detection mod-
ule, configured to detect whether a value of the first
role information field and a value of the first manage-
ment domain information field are valid; and

the apparatus further comprises: a sending module,
configured to send a second open message to the
second centralized network status information stor-
age device when the value of the first role information
field and the value of the first management domain
information field are both valid, wherein the second
open message comprises a second role information
field and a second management domain information
field, the second role information field is used to carry
device information of the first centralized network
status information storage device, and the second
management domain information field is used to car-
ry the management domain to which the first cen-
tralized network status information storage device
belongs.

The apparatus according to claim 12, wherein the
sending module is further configured to send a noti-
fication message to the second centralized network
status information storage device when the value of
the first role information field or the value of the first
management domain information field is invalid,
wherein the notification message is used to indicate
that the first open message is incorrect.

The apparatus according to claim 13, wherein the
notification message further carries a reason for in-
correctness of the first open message, and the rea-
son for the incorrectness of the first open message
comprises an invalid role and an invalid manage-
ment domain, wherein the invalid role is used to in-
dicate that the device information of the second cen-
tralized network status information storage device is
invalid, and the invalid management domain is used
toindicate thatthe second centralized network status
information storage device is not in the management
domain to which the first centralized network status
information storage device belongs.

The apparatus according to claim 9, wherein the link
information between the first switching device and
the second switching device is determined by using
a link discovery message, and the link information
between the third switching device and the fourth
switching device is determined by using the link dis-
covery message.

The apparatus according to claim 9, wherein the de-
termining module is further configured to determine,
according to the device information of the switching
devices in the first network status information and
the second network status information, link informa-
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tion between switching devices in the management
domain or the autonomous system to which the first
centralized network status information storage de-
vice belongs, so as to determine the network topol-
ogy of the management domain or the autonomous
system to which the first centralized network status
information storage device belongs, wherein the de-
vice information comprises a device identifier and a
port number.

17. A centralized network status information storage de-

vice, wherein the device comprises:

a processor, a memory, a bus, and a communi-
cations interface, wherein the memory is config-
ured to store an execution instruction of a com-
puter, the processor is connected to the memory
by using the bus, and when the computer runs,
the processor executes the execution instruc-
tion of the computer stored in the memory, so
that the computer executes the method accord-
ing to any one of claims 1 to 8.
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Obtain first network status information, where the first network status
information includes device information of first switching devices, link
information between the first switching devices, device information of
second switching devices connected to the first switching devices, and
link information between the first switching devices and the second
switching devices that are respectively connected to the first switching
devices, the first switching device is a switching device that is
controlled by or associated with a first centralized network status
information storage device, and the second switching device is a
switching device that is not controlled by or associated with the first
centralized network status information storage device

4

Receive second network status information sent by a second centralized
network status information storage device, where the second network
status information includes device information of third switching
devices, link information between the third switching devices, device
information of fourth switching devices connected to the third switching
devices, and link information between the third switching devices and
the fourth switching devices that are respectively connected to the third
switching devices, the third switching device is a switching device that
is controlled by or associated with the second centralized network status
information storage device, the fourth switching device is a switching
device that is not controlled by or associated with the second centralized
network status information storage device, and the second network
status information is carried in a network layer reachability information
field of an update message of the Border Gateway Protocol

4

Determine, according to the first network status information and the
second network status information, a network topology of a
management domain or a network to which the first centralized network
status information storage device belongs

FIG 1
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308. Receive the second open message sent by the first
centralized network status information storage device, and detect
whether second role information and second management
domain information in the second open message are valid

309. Send the second network status
mformation to the first centralized
network status information storage device

«
«

310. Receive the second network status information sent by the
second centralized network status information storage device

311. Determine, according to the first network status
information and the second network status information, a
network topology of a management domain to which the first
centralized network status information storage device belongs

312. Send the first network status
mformation to the second centralized
network status information storage device

B
»

313. After receiving the first network status information,
determine, according to the first network status information
and the second network status information, a network topology
of a management domain to which the second centralized
network status information storage device belongs

FIG 3B
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508. Receive the second open message sent
by the first OpenFlow controller, and detect
whether second role information and second
management domain information in the
second open message are valid

509. Send the second network status
information to the first OpenFlow controller

510. Receive the second network status
information sent by the second OpenFlow
controller

511. Determine, according to the first network
status information and the second network
status information, a network topology of a

management domain to which the first
OpenFlow controller belongs

512. Send the first network status information
to the second OpenFlow controller
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513. After receiving the first network status
information, determine, according to the first
network status information and the second
network status information, a network
topology of a management domain to which
the second OpenFlow controller belongs

FIG 5B

33



EP 3 188 408 A1

YOUMS
morquadQ

9 DI4

ERITN

Youms

ERITN

morquadQ

\

,

Youms

// I
//
//
//
~ qonumsg
~ //
// ://
NN

N \ e
NN

L] woums

\
N \ pums |\
<

mopquadQ

1<

olJeIL

- i
. mopquad. N
ST R0 N v
\\\\\ =- MN \ / /
_,_ \\\ \v.f\\\\\ \ \ \
o NS T - ~ N
///_., \\ \\\\\\\\\\\\\ S~ - /_\\ \\
) - S~
oseqerep
Ivrjonuod cmmemmcemecmseesese==ad SULGOUISUD
molquadQ S1pyer

ERITAN

/7

I

34



EP 3 188 408 A1

First centralized Second centralized
network status network status
information information
storage device storage device

701. Determine, by using a link discovery message,
link information between edge switching devices
respectively controlled by the first centralized network
status information storage device and the second
centralized network status information storage device

702. Obtain first 703. Obtain second
network status network status
information information

704. Receive a first open message sent by the second
centralized network status information storage device

705. Detect whether a value of a
first role information field and a
value of a first management domain
information field are valid

706. Send a second open message to the second
centralized network status information storage
device when first role information and first
management domain information are both valid

707. Send a notification message to the second
centralized network status information storage
device when the first role information or the
first management domain information is invalid

TO TO
FIG. 7B FIG. 7B
FIG 7A

35



EP 3 188 408 A1

CONT. CONT.
FROM FROM
FIG. 7A FIG. 7A

[ I

708. Receive the second open message sent
by the first centralized network status
information storage device, and detect

whether second role information and second

management domain information in the
second open message are valid

709. Send the second network status
information to the first centralized
network status information storage device
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710. Receive the second network status
information sent by the second centralized
network status information storage device

711. Determine, according to the first
network status information and the second
network status information, a network
topology of an autonomous system to which
the first centralized network status
information storage device belongs

712. Send the first network status
information to the second centralized
network status information storage device

713. After receiving the first network status
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