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Description

FIELD OF THE INVENTION

[0001] The invention relates to processing of a three dimensional image, and specifically to disparity processing for
three-dimensional images comprising graphic overlays.

BACKGROUND OF THE INVENTION

[0002] Three dimensional (3D) displays add a third dimension to the viewing experience by providing a viewer’s two
eyes with different views of the scene being watched. This can be achieved by having the user wear glasses to separate
two views that are displayed. However, as this may be considered inconvenient to the user, it is in many scenarios
preferred to use autostereoscopic displays that use means at the display (such as lenticular lenses, or barriers) to
separate views, and to send them in different directions where they individually may reach the user’s eyes. For stereo
displays, two views are required whereas autostereoscopic displays typically require more views (such as e.g. nine views).
[0003] In order to fulfill the desire for 3D image effects, content is created to include data that describes 3D aspects
of the captured scene. For example, for computer generated graphics, a three dimensional model can be developed
and used to calculate the image from a given viewing position. Such an approach is for example frequently used for
computer games which provide a three dimensional effect.
[0004] As another example, video content, such as films or television programs, are increasingly generated to include
some 3D information. Such information can be captured using dedicated 3D cameras that capture two simultaneous
images from slightly offset camera positions. In some cases, more simultaneous images may be captured from further
offset positions. For example, nine cameras offset relative to each other could be used to generate images corresponding
to the nine viewpoints of a nine view autostereoscopic display.
[0005] However, a significant problem is that the additional information results in substantially increased amounts of
data, which is impractical for the distribution, communication, processing and storage of the video data. Accordingly,
the efficient encoding of 3D information is critical. Therefore, efficient 3D image and video encoding formats have been
developed that may reduce the required data rate substantially.
[0006] A popular approach for representing three dimensional images is to use one or more layered two dimensional
images with associated depth data. For example, a foreground and background image with associated depth information
may be used to represent a three dimensional scene, or a single image and associated depth map can be used.
[0007] The encoding formats allow a high quality rendering of the directly encoded images, i.e. they allow high quality
rendering of images corresponding to the viewpoint for which the image data is encoded. The encoding format furthermore
allows an image processing unit to generate images for viewpoints that are displaced relative to the viewpoint of the
captured images. Similarly, image objects may be shifted in the image (or images) based on depth information provided
with the image data. Further, areas not represented by the image may be filled in using occlusion information if such
information is available.
[0008] However, whereas an encoding of 3D scenes using one or more images with associated depth maps providing
depth information allows for a very efficient representation, the resulting three dimensional experience is highly dependent
on sufficiently accurate depth information being provided by the depth map(s).
[0009] Furthermore, much content is generated or provided as stereo images without associated depth information.
For many operations, it is accordingly desirable to determine depth information for the scene and image objects based
on depth estimation. In practice, the disparity between images directly reflect the depth of an object, and the terms depth
and disparity are often used interchangeably. Specifically, a disparity value is also a depth value, and a depth value is
also a disparity value.
[0010] Many different techniques are known for depth/ disparity information. Disparity estimation may be used for
various 3D-related applications including for example multi-view rendering from stereo, disparity adjustment for stereo
viewing, machine vision for robot navigation, etc.
[0011] In disparity estimation, a distance between corresponding points in two or more image is estimated, usually
with the intention to infer depth via triangulation using known camera parameters. For example, if two images corre-
sponding to different viewing angles are provided, matching image regions may be identified in the two images and the
depth/ disparity may be estimated by the relative offset between the positions of the regions. Thus, algorithms may be
applied to estimate disparities between two images with the disparities directly indicating a depth of the corresponding
objects. The detection of matching regions may for example be based on a cross-correlation of image regions across
the two images. An example of disparity estimation may be found in D. Scharstein and R. Szeliski."A taxonomy and
evaluation of dense two-frame stereo correspondence algorithms", International Journal of Computer Vision,
47(1/2/3):7-42, April-June 2002.
[0012] However, although disparity estimation may be useful for determining depth information in many situations, it
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tends to not provide ideal performance and the generated depth information may be quite noisy and comprise inaccu-
racies.
[0013] US2011/234765 discloses an apparatus capable of suppressing erroneous correction which easily occurs in
the vicinity of the boundary between the foreground and the background and generating a parallax map with high accuracy.
[0014] US2013/308826 discloses that when a peak of the frequency distribution appears discretely on the histogram
where the parallax (distance information) is a variable, and the distribution width of the distance information is wide, a
target region expressed as a histogram is normally a region where a closer object and a farther object whose distances
from the stereo camera are discrete coexist and is called "perspective conflict region".
[0015] In many cases, a color-adaptive (bi-lateral) filter with a large filter kernel is applied to either up-scale a low-
resolution disparity estimate or more often to reduce errors/noise in the disparity estimates. When applied to image
based rendering of 3D video, this filter ensures stable and often smooth disparity maps. However, it also results in new
artifacts caused by the filtering operation. If an object, and in particular its edge, has a varying color profile, the disparity
values will also tend to (incorrectly) vary over the edge. Such a varying color profile can be caused for example by lighting
changes or shadows. This causes disparity variations over the object, and results in distorted edges in synthesized
views. These distortions are disturbing for a human observer, as our human visual system is particularly sensitive to
(distortions in) straight edges.
[0016] Such distortions may cause a significant perceived quality reduction by a human observer, such as e.g. when
graphics overlays are present.
[0017] To illustrate this, the stereo images of FIG. 1 may be considered. In the example, a textured image is overlaid
by a graphics overlay. FIG. 2 illustrates the left image and an estimated block-based disparity. Errors are clearly visible
in the disparity map. FIG. 3 illustrates the left image and estimated disparity after color adaptive filtering has been applied
to the disparity map of FIG. 2. Although the disparity map is less blocky and appears smoother, there are still substantial
disparity errors in the area around the text.
[0018] Similar depth and disparity artefacts may arise for other approaches of generating depth information for three
dimensional images, and may degrade perceived quality of the resulting three dimensional images that are presented
to a user.
[0019] Hence, generation of improved disparity data would be advantageous and in particular generation or determi-
nation of disparity values allowing increased flexibility, reduced complexity, facilitated implementation, improved per-
ceived depth, improved performance, reduced perceived depth artifacts, and/or an improved three dimensional image
would be advantageous.

SUMMARY OF THE INVENTION

[0020] Accordingly, the Invention seeks to preferably mitigate, alleviate or eliminate one or more of the above mentioned
disadvantages singly or in any combination.
[0021] According to an aspect of the invention there is provided an apparatus according to claim 1.
[0022] The invention provides improved three dimensional image where disparity errors, inaccuracies or artefacts may
be mitigated or reduced. The invention may in particular, in many embodiments, be suitable for mitigating disparity
artefacts, errors and inaccuracies for three dimensional images wherein the disparity data has been generated by
disparity estimation based on e.g. stereo images. Improvements can in particular be generated for images that may
potentially include overlay graphics, such as subtitles, text, titles etc.
[0023] The approach may in many embodiments be arranged to automatically adapt the effect of the processing to
reflect the likelihood of the image comprising overlay graphics.
[0024] In particular, the Inventors have realized not only that disparity errors and noise may be more prevalent around
graphic overlays (e.g. when disparity is generated by disparity estimation) but also that the likelihood of an image
comprising graphic overlays may be estimated by considering particular characteristics and how these are distributed
in the depth dimension. The Inventors have further realized that the adverse effect of disparity degradation on rendering
from image plus depth can be mitigated by (often positionally nonspecific) disparity remapping controlled by such char-
acteristics of such a depth/ disparity distribution.
[0025] A disparity value may be any value that is indicative of a disparity or depth for a pixel. A disparity value may
specifically indicate a horizontal distance between corresponding pixels in two images of a scene where the two images
correspond to different viewing directions. A disparity value is indicative of a depth of the corresponding pixel, and
equivalently a depth value is indicative of a disparity. Thus, a depth value is also a disparity value, and a disparity value
is a depth value. It will be appreciated that the term depth and disparity may as appropriate be considered equivalent
terms. Thus, references to disparity may as appropriate be replaced by references to depth, and references to depth
may as appropriate be replaced by references to disparity.
[0026] The disparity values may have a different resolution than the image values, and specifically the disparity values
may be provided at a lower resolution than the image values. Thus, in some embodiments, two or more pixels may share



EP 3 207 698 B1

4

5

10

15

20

25

30

35

40

45

50

55

the same disparity value, i.e. a disparity value may be common or shared for a plurality of pixels.
[0027] An image value of the pixel may be any value that is indicative of any of a chrominance, chroma, luminance,
luma, intensity, brightness, or color property of the pixel. An image value may be a composite image value comprising
a plurality of components or values. Specifically, an image value may be a set of values for different color channels,
such as e.g. RGB values.
[0028] The disparity remapping may be a function or mapping which generates an output disparity value from an input
disparity value. The disparity remapping may be represented e.g. by a mathematical equation/ function, or e.g. as a
look-up table.
[0029] The shape property is indicative of a property of a peakedness of the frequency distribution.
[0030] This may provide particularly advantageous performance and may in many scenarios provide a particularly
good indication of whether the image includes overlay graphic elements or not.
[0031] The property of at least one peak may for example be a magnitude, width or presence probability estimate.
[0032] A peakedness measure may be generated and used as the shape property. The peakedness may include a
consideration of a plurality of peaks, and may for example include a consideration of how many peaks are present (in
accordance with a suitable peak criterion).
[0033] The adaptor is arranged to increase a disparity compression provided by the disparity remapping in response
to an increasing peakedness of the frequency distribution.
[0034] This may provide improved performance in many embodiments. In particular, the disparity remapping may
include a disparity compression for at least one range of disparity levels. The disparity compression may map a disparity
range into a smaller disparity range, and thus may reduce the depth variation.
[0035] In accordance with an optional feature of the invention, the analyzer is arranged to determine the shape property
in response to at least one parameter selected from the group of: a maximum frequency of the frequency distribution;
a maximum frequency of the frequency distribution relative to an averaged frequency for the frequency distribution; a
width measure for a peak of the frequency distribution; a peak frequency of the frequency distribution relative to fre-
quencies in a disparity level neighborhood of the peak frequency.
[0036] This may provide improved performance in many embodiments.
[0037] In accordance with an optional feature of the invention, the analyzer is arranged to determine the shape property
in response to at least a magnitude of a mode of the frequency distribution.
[0038] This may provide improved performance in many embodiments.
[0039] In accordance with an optional feature of the invention, the subset selector is arranged to generate an edge
detection indication for pixels of the group of pixels, the edge detection indication being indicative of whether the pixel
belongs to an image object edge or not; and wherein the image property criterion comprises a requirement for the edge
detection indication.
[0040] This may provide particularly advantageous performance, and is particularly efficient in detecting overlay graph-
ics and adapting the disparity data to reflect this. The image property criterion may specifically comprise a requirement
that the edge detection indication exceeds a threshold (for example that a color channel value differs by more than, say,
25% of the total range between the current pixel and an adjacent pixel).
[0041] In accordance with an optional feature of the invention, the subset selector is arranged to generate an image
property transition measure for each pixel of the group of pixels, and the image property criterion comprises a requirement
for the image property transition measure.
[0042] This may provide particularly advantageous performance, and is particularly efficient in detecting overlay graph-
ics and adapting the disparity data to reflect this. The image property criterion may specifically comprise a requirement
that the image property transition measure exceeds a threshold (for example that a color channel value differs by more
than, say, 25% of the total range between the current pixel and an adjacent pixel). The image property transition measure
may specifically be indicative of a (spatial) gradient or degree of change of an image property (e.g. brightness and/or
color change) in a neighborhood of the pixel.
[0043] In accordance with an optional feature of the invention, the image property criterion comprises a requirement
for at least one of a luminance and a chroma for the pixel.
[0044] This may in many embodiments provide particularly advantageous performance, and is particularly efficient in
detecting overlay graphic and adapting the disparity data to reflect this. The image property criterion may specifically
comprise a requirement that the luminance exceeds a value or that the chroma belongs to a given color range.
[0045] In some embodiments, the subset selector may be arranged to generate a color saturation measure for each
pixel of the group of pixels, and the image property criterion may comprise a requirement for the color saturation measure.
[0046] This may in many embodiments provide particularly advantageous performance, and may be particularly effi-
cient in detecting overlay graphic and adapting the disparity data to reflect this. The image property criterion may
specifically comprise a requirement that the color saturation measure exceeds a threshold (e.g. that a color space
distance measure from the color of the pixel to white exceeds e.g. 50% of the maximum value).
[0047] In accordance with an optional feature of the invention, the remapper is arranged to modify disparity values in
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only a subrange of a disparity range for the disparity values.
[0048] This may improve performance and in particular may provide perceived quality improvement in many embod-
iments. In many embodiments, the subrange may be a subrange in front of the display/ screen level, i.e. in front of the
image plane corresponding to zero disparity between images.
[0049] In accordance with an optional feature of the invention, the analyzer is arranged to determine the shape property
in response to only a disparity value subrange of the frequency distribution.
[0050] This may improve performance and in particular may provide perceived quality improvement in many embod-
iments. In many embodiments, the subrange may be a subrange in front of the display/ screen level, i.e. in front of the
image plane corresponding to zero disparity between images.
[0051] In accordance with an optional feature of the invention, the disparity remapping is a linear remapping in at least
a disparity level subrange, and the adaptor is arranged to determine a remapping coefficient for the linear remapping in
response to the shape property.
[0052] This may provide improved performance and/or facilitated implementation in many embodiments.
[0053] In accordance with an optional feature of the invention, the distribution evaluator is arranged to weight pixels
of the subset of pixels when generating the frequency distribution, the weight for a pixel being dependent on an image
position of the pixel.
[0054] This may provide improved perceived mitigation of disparity artefacts in many embodiments and scenarios.
[0055] In accordance with an optional feature of the invention, the subset selector is arranged to evaluate a second
image property criterion for each pixel of the group of pixels and determining a second subset of pixels of the group of
pixels for which the second image property criterion is met; and wherein the apparatus is arranged to determine the
disparity remapping in response to a frequency distribution for the disparity values for the second subset of pixels.
[0056] This may provide improved perceived mitigation of disparity artefacts in many embodiments and scenarios.
[0057] In some embodiments, the apparatus may be arranged to determine a second shape property for the second
frequency distribution and to determine the disparity remapping in response to both the shape property and the second
shape property.
[0058] In some embodiments, the apparatus may be arranged to determine the frequency distribution for the disparity
values for both the subset of pixels and the second subset of pixels.
[0059] According to an aspect of the invention there is provided a method according to claim 11.
[0060] These and other aspects, features and advantages of the invention will be apparent from and elucidated with
reference to the embodiment(s) described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0061] Embodiments of the invention will be described, by way of example only, with reference to the drawings, in which

FIG. 1 illustrates an example of a stereo 3D image comprising a left and right eye picture with overlay graphics;
FIG. 2 illustrates an example of the 3D image of FIG. 1 represented by a left eye picture and a disparity map
generated by disparity estimation from the stereo image of FIG. 1;
FIG. 3 illustrates an example of the 3D image of FIG. 2 after filtering of the disparity map;
FIG. 4 illustrates an example of an apparatus for processing a 3D image in accordance with some embodiments of
the invention; and
FIG. 5 illustrates an example of the 3D image of FIG. 3 after processing by an exemplary embodiment of the
apparatus of FIG. 4.

DETAILED DESCRIPTION OF SOME EMBODIMENTS OF THE INVENTION

[0062] The following description will focus on embodiments wherein an input three dimensional image is processed
based on an estimation of whether the image comprises overlay graphics or not.
[0063] FIG. 4 illustrates an apparatus for processing a three dimensional (3D) image.
[0064] The apparatus comprises a receiver 401 which is arranged to receive a 3D image. The 3D image is made up
of pixels and each of these pixels is associated with an image value indicative of the visual light radiating from the object
seen at that position and a disparity value indicative of the depth of the object in the scene.
[0065] The receiver may for example be a network interface, a media reader, an optical disc reader, a television
receiver etc. or indeed may be implemented as any suitable hardware capable of receiving image data from a suitable
external or internal source.
[0066] Typically, image values are provided for pixels of an image. The image values may be indicative of a visual
light radiation characteristics for the spatial position of the pixel, i.e. the image value describes properties of the light
radiated from that pixel position for the viewing direction of the image. The image values are typically light intensity
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(brightness) and/or color related and may specifically be indicative of one or more of luminance, luma, chroma, chromi-
nance, color and brightness.
[0067] In many embodiments, the image values may be composite values comprising e.g. a plurality of sub-values
corresponding to different components of a color representation, such as e.g. a luminance value and two chroma values
of a Yuv representation or the three color channel values of an RGB representation.
[0068] Typically, image values are provided at a resolution corresponding to the pixel resolution for the image, or
equivalently the pixel resolution may be defined by the image value resolution with one value being provided for each pixel.
[0069] In addition to the image values, the 3D image further comprises depth information. In the example, this depth
information is provided in the form of disparity values. The disparity values are indicative of a depth of the image object
which is seen at corresponding pixel position.
[0070] It will be appreciated that disparity values may be any value indicative of a depth of the image object including
e.g. a direct disparity indication (e.g. measured in pixels for a given viewing angle difference) or a z-value simply providing
a depth indication. It will also be appreciated that disparity values may be signed values, and may often have zero value
for zero disparity corresponding to a screen level or display depth, and with the sign of the disparity values changing
from behind to in-front of the display level. It will also be appreciated that in the following, references to disparity values
may include unsigned values including direct Z-values or absolute disparity indications.
[0071] The disparity values for the image are provided as digital values. Thus, the disparity values are provided as
quantized values and are thus represented by one of a plurality of possible disparity levels. Thus, the disparity range is
divided into a plurality of disparity levels and each disparity value is given as one of these possible disparity levels.
Disparity levels accordingly refer to the possible values that the disparity values can take and a disparity value corresponds
to the single disparity level for the pixel. A disparity level is thus a possible value of the disparity values.
[0072] In many embodiments, the resolution of the image value and the disparity values may be different. Indeed,
typically the disparity values are provided in a depth or disparity map which has reduced resolution relative to the image
values or pixels. Thus, in some embodiments, one disparity value may be provided for a group of pixels, i.e. each of a
group of pixels may be linked to the same disparity value.
[0073] The receiver 401 is coupled to a subset selector 403 which is arranged to evaluate an image property criterion
for the image value of each pixel of the group of pixels. The subset selector 403 then generates a subset of pixels which
includes all the pixels for which the image property criterion is met.
[0074] Thus, the subset selector 403 for each pixel considers a criterion relating to the image value, i.e. to a visual
component such as a luminance and/or chroma value. Based on this evaluation a subset of pixels is generated and thus
specifically the subset of pixels that meet a specific visual criterion is identified.
[0075] The subset selector 403 may be implemented in a suitable processing platform or any other suitable hardware.
For example, a microprocessor may be arranged to perform the described comparison and select the pixels for the
subset. The processor may comprise output interface circuits which can transmit the data for these pixels to external
sources.
[0076] The subset selector 403 is coupled to a distribution evaluator 405 which generates a frequency distribution for
the disparity values for the subset of pixels. The distribution evaluator 405 may for example be implemented as separate
hardware such as a microcontroller or microprocessor with interface circuits for receiving data from a microcontroller or
microprocessor implementing the subset selector 403.
[0077] The frequency distribution may thus reflect the number of occurrences of pixels in the subset for different groups
or classes of disparity levels. Each of the classes may be referred to as a bin (corresponding to a histogram representation
of the frequency distribution). In many embodiments, the disparity value may have a given (typically relatively low
resolution). For example, disparities may be given by 8 bit values allowing 256 different disparity levels. In some em-
bodiments, each class may correspond to a disparity level, i.e. there is one class for each possible disparity value (at
least in a given range). In other embodiments, classes may cover a plurality of possible disparity levels, e.g. each class
may be given as a disparity level range with each range comprising one or more disparity levels.
[0078] In many embodiments, the frequency distribution value for each class is given simply as the sum of the number
of pixels in the subset which have a disparity value that falls in the class. Specifically, in embodiments where each class
is given as a single disparity level, the distribution evaluator 405 may be arranged to determine the frequency distribution
value for a class as the number of pixels in the subset that have a disparity value corresponding to the disparity level
for the class.
[0079] Thus, the distribution evaluator 405 generates a frequency distribution which reflects how the pixels that have
visual characteristics corresponding to those defined by the image property criterion are distributed in the depth/ disparity
dimension.
[0080] The distribution evaluator 405 is coupled to an analyzer 407 which is arranged to determine a shape property
for the frequency distribution. The shape property reflects the shape of the distribution and specifically reflects how the
magnitude of the classes/bins vary over the distribution.
[0081] The analyzer 407 may for example be implemented as independent hardware in the form of a processing
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platform with interface circuits for receiving data from the hardware implementing the distribution evaluator. For example,
a micro-processor or dedicated hardware integrated circuit may be used to implement the analyzer 407.
[0082] The analyzer 407 may specifically generate a single value which is indicative of a shape property of the frequency
distribution. The shape property may for example be a maximum magnitude of the distribution. The maximum value
may be an indication of whether a large number of the detected pixels are located in a narrow depth range, i.e. whether
the detected pixels are concentrated at a specific depth, or whether the detected pixels are more evenly spread across
the depth range.
[0083] As an example, a shape property may be generated to reflect the likelihood of e.g. white overlay graphics being
present in an image. For example, in some scenarios, images may be received which may or may not contain titles.
These titles may specifically be assumed (or known) to be white and typically the titles will be graphics objects that are
positioned at one specific depth in front of the screen level. Thus, in the example, the graphics (title) overlay is charac-
terized by being formed by white pixels that are at one specific disparity level in front of the screen. The subset selector
403 first evaluates the color of all pixels in the image and generates a subset of pixels comprising all the pixels that are
considered to be white in accordance with a suitable image property criterion (e.g. that the RGB values are all sufficiently
high). A frequency distribution is then generated for these pixels with the classes/ bins corresponding to different disparity
levels. In this case, all white pixels that are part of overlay graphics (the titles) will fall in the same bin/class whereas
other white pixels are likely to be more evenly distributed across the different classes/ bins (i.e. they will tend to be
distributed in depth.
[0084] The analyzer 407 may in this case determine a shape property which indicates whether the white pixels tend
to be concentrated into a single bin/class (i.e. be at the same depth) or whether they tend to be distributed more evenly.
In the example, the analyzer 407 may simply generate a shape property which indicates how many pixels are in the
class/bin with the most pixels, i.e. it may generate the shape property as the maximum magnitude. When the image
contains a title overlay, this is likely to be high, as all the white pixels of the title are at the same depth and thus fall in
the same class. When the image does not contain a title overlay, it is likely to be lower as the white pixels are evenly
spread. In some cases, the magnitude may be normalized to the total amount of pixels in the subset. Thus, a shape
property in the form of the maximum number of pixels in one class may provide a good indication of whether the image
contains a title overlay or not.
[0085] More generally, a shape property may be generated which reflects whether the current image comprises a
large number of pixels that meet a specific visual criterion and which are also located in a narrow depth range (and
specifically at the same depth/ disparity level). Such a shape property may specifically reflect the probability that a flat
image object with given visual characteristics are present in the image. This approach may in particular be suitable for
detecting objects such as overlay graphics which may be characterized by often having homogenous and specific visual
characteristics, and by being very flat (and typically to be limited to one disparity level).
[0086] Since graphics objects are often positioned in front of the screen (at negative disparities when the left-eye
image is used as reference for the disparity vector), it may further be required that e.g. the disparity bin that contains
the largest number of pixels must correspond to a position which is in front of the screen (i.e. a negative or zero disparity
in the example). Bins corresponding to objects that lie behind the screen are thus ignored.
[0087] The analyzer 407 is coupled to an adaptor 409 which is arranged to determine a disparity remapping in response
to the shape property.
[0088] The adaptor 409 is coupled to a remapper 411 which is also coupled to the receiver 401. The remapper 411
receives the 3D image from the receiver 401 and the disparity remapping from the adaptor 409.
[0089] The adaptor 409 and the remapper 411 may be implemented in separate hardware, and may specifically be
implemented as separate processing platforms including a suitable micro-processor or micro-controller as well as as-
sociated interface circuitry capable of receiving and transmitting data from and to other hardware processing platforms
implementing the other functional parts of the apparatus.
[0090] The remapper 411 is arranged to modify the disparity values of the received 3D image by applying the disparity
remapping to the disparity values. The disparity remapping provides an output disparity value as a function of an input
disparity value with the function/ mapping being dependent on the shape property.
[0091] Specifically, the disparity remapping may include a disparity compression such that at least one disparity range
is compressed into a smaller disparity range for at least some values of the shape property.
[0092] As a specific example, if the shape property indicates a relatively low maximum magnitude of the frequency
distribution (and thus is indicative of a relatively low probability that the received image comprises any overlay graphics),
the disparity remapping may be generated to not actually change any disparity values, i.e. the output value may be
generated to be exactly the same as the input disparity value. In this example, the output/ modified 3D image may be
identical to the image that was received by the receiver.
[0093] However, if the shape property indicates a relatively high maximum magnitude of the frequency distribution
(and thus is indicative of a relatively high probability that the received image comprises any graphics overlay), the disparity
remapping may be generated to reduce the disparity range for objects in front of the screen level. For example, if disparity
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values from 128-255 are indicative of depth levels in front of the screen, the disparity remapping may be generated such
that it compresses this range down to values from 128-160. Thus, the depth range in front of the screen is reduced
substantially in the resulting output/ modified 3D image.
[0094] As a consequence, the perceived impact of errors and inaccuracies in disparity values may be substantially
reduced as the depth range is reduced. As such artefacts are often particularly prevalent and noticeable around overlay
graphics, the apparatus allows for adaptation which is dependent on a specific analysis of the received 3D image to
determine an indication of the probability that this comprises overlay graphic elements.
[0095] Indeed, the Inventors have realized that the disparity estimation errors when performing disparity estimation
are particularly significant around overlay graphic objects. The Inventors have realized both that errors tend to be more
perceptible around overlay graphic objects due to these typically standing out from the surrounding areas both in terms
of the visual properties (color/ brightness) and the depth differentials, and that the errors tend to be more prevalent
around overlay graphics objects (because these typically contain thin objects (lines, text) that suffer from disparity
filtering). Thus, the Inventors have realized that disparity errors tend to be more prevalent around e.g. overlay graphic
objects and also tend to be more perceptible around such objects.
[0096] The inventors have furthermore realized that these effects may be mitigated by applying an adaptive remapping
of the disparity values of the image and that the adaptive remapping may be dependent on an indication of a probability
of the image comprising overlay graphics. The apparatus of FIG. 4 may provide a specific and advantageous approach
for performing this function.
[0097] However, in the specific example described, the apparatus of FIG. 4 is arranged to increase a degree of disparity
compression for at least a range of disparity levels in response to the shape property being indicative of an increased
probability of the received 3D image comprising overlay graphic objects.
[0098] The approach reflects the Inventor’s realization that most of the graphics objects have particular characteristics
in terms of image properties as well as disparity. For example, very often, graphics objects lie on a plane with constant
disparity (parallel to the virtual camera plane) which is most often not the case for other content/ normal images of scenes
because of arbitrary camera orientation. Often, graphic objects contain steeper edges than other content. Also, typical
pictures of real life scenes suffer from the limited depth-of-field of the camera whereas graphics is inserted later and is
typically sharp. The specific approach also reflects the Inventor’s realization that graphics objects, such as opening
credits, subtitles and logos, are often placed rather far out of the screen level but at a constant disparity. This also results
in disparity artefacts being very noticeable around overlay graphics objects as a disparity value from the background
mixing with the disparity value of the overlay graphics object will result in a large error due to the large disparity difference.
[0099] In the specific example, these considerations are reflected by the generation of a frequency distribution of the
occurrence of specific image properties, such as sharp edges, as a function of disparity or depth. If at a certain out-of-
screen disparity the frequency of sharp edges exceeds a threshold, then it is likely that an out-of-screen graphics object
is present and therefore the disparity/depth map is modified (specifically by disparity compression) in order to mitigate
the possible presence of disparity artefacts.
[0100] Practical evaluation has demonstrated that reducing all out-of-screen disparity depending on a shape property
of a frequency distribution of e.g. the number of sharp edges found for a given disparity level provides very efficient
mitigation. Effectively, the graphics object (and all other content with out-of-screen disparity) is compressed back towards
the screen depth thereby making the errors less noticeable. As a specific example, the apparatus may be arranged to
reduce the out-of-screen depth effect for scenes that include out-of-screen graphic objects while it is maintained un-
changed for images that do not include out-of-screen graphic objects. This has been found to provide a substantially
improved user experience.
[0101] The specific image property criterion used will depend on the specific preferences and requirements of the
specific embodiment and application.
[0102] In many embodiments, particularly advantageous performance is achieved by the image property criterion
being directed to selecting pixels that are likely to belong to an image object edge, and specifically to belong to a
transitional area between different image objects.
[0103] In many embodiments, the image property criterion may comprise a requirement that the image property dif-
ference between the pixel and a neighboring pixel exceeds a threshold. The neighbor pixel may for example be required
to be a pixel which is within a given distance of the current pixel, such as for example with a maximum distance to the
current pixel of one, two, three, five or ten pixels. If the image property difference between the pixel and the neighboring
pixel exceeds a threshold, it may be considered that the current pixel is part of an image object edge, and the pixel may
be included in the subset. The threshold may for example be that a color difference (e.g. measured as the total accumulated
difference between individual color channel (e.g. RGB) values) exceeds e.g. 100% of the total range for one color channel
value (e.g. for 8 bit RGB values, it may be required that the sum difference between corresponding color channel values
exceeds 256).
[0104] In many embodiments, the image property criterion may require that an image property difference (e.g. the
intensity) between the current pixel and an adjacent pixel exceeds a given threshold (i.e. the image property difference
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between the current pixel and a neighbor pixel that is immediate adjacent/ within a distance of one pixel from the current
pixel). For example, it may be required that the difference in intensity exceeds, say, 30% of the maximum intensity. If
this criterion is met, the pixel is considered to be an edge pixel. This criterion may in particular be very suitable for
detecting and selecting pixels that are at the edge of an overlay graphics object as these tend to have very sharp edges
(typically sharp transitions between adjacent pixels). For example, if a bright white graphics element is overlaid a relatively
darker image, the white edge pixels of the graphics object will typically be adjacent a darker pixel corresponding to the
underlying image. Such sharp transitions are unlikely to occur in images of natural scenes and thus provide a very
accurate differentiation between normal image variations and transitions between graphic objects and image content.
[0105] Thus, in many embodiments, the subset selector 403 may be arranged to generate an edge detection indication
for pixels where the edge detection indication is indicative of whether the pixel belongs to an image object edge or not.
A suitable edge detection indication may for example be an image property difference between the pixel and one or
more neighborhood or adjacent pixels. The neighborhood (or adjacent) pixel may for example be predefined or found
within a given neighborhood, such as for example the pixel resulting in the largest difference and with a distance of no
more than two pixels from the current pixel. In this way an edge detection indication is generated which is indicative of
a probability that the pixel belongs to an image object edge.
[0106] The image property criterion may then require that this edge detection indication is above a given level. If so,
it is considered that an edge between image objects, and probably between a graphics object and the underlying image,
has been found. Thus, it is considered that the pixel is an edge pixel and it is accordingly included in the subset for
generation of the frequency distribution.
[0107] In some embodiments, the subset selector 403 is arranged to generate an image property transition measure
for each pixel. The described edge detection indication of a difference between the current pixel and one or more
neighborhood pixels may also be a suitable image property transition measure. The image property transition measure
may specifically be indicative of a gradient or change of the image property at the position of the pixel.
[0108] In other embodiments, the image property transition measure may not be specifically aimed at detecting edges
but may instead be adapted to detect flat areas of image objects. For example, a variance of the image property in a
neighborhood (of e.g. 10 pixels radius) may be determined. The variance may be used as an image property transition
measure and the image property criterion may include a requirement that the pixel is only included in the subset if the
variance is below a threshold. Accordingly, the pixel is only included if it belongs to a flat and homogenous image area.
[0109] Such an approach may for example be useful for detecting the presence of homogeneous graphics (e.g. a
single color graphics) in an image that is not expected to include other large areas of homogeneous object (such as
typically images generated by cameras capturing real life situations). If the resulting frequency distribution shows a large
number of pixels at a specific depth, this indicates that the image comprises a large number of pixels being part of very
homogeneous areas and at a specific depth level. This indicates the presence of overlay graphic objects in the received
3D image.
[0110] It will be appreciated that in many embodiments, the apparatus may consider a plurality of values, such as e.g.
different color channel values. In such cases, the described approach may e.g. be applied individually to each color
channel. The apparatus may e.g. generate an edge detection indication value or image property transition measure
value for each color channel and then combine these into a single edge detection indication value or image property
transition measure value which is used to evaluate the image property criterion. In some embodiments, the image
property criterion may comprise a requirement for each of the color channels.
[0111] It will be appreciated that other parameters may alternatively or additionally be considered by the image property
criterion in other embodiments.
[0112] In many embodiments, the image property criterion may comprise a requirement for the luminance and/or
chroma of the pixel. For example, it may be required that the brightness of the pixel is above a given level and/or that
the chroma/ color falls within a specific area.
[0113] For example, it may be required that the luminance is above a given level and that the maximum difference
between color channel values (of e.g. an RGB representation) is below a threshold (say of 20% of the total range). This
may reflect a consideration that overlay graphics is bright and substantially white (which may be known to be the case
in some embodiments). Thus, in such an example, the apparatus may be adapted to adjust the depth range of the
modified image based on a consideration of whether the image comprises a sufficiently large number of substantially
white and sufficiently bright pixels located at substantially the same depth.
[0114] In some embodiments, the subset selector 403 may generate a pixel color property measure for each pixel
and the image property criterion may comprise a requirement for the color property measure.
[0115] The color property measure may specifically be a color saturation measure. In some embodiments, overlay
graphics may be characterized by using very saturated colors. In such embodiments, the subset selector 403 may
generate an indication of the saturation of the color. For example, the difference between the largest color channel value
and the next largest color channel value may be determined as a color saturation measure. The image property criterion
may then require that this color saturation measure exceeds a threshold (such as e.g. 50% of the maximum value).
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[0116] The shape property determined by the analyzer 407 and considered by the adaptor 409 may depend on the
preferences and requirements of the invention.
[0117] The shape property is indicative of a property of at least one peak of the frequency distribution, such as the
magnitude. The shape property is a property which indicates the peakedness of the frequency distribution.
[0118] In situations where the evaluated image comprises overlay graphics, the subset of pixels is likely to comprise
a large number of pixels that are all at the same depth layer. Accordingly, many of the pixels will fall into the same
disparity level class or bin. As a consequence, the frequency distribution will tend to have a high concentration of pixels
at very specific disparity levels (i.e. very specific bins). Indeed, typically all overlay graphic objects will tend to be positioned
at the same depth level, and accordingly there will be a very high concentration of pixels of the subset in one bin/class
of the frequency distribution.
[0119] The system may accordingly in many embodiments generate a shape property which reflects how much the
frequency distribution is concentrated into individual peaks. A frequency distribution which has one large and narrow
peak is likely to indicate the presence of overlay graphics. A frequency distribution which is relatively flat and does not
comprise any peaks is likely to indicate that the image does not contain any overlay graphics.
[0120] In some scenarios, an image may include overlay graphics at different depth levels and accordingly this may
result in more than one peak in the frequency distribution. Therefore, in some embodiments, the system may include a
consideration of more than one peak.
[0121] It will be appreciated that different shape properties reflecting the degree of peakedness of the frequency
distribution may be used. The peakedness may be considered to be a measure of the concentration of the pixels into
classes/ bins/ disparity levels.
[0122] The peakedness of a frequency distribution may be indicative of whether the pixels are broadly distributed over
the classes or whether they tend to be concentrated into one or a few bins (or possibly groups of adjacent bins). A peak
may typically be indicated by having a significantly higher magnitude than classes in the neighborhood of the peak. The
peak may thus typically be a local or global maximum. The peak may be characterized by the maximum magnitude as
well as how fast it falls off. Thus, e.g. a peak may be characterized by a magnitude and width (e.g. at 50% of the maximum
magnitude). The peakedness may thus for example be indicated by the maximum magnitude and/or width. Alternatively
or additionally, the peakedness may be indicated by the number of peaks present for the frequency distribution (where
a suitable peak detection criterion is used). For example, if the frequency distribution comprises one or more peaks, it
may be considered that the image includes overlay graphics and if it does not contain any peaks, it may be considered
that it does not contain any overlay graphics.
[0123] For example, in some embodiments, the analyzer 407 may include a peak detector which is arranged to detect
the presence of peaks in the frequency distribution. Any suitable peak criterion may be used to detect a peak, such as
e.g. that the magnitude of the peak must exceed an average magnitude, or e.g. the magnitudes of the two adjacent bins,
by a given threshold. For example, a peak may be considered to be present if the magnitude of a bin is three times
higher than the magnitudes of both the adjacent bins. The analyzer 407 may then proceed to determine the shape
property as the height of e.g. the maximum peak, or e.g. as the combined height of the detected peaks.
[0124] It will be appreciated that different shape properties may be used in different embodiments.
[0125] A particularly advantageous approach has been found to be to base the shape property on a magnitude of a
mode of the frequency distribution. Specifically, the shape property may in some embodiments be generated in response
to the magnitude of the mode having the largest magnitude, i.e. the main mode.
[0126] Thus, in some embodiments, the mode may be the global maximum and thus reflect the most often occurring
class, i.e. the disparity level (or disparity level range) for which the frequency distribution has a global maximum. However,
in some embodiments, the approach may consider one or more local maxima (e.g. requiring them to meet certain
characteristics such as having a value of at least, say, 50% of the global maximum).
[0127] In some embodiments, a relatively low complexity approach for determining the shape property may be used.
[0128] For example, in some embodiments, the analyzer 407 may be arranged to determine the shape property based
on the maximum frequency of the frequency distribution, and specifically the shape property may in some embodiments
be determined directly as the maximum frequency of the frequency distribution. Thus, in some embodiments, the analyzer
407 may simply proceed to search through the classes of the frequency distribution to find the one with the highest
magnitude. The shape property may then be set equal to this value, or may e.g. be normalized with respect to the total
number of pixels in the subset. Such an approach may be considered to correspond to setting the shape property to the
magnitude of the (main) mode of the frequency distribution.
[0129] Such an approach may allow a low complexity approach, yet has been found to provide very advantageous
results in practice.
[0130] In some embodiments, the analyzer 407 may be arranged to determine the shape property based on a maximum
frequency of the frequency distribution relative to an averaged frequency for the frequency distribution.
[0131] In some embodiments, the analyzer 407 may be arranged to determine the shape property based on a peak
frequency of the frequency distribution relative to frequencies in a disparity level neighborhood of the peak frequency.
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The maximum magnitude may specifically be compared to the magnitudes of other bins in the neighborhood of the
maximum magnitude bin. For example, it may be compared to the average magnitudes of, say, the four surrounding
bins. Such an approach may provide a stronger indication of whether the pixels correspond to overlay graphics or not
in many embodiments.
[0132] In some embodiments, the shape property may for example be determined by identifying the maximum fre-
quency, i.e. the maximum magnitude in the frequency distribution. The analyzer 407 may then retrieve the maximum
of, say, the two bins to either side of the current bin. It may then proceed to determine the average of these four bins.
Finally, the shape property may be given as the maximum magnitude of the frequency distribution divided by the deter-
mined average value. Thus, the shape property indicates how large the main peak of the frequency distribution is relative
to the surrounding values. Accordingly, a shape property is generated which reflects both the magnitude and the width
of the peak.
[0133] In some embodiments, the shape property may not only compare to a neighborhood but may be a comparison
to the entire frequency distribution. For example, rather than just generating the average frequency from bins in a
neighborhood of the maximum frequency, the analyzer 407 may determine the average frequency for the entire frequency
distribution (e.g. excluding the mode bin). In this case, the shape property may e.g. be generated as the maximum
magnitude divided by the average frequency for the frequency distribution. This parameter may provide a good indication
of a normalized maximum magnitude but may not as accurately reflect the width of a main peak.
[0134] In some embodiments, the analyzer 407 may be arranged to determine the shape property based on a width
measure for a peak of the frequency distribution. For example, the analyzer 407 may detect the maximum magnitude
of the frequency distribution. It may then proceed to determine the distance (in terms of the number of bins (or e.g.
disparity levels if each bin comprises more than one disparity) before the magnitude is less than, say, 50% of the detected
magnitude. As overlay graphics is typically restricted to a single disparity level (i.e. all the pixels belonging to a the
overlay graphics are at the exact same depth level and thus have the same disparity value), the presence of overlay
graphics will tend to result in a peak which has a width of a single bin, i.e. the adjacent bins are likely to have a magnitude
less than 50% of the magnitude. However, image objects of typical images or real scenes tend to have a much more
gradual transition. For example, if the image contains a large white ball, the pixels corresponding to this ball may be
included in the subset. However, as these pixels may be concentrated at the depth of the ball which is in a small range
but varies from the center to the edge of the ball, the transition tends to be much more gradual and the peak in the
frequency distribution is likely to spread over a plurality of disparity levels. Accordingly, the width will be larger than for
overlay graphics and this may be reflected in a shape property reflecting the width of a detected peak in the frequency
distribution. Thus, in many scenarios the approach could differentiate between overlay graphics and other image objects
with the same image properties.
[0135] In many embodiments, the remapper 411 may be arranged to perform a disparity compression of the disparity
values. Thus, the disparity remapping may include a mapping of a first range of disparity levels into a second range of
disparity levels where the second range is smaller than the first range. In some embodiments, the first range may
correspond to the entire range of disparity levels, i.e. to all possible values of the disparity values. However, in other
embodiments, the disparity compression may only be applied in a subrange of the entire disparity level range.
[0136] Indeed, in many embodiments, the disparity compression may be limited to the range in front of the display/
screen level, i.e. the compression is performed only for pixels for which the disparity values indicate that it is in front of
the screen. This may reflect that the overlay graphics are typically positioned in front of the screen level.
[0137] The disparity compression is typically a disparity reduction. Thus, the remapper 411 may typically provide a
disparity remapping which reduces the disparity in the image (at least for a range of disparities).
[0138] The remapper 411 is arranged to increase the degree of disparity compression provided by the disparity rem-
apping in response to the shape property indicating a higher degree of peakedness. Specifically, the higher the magnitude
of the (main) mode, the narrower the width of the main peak etc., the higher is the compression resulting from applying
the disparity remapping.
[0139] In some embodiments, the disparity remapping may simply be adapted by switching between introducing a
disparity compression or not dependent on the shape property. Specifically, if the shape property indicates that the
image does not include significant overlay graphics (e.g. if the magnitude of the (main) mode is below a threshold, e.g.
of 20% of the total number of pixels in the image or 50% of the number of pixels in the subset), the disparity remapping
may simply be a unity function where the output value is equal to the input value (equivalent to the disparity remapping
not being applied to the disparity values). However, if the shape property indicates that the image does include significant
overlay graphics (e.g. if the magnitude of the (main) mode exceeds the threshold), the disparity remapping may compress
all out-of-screen disparity values to zero.
[0140] Accordingly, in such an embodiment, the system may automatically adapt the operation such that when an
input image is received that is detected to comprise overlay graphics, any objects in front of the screen level are pushed
back into the screen level. Accordingly, errors and inaccuracies in the disparity values surrounding the overlay graphics
will be less significant as the disparity difference of the graphics with surrounding regions will typically reduce. Thus, the



EP 3 207 698 B1

12

5

10

15

20

25

30

35

40

45

50

55

disparity estimation errors are mitigated (at the expense of the 3D effect). However, if an input image is received which
is detected not to comprise overlay graphics, no changes are introduced and the original image may be rendered including
the depth characteristics in front of the screen.
[0141] In many embodiments, the disparity compression will be less drastic and the dependency on the shape property
will also be less extreme. For example, in many embodiments the disparity remapping may be a linear remapping in at
least a disparity level subrange, such as for example for disparity levels in front of the screen level.
[0142] For example, disparity values in front of the screen may be multiplied by a remapping coefficient or gain which
specifically may be in the interval from 0 to 1. The actual gain is determined in response to the shape property. For
example, the gain may be determined as a function of the magnitude of the (main) mode. As a specific example, the
gain may be set as the total number of pixels in the subset minus the number of pixels with the disparity value of the
(main) mode disparity level divided by the total number of pixels in the subset. This may result in a disparity compression
which is gradually increased for an increased peakedness of the frequency distribution.
[0143] As described, in some embodiments the remapper may be arranged to modify disparity values in only a subrange
of a disparity range for the disparity values. The subrange may for example be the range of disparity values in front of
the screen. In other embodiments, the subrange may for example be a more limited or specific range.
[0144] Also, in some embodiments the analyzer 407 may be arranged to determine the shape property in response
to only a disparity value subrange for the frequency distribution. For example, when determining the (main) mode, only
the disparity levels in a given range may be considered. For example, as overlay graphics are typically in front of the
screen, the analyzer 407 may consider only disparity values corresponding to depths in front of the screen level.
[0145] In some embodiments, information may be available or may be assumed about the range in which overlay
graphics are likely to occur and the analyzer 407 may consider only that range when determining the shape property.
For example, it may be assumed that overlay graphics will only be present at disparity levels from e.g. 230 to 255 (for
an eight bit disparity value). In this case, the analyzer 407 may only evaluate (or indeed generate) the frequency distribution
for this specific range. For example, the shape property may be generated as the maximum magnitude in the interval
from 230 to 255.
[0146] In the following, a specific example of a detailed implementation will be described. The example is based on
detecting a subset of pixels which are step edge pixels. Specifically, a subset is generated comprising pixels for which
an image value difference to adjacent pixels exceed a threshold. A frequency distribution is then generated for this
subset and a remapping is adapted based on a characteristics of the frequency distribution.
[0147] The example will utilize the following main parameters and variables.

Parameters

[0148]

Emin Threshold used to determine whether a pixel is a step edge, i.e. whether it belongs to the subset of pixels or
not. Emin = 30.

Dlow Depth/ disparity value above which remapping is applied. Dlow = 128 (eight bit disparity values from 0 to 255 are
used).

Nlow Edge frequency above which a remapping is applied (Gain g > 0). Nlow = 10000.

Variables

[0149]
Nedge[k] Number of step edge pixels as a function of disparity level k∈ {0,...,255}.

  Color channel c of image at pixel ij (RGB values are considered).
Di,j Input disparity map value at pixel (position) ij.

  Output (re-mapped) disparity map at pixel (position) i,j.
g Gain [0,1] used in the remapping of disparity values {Dlow,...,255 }.
[0150] First the frequency of edge pixels is determined as a function of the disparity levels.
[0151] The number of step edge pixels is a particularly useful measure since a high number of step edge pixels often
coincides with the occurrence of graphics objects. This is even more so if these edges occur for ’out-of-screen’ disparity
values since graphics objects (such as opening credits) are often rendered in the foreground.
[0152] In the example, the number of edge pixels as a function of disparity level is determined as: 
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[0153] Thus, the equation illustrates the exemplary generation of a frequency distribution based on the image property
criterion of: 

[0154] The following code fragment illustrates how this equation may be implemented in C++ using OpenCV types.
The code fragment stores the edge information but from the above equation it is clear that this is not necessary. Only
Nedge needs to be stored for each depth level k∈{0,...,255}.

 void DetectEdges( const Mat_<Vec3b>& I,
                              Mat_<int>& E)
                              {
                              // Parameters
           const int Emin = 30;
           // Variables
           int i,ii,j,jj,k;
           // Initialize
           E.setTo(0);
           // Detect edges
           for (i=1; i<I.rows; i++) {
                     for (j=1; j<I.cols; j++) {
                              int r1 = (int) I(i-1,j)[0];
                              int g1 = (int) I(i-1,j)[1];
                              int b1 = (int) I(i-1,j)[2];
                              int r2= (int) I(i,j-1)[0];
                              int g2= (int) I(i,j-1)[1];
                              int b2= (int) I(i,j-1)[2];
                              int r = (int) I(i,j)[0];
                              int g = (int) I(i,j)[1];
                              int b = (int) I(i,j)[2];
                              int dr1 = abs(r-r1);
                              int dg1 = abs(g-g1);
                              int db1 = abs(b-b1);
                              int dr2 = abs(r-r2);
                              int dg2 = abs(g-g2);
                              int db2 = abs(b-b2);
                              int dr = (dr1+dr2)/2;
                              int dg = (dg1+dg2)/2;
                              int db = (db1+db2)/2;
                              if (dr+dg+db > Emin) {
                                       E(i,j) = 1;
                             }
                    }
           }
           }

[0155] The input disparity map in range {0,...,255} is now remapped to an output depth map in range {0,...,255} using
the following formula: 
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where the gain is calculated as: 

[0156] Thus, the disparity remapping indicated above is adapted based on a shape property given by: 

i.e. the shape property is given as the (main) mode of the frequency distribution (in the subrange in front of the screen.
[0157] In the example, maximum frequency is determined for the subrange of {128,...,255} where a value of 128
corresponds to a zero disparity. Excluding values smaller than 128 means that the gain is only set to a value smaller
than 1 in case sharp edges are present in-front-of screen.
[0158] The following code fragment illustrates how remapping may be implemented in C++.

 void RemapDepth( const vector<int>& Nedge,
                              Mat_<Vec3b>& D)
                              {
           // Parameters
           const int Dlow = 128;
           const double Nlow = 10000.0;
           // Variables
           int i,ii,j,jj,k;
           int Nmax = 0;
           double gain = 0.0;
           // Search maximum in histogram
           for (k=128; k<(int) H.size(); k++) {
                     if (Nedge [k] > Nmax) Nmax = Nedge[k]; }
           // Calculate gain {0,1}
           gain = max(0.0,(double) Nlow - Nmax)/ Nlow;
           // Remap
           for (i=0; i<D.rows; i++) {
                     for (j=0; j<D.cols; j++) {
                              int value = D(i,j)[0];
                              if (value > Dlow) {
                                       int remapvalue = Dlow + floor(gain∗(value-128) +
                                       0.5);
                                       D(i,j)[0] = remapvalue;
                                       D(i,j)[1] = remapvalue;
                                       D(i,j)[2] = remapvalue;
                             }
                    }
           }
           }

[0159] FIG. 5 illustrates the result of applying this approach to the examples of FIG. 1-3. As can be seen, the resulting
disparity values of the text are much closer to the disparity values of the surrounding background thereby avoiding large
rendering errors due to disparity errors. Thus, a substantially improved 3D image rendering can be achieved.
[0160] The previous description has focused on examples wherein the selection and analysis of the subset of pixels
is generated on the basis of one parameter. For example, a subset may be generated based on edge detection or color
saturation, and the frequency distribution of this may accordingly be determined. However, in other embodiments, the
approach may consider a plurality of parameters and characteristics. Specifically, the image property criterion may
include a consideration of a plurality of parameters. For example, in order for a pixel to be included in the subset, the
image property criterion may require both that it meets the requirement for being considered an edge pixel and that it
has a saturation level above a given threshold (e.g. the difference between the maximum and minimum color channel
values must be at least 50% of the maximum range).
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[0161] In some embodiments, the subset selector 403 may be arranged to generate a plurality of subsets and to adapt
the mapping based on the plurality of subsets. For example, one subset of pixels may be generated that meet a first
image property criterion, say the requirement for the pixel to be an edge pixel. A second subset of pixels may be generated
to comprise pixels that meet a second image property criterion, such as that the pixels must have a saturation level
above a given threshold (e.g. the difference between the maximum and minimum color channel values must be at least
50% of the maximum range).
[0162] The disparity remapping may then be adapted based on both subsets.
[0163] This may for example be done by generating a frequency distribution for each subset. A shape property may
then be generated for each frequency distribution separately. For example, the magnitude of the mode may be determined
for both the first frequency distribution for the first subset of pixels and for the second frequency distribution for the
second subset of pixels. The disparity remapping is then determined on the basis of both modes. Specifically, the first
shape property and the second shape property may be combined into a common shape property, and the disparity
remapping may be determined based on this. E.g. the magnitude of the (main) modes may simply be added together
and the gain for a disparity compression may be calculated as a function of the total combined magnitude.
[0164] In other embodiments, the first and second subset of pixels may be combined into a combined subset of pixels
and a frequency distribution for the combined subset may be calculated (corresponding to a single subset of pixels being
determined from an image property criterion having alternative requirements that can be met for the pixel to be included
in the subset). Equivalently, a first and second frequency distribution can be calculated for the first and second subset
respectively and the two frequency distributions can then be combined into a single frequency distribution.
[0165] In the previous description, the frequency distribution was calculated by the occurrence of each pixel being
weighted equally, i.e. the magnitude/frequency for a given class or depth layer (or range of depth layers in case each
class comprises more than one depth layer) is given as the number of pixels in the subset for that class.
[0166] However, in some embodiments, the distribution evaluator 405 may be arranged to weight the pixel when
generating the frequency distribution. Specifically, the contribution of each pixel to the class may be given as a value
that may vary between different pixels.
[0167] The weight may specifically depend on the image position of the pixel. For example, the weight may decrease
with an increasing distance from the pixel to a center position of the image. Thus, in such embodiments, the central
pixels will weigh heavier than the image border pixels in the frequency distribution, and the remapping will be more
heavily dependent on the central pixels than the border pixels.
[0168] In some embodiments, a weight between e.g. 0 and 1 may be calculated for each pixel based on the distance
of the pixel to the center position of the image/ screen. When generating the frequency distribution, the magnitude for
a given class/ disparity level can then be determined as the sum of the weights of each pixel in the subset having a
disparity value corresponding to that class/ disparity level. Thus, the approach can be considered to correspond to the
generation of a frequency distribution where fractional occurrences (rather than a simple binary occurrence or not) is
considered.
[0169] It will be appreciated that the above description for clarity has described embodiments of the invention with
reference to different functional circuits, units and processors. However, it will be apparent that any suitable distribution
of functionality between different functional circuits, units or processors may be used without detracting from the invention.
For example, functionality illustrated to be performed by separate processors or controllers may be performed by the
same processor or controllers. Hence, references to specific functional units or circuits are only to be seen as references
to suitable means for providing the described functionality rather than indicative of a strict logical or physical structure
or organization.
[0170] The invention can be implemented in any suitable form including hardware, software, firmware or any combi-
nation of these. The invention may optionally be implemented at least partly as computer software running on one or
more data processors and/or digital signal processors. The elements and components of an embodiment of the invention
may be physically, functionally and logically implemented in any suitable way. Indeed the functionality may be imple-
mented in a single unit, in a plurality of units or as part of other functional units. As such, the invention may be implemented
in a single unit or may be physically and functionally distributed between different units, circuits and processors.
[0171] Although the present invention has been described in connection with some embodiments, it is not intended
to be limited to the specific form set forth herein. Rather, the scope of the present invention is limited only by the
accompanying claims. Additionally, although a feature may appear to be described in connection with particular embod-
iments, one skilled in the art would recognize that various features of the described embodiments may be combined in
accordance with the invention.

Claims

1. An apparatus for processing a three dimensional image, the apparatus comprising:
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a receiver (401) for receiving a three dimensional image, each pixel of at least a group of pixels of the three
dimensional image having associated an image value and a disparity value;
a subset selector (403) being arranged to detect a potential presence of a graphic overlay by evaluating an
image property criterion for the image value of each pixel of the group of pixels and determining a subset of
pixels of the group of pixels for which the image property criterion is met;
a distribution evaluator (405) for generating a frequency distribution for disparity values of the subset of pixels;
an analyzer (407) for determining a shape property for the frequency distribution, wherein the shape property
is indicative of a property of a peakedness of the frequency distribution;
an adaptor (409) for determining a disparity range remapping in response to the shape property, wherein the
adaptor is arranged to increase a disparity compression provided by the disparity remapping in response to an
increasing peakedness of the frequency distribution; and
a remapper (411) for modifying the disparity values for at least some pixels of the three dimensional image by
applying the disparity remapping to the disparity values for the at least some pixels.

2. The apparatus of claim 1 wherein the analyzer (409) is arranged to determine the shape property in response to at
least one parameter selected from the group of:

- a maximum frequency of the frequency distribution;
- a maximum frequency of the frequency distribution relative to an averaged frequency for the frequency distri-
bution;
- a width measure for a peak of the frequency distribution;
- a peak frequency of the frequency distribution relative to frequencies in a disparity level neighborhood of the
peak frequency.

3. The apparatus of claim 1 wherein the subset selector (403) is arranged to generate an edge detection indication for
pixels of the group of pixels, the edge detection indication being indicative of whether the pixel belongs to an image
object edge or not; and wherein the image property criterion comprises a requirement for the edge detection indication.

4. The apparatus of claim 1 wherein the subset selector (403) is arranged to generate an image property transition
measure for each pixel of the group of pixels, and the image property criterion comprises a requirement for the
image property transition measure.

5. The apparatus of claim 1 wherein the image property criterion comprises a requirement for at least one of a luminance
and a chroma for the pixel.

6. The apparatus of claim 1 wherein the remapper (411) is arranged to modify disparity values in only a subrange of
a disparity range for the disparity values.

7. The apparatus of claim 1 wherein the analyzer is (407) arranged to determine the shape property in response to
only a disparity value subrange of the frequency distribution.

8. The apparatus of claim 1 wherein the disparity remapping is a linear remapping in at least a disparity level subrange,
and the adaptor (409) is arranged to determine a remapping coefficient for the linear remapping in response to the
shape property.

9. The apparatus of claim 1 wherein the distribution evaluator (405) is arranged to weight pixels of the subset of pixels
when generating the frequency distribution, the weight for a pixel being dependent on an image position of the pixel.

10. The apparatus of claim 1 wherein the subset selector (403) is arranged to evaluate a second image property criterion
for each pixel of the group of pixels and determining a second subset of pixels of the group of pixels for which the
second image property criterion is met; and wherein the apparatus is arranged to determine the disparity remapping
in response to a frequency distribution for the disparity values for the second subset of pixels.

11. A method of processing a three dimensional image, the method comprising:

receiving a three dimensional image, each pixel of at least a group of pixels of the three dimensional image
having associated an image value and a disparity value;
detecting a potential presence of a graphic overlay by evaluating an image property criterion for the image value
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of each pixel of the group of pixels and determining a subset of pixels of the group of pixels for which the image
property criterion is met;
generating a frequency distribution for disparity values of the subset of pixels;
determining a shape property for the frequency distribution, wherein the shape property is indicative of a property
of a peakedness of the frequency distribution;
determining a disparity range remapping in response to the shape property, wherein a disparity compression
provided by the disparity remapping increases in response to an increasing peakedness of the frequency dis-
tribution; and
modifying the disparity values for at least some pixels of the three dimensional image by applying the disparity
remapping to the disparity values for the at least some pixels.

12. A computer program product comprising computer program code means adapted to perform all the steps of claims
11 when said program is run on a computer.

Patentansprüche

1. Vorrichtung zur Verarbeitung eines dreidimensionalen Bildes. Die Vorrichtung umfasst:

einen Empfänger (401) zum Empfang eines dreidimensionalen Bildes, wobei jeder Pixel von wenigstens einer
Gruppe von Pixeln des dreidimensionalen Bildes einen damit verbundenen Bildwert und einen Disparitätswert
aufweist;
einen Teilmengenselektor (403), so angeordnet, dass er die mögliche Anwesenheit eines grafischen Overlays
erkennt, indem er ein Eigenschaftskriterium eines Bildes für den Bildwert eines jeden Pixels einer Gruppe von
Pixeln bestimmt und eine Teilmenge von Pixeln für die Gruppe von Pixeln, für die dieses Kriterium von Bildei-
genschaften erfüllt ist;
einen Verteilungs-Auswerter (405) zum Erstellen einer Frequenzverteilung für Disparitätswerte der Teilmenge
von Pixeln;
ein Analysegerät (407) zur Bestimmung einer Formeigenschaft für die Frequenzverteilung, wo die Formeigen-
schaft ein Anzeichen einer Eigenschaft des Erreichens von Spitzenwerten der Frequenzverteilung ist;
einen Adapter (409) zur Bestimmung eines Remapping eines Disparitätsbereichs in Reaktion auf die Formei-
genschaft, wobei der Adapter so angeordnet ist, dass er eine Disparitäts-Kompression verstärkt, welche vom
Disparitäts-Remapping in Reaktion auf einen gesteigerten Spitzenwert der Frequenzverteilung bereitgestellt
wird; und
einen Remapper (411), welcher die Disparitätswerte für wenigstens einige der Pixel des dreidimensionalen
Bildes ändert, indem er das Disparitäts-Remapping auf die Disparitätswerte wenigstens einiger der Pixel an-
wendet.

2. Die Vorrichtung von Anspruch 1, wobei das Analysegerät (409) so angeordnet ist, dass es die Formeigenschaft in
Reaktion auf wenigstens einen Parameter ändert, der ausgewählt wurde aus der Gruppe der:

- eine Maximalfrequenz der Frequenzverteilung;
- eine Maximalfrequenz der Frequenzverteilung im Verhältnis zu einer Durchschnittsfrequenz für die Frequenz-
verteilung;
- eine Breitenmessung für eine Spitze der Frequenzverteilung;
- eine Spitzenfrequenz der Frequenzverteilung im Verhältnis zu Frequenzen auf Disparitätsebene in der Nach-
barschaft der Spitzenfrequenz.

3. Die Vorrichtung von Anspruch 1, wobei der Teilmengenselektor (403) so angeordnet ist, dass er eine Kantenerken-
nungsanzeige für Pixel der Gruppe von Pixeln erzeugt, wobei die Kantenerkennungsanzeige anzeigt, ob das Pixel
zur Kante eines Bildobjekts gehört oder nicht; und wobei das Bildeigenschaftskriterium eine Anforderung für die
Angabe der Kantenerkennung umfasst.

4. Die Vorrichtung von Anspruch 1, wobei der Teilmengenselektor (403) so angeordnet ist, dass er ein Bildeigenschafts-
Übergangsmaß für jedes Pixel der Gruppe von Pixeln erzeugt, und das Bildeigenschaftskriterium eine Anforderung
für das Bildeigenschafts-Übergangsmaß umfasst.

5. Die Vorrichtung von Anspruch 1, wobei das Bildeigenschaftskriterium eine
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Anforderung für wenigstens einen Helligkeits- und Farbwert eines Pixels umfasst.

6. Die Vorrichtung von Anspruch 1, wobei der Remapper (411) so angeordnet ist, dass er die Disparitätswerte in nur
einem Unterbereich eines Disparitätsbereichs für die Disparitätswerte ändert.

7. Die Vorrichtung von Anspruch 1, wobei das Analysegerät (407) so angeordnet ist, dass es die Formeigenschaft in
Reaktion auf nur einen Unterbereich von Disparitätswerten der Frequenzverteilung bestimmt.

8. Die Vorrichtung von Anspruch 1, wobei das Disparitäts-Remapping ein lineares Remapping in wenigstens einem
Unterbereich des Disparitätsniveaus ist, und der Adapter (409) so angeordnet ist, dass er einen Remapping-Koef-
fizienten für das lineare Remapping als Reaktion auf die Formeigenschaft bestimmt.

9. Die Vorrichtung von Anspruch 1, wobei der Verteilungs-Auswerter (405) dazu dient, die Pixel einer Teilmenge von
Pixeln zu gewichten, wenn er die Frequenzverteilung erstellt. Die Gewichtung eines Pixels ist dabei abhängig von
der Position des Pixels im Bild.

10. Die Vorrichtung von Anspruch 1, wobei die Auswahlvorrichtung für Teilmengen (403) dazu dient, ein zweites Bild-
eigenschafts-Kriterium für jedes Pixel einer Gruppe von Pixeln zu bewerten und eine zweite Teilmenge von Pixeln
der Gruppe von Pixeln zu bestimmen, für welche das zweite Bildeigenschafts-Kriterium erfüllt ist; und worin die
Vorrichtung so angeordnet ist, dass sie das Disparitäts-Remapping als Reaktion auf eine Frequenzverteilung für
die Disparitätswerte der zweiten Teilmenge von Pixeln bestimmt.

11. Methode zur Verarbeitung eines dreidimensionalen Bildes. Die Methode umfasst:

den Empfang eines dreidimensionalen Bildes, wobei jeder Pixel von wenigstens einer Gruppe von Pixeln des
dreidimensionalen Bildes einen damit verbundenen Bildwert und einen Disparitätswert aufweist;
Erkennung der möglichen Anwesenheit eines grafischen Overlays, indem sie ein Eigenschaftskriterium eines
Bildes für den Bildwert eines jeden Pixels einer Gruppe von Pixeln bewertet und eine Teilmenge von Pixeln für
die Gruppe von Pixeln bestimmt, für die dieses Kriterium von Bildeigenschaften erfüllt ist;
Erstellung einer Frequenzverteilung für Disparitätswerte der Teilmenge von Pixeln;
Bestimmung einer Formeigenschaft für die Frequenzverteilung, wobei die Formeigenschaft ein Anzeichen einer
Eigenschaft des Erreichens von Spitzenwerten der Frequenzverteilung ist;
Bestimmung eines Disparitätsbereichs-Remapping als Reaktion auf die Formeigenschaft, wobei eine Dispari-
täts-Kompression verstärkt wird, welche vom Disparitäts-Remapping in Reaktion auf einen gesteigerten Spit-
zenwert der Frequenzverteilung bereitgestellt wird; und
Änderung der Disparitätswerte für wenigstens einige der Pixel des dreidimensionalen Bildes, indem das Dis-
paritäts-Remapping auf die Disparitätswerte wenigstens einiger der Pixel angewendet wird.

12. Ein Produkt eines Computerprogramms, welches ein Mittel einer Computercode-Programmierung umfasst, das
angepasst ist, alle Schritte von Anspruch 11 auszuführen, wenn das genannte Programm auf einem Computer läuft.

Revendications

1. Appareil pour traiter une image tridimensionnelle, l’appareil comprenant:

un récepteur (401) pour recevoir une image tridimensionnelle, chaque pixel d’au moins un groupe de pixels de
l’image tridimensionnelle étant associé à une valeur d’image et à une valeur de disparité ;
un sélecteur de sous-ensemble (403) étant agencé pour détecter une présence potentielle d’une superposition
graphique en évaluant un critère de propriété d’image pour la valeur d’image de chaque pixel du groupe de
pixels et en déterminant un sous-ensemble de pixels du groupe de pixels pour lequel le critère de propriété
d’image est satisfait ;
un évaluateur de distribution (405) pour générer une distribution de fréquence pour des valeurs de disparité du
sous-ensemble de pixels ;
un analyseur (407) pour déterminer une propriété de forme pour la distribution de fréquence, dans lequel la
propriété de forme est indicative d’une propriété d’un pic de la distribution de fréquence ;
un adaptateur (409) pour déterminer un remappage de la plage de disparité en réponse à la propriété de forme,
dans lequel l’adaptateur est agencé pour augmenter une compression de disparité fournie par le remappage
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de disparité en réponse à une crête croissante de la distribution de fréquence ; et
un remappeur (411) pour modifier les valeurs de disparité pour au moins certains pixels de l’image tridimen-
sionnelle en appliquant le remappage de disparité aux valeurs de disparité pour au moins certains pixels.

2. Appareil selon la revendication 1, dans lequel l’analyseur (409) est agencé pour déterminer la propriété de forme
en réponse à au moins un paramètre sélectionné dans le groupe suivant :

- une fréquence maximale de la distribution de fréquences ;
- une fréquence maximale de la distribution de fréquences par rapport à une fréquence moyenne pour la
distribution de fréquences ;
- une mesure de la largeur d’un pic de la distribution des fréquences ;
- une fréquence de crête de la distribution de fréquence par rapport aux fréquences dans un voisinage de niveau
de disparité de la fréquence de crête.

3. Appareil selon la revendication 1, dans lequel le sélecteur de sous-ensemble (403) est agencé pour générer une
indication de détection de bord pour des pixels du groupe de pixels, l’indication de détection de bord indiquant si le
pixel appartient à un bord d’objet d’image ou non ; et dans lequel le critère de propriété d’image comprend une
exigence pour l’indication de détection de bord.

4. Appareil selon la revendication 1, dans lequel le sélecteur de sous-ensemble (403) est agencé pour générer une
mesure de transition de propriété d’image pour chaque pixel du groupe de pixels, et le critère de propriété d’image
comprend une exigence pour la mesure de transition de propriété d’image.

5. Appareil selon la revendication 1, dans lequel le critère de propriété d’image comprend une exigence d’au moins
une luminance et une chrominance pour le pixel.

6. Appareil selon la revendication 1, dans lequel le remappeur (411) est conçu pour modifier les valeurs de disparité
dans seulement une sous-gamme d’une plage de disparité pour les valeurs de disparité.

7. Appareil selon la revendication 1, dans lequel l’analyseur (407) est agencé pour déterminer la propriété de forme
en réponse à seulement une sous-gamme de valeurs de disparité de la distribution de fréquence.

8. Appareil selon la revendication 1, dans lequel le remappage de disparité est un remappage linéaire dans au moins
une sous-gamme de niveau de disparité, et l’adaptateur (409) est conçu pour déterminer un coefficient de remappage
pour le remappage linéaire en réponse à la propriété de forme.

9. Appareil selon la revendication 1, dans lequel l’évaluateur de distribution (405) est conçu pour pondérer les pixels
du sous-ensemble de pixels lors de la génération de la distribution de fréquence, la pondération d’un pixel dépendant
d’une position d’image du pixel.

10. Appareil selon la revendication 1, dans lequel le sélecteur de sous-ensemble (403) est conçu pour évaluer un second
critère de propriété d’image pour chaque pixel du groupe de pixels et pour déterminer un second sous-ensemble
de pixels du groupe de pixels pour lequel le second critère de propriété d’image est satisfait;
et dans lequel l’appareil est conçu pour déterminer le remappage de disparité en réponse à une distribution de
fréquence pour les valeurs de disparité pour le second sous-ensemble de pixels.

11. Procédé de traitement d’une image tridimensionnelle, le procédé comprenant:

recevoir une image tridimensionnelle, chaque pixel d’au moins un groupe de pixels de l’image tridimensionnelle
étant associé à une valeur d’image et à une valeur de disparité;
détecter une présence potentielle d’une superposition graphique en évaluant un critère de propriété d’image
pour la valeur d’image de chaque pixel du groupe de pixels et en déterminant un sous-ensemble de pixels du
groupe de pixels pour lequel le critère de propriété d’image est satisfait;
générer une distribution de fréquence pour des valeurs de disparité du sous-ensemble de pixels;
déterminer une propriété de forme pour la distribution de fréquence, dans lequel la propriété de forme est
indicative d’une propriété d’un pic de la distribution de fréquence;
déterminer un remappage de la plage de disparité en réponse à la propriété de forme, dans lequel une com-
pression de disparité fournie par le remappage de disparité augmente en réponse à une crête croissante de la



EP 3 207 698 B1

20

5

10

15

20

25

30

35

40

45

50

55

distribution de fréquence; et
modifier les valeurs de disparité pour au moins certains pixels de l’image tridimensionnelle en appliquant le
remappage de disparité aux valeurs de disparité pour au moins certains pixels.

12. Produit de programme d’ordinateur comprenant des moyens de code de programme d’ordinateur adaptés pour
réaliser toutes les étapes des revendications 11 lorsque ledit programme est exécuté sur un ordinateur.
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