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Description
[Technical Field]

[0001] The present invention relates to an information
processing device, an information processing system, a
control method, and a program.

[Background Art]

[0002] There is a directional speaker that outputs a di-
rectional sound such that the sound can be heard in only
a particular direction, or which makes a directional sound
reflected by a reflecting surface and thereby makes a
user feel as if the sound is emitted from the reflecting
surface.

[Citation List]
[Patent Literatures]
[0003]

[PTL 1]

Japanese Patent Laid-Open No. 2005-101902
[PTL 2]

Japanese Patent Laid-Open No. 2010-56710
[PTL 3]

Japanese Patent Laid-Open No. 2012-49663

[Summary]
[Technical Problem]

[0004] When the directional sound is reflected by the
reflecting surface, reflection characteristics differ accord-
ing to the material and orientation of the reflecting sur-
face. Therefore, even when the same sound is output,
the characteristics of the sound such as a volume, a fre-
quency, and the like may be changed depending on the
reflecting surface. In the past, however, no consideration
has been given to the reflection characteristics depend-
ing on the material and orientation of the reflecting sur-
face.

[0005] The present invention has been made in view
of the above problem. It is an object of the present inven-
tion to provide an information processing device that con-
trols the output of a directional sound according to the
reflection characteristics of a reflecting surface.

[Solution to Problem]

[0006] Aninformation processing device ofthe present
invention includes a reflecting surface determining sec-
tion configured to determine a reflecting surface as an
object reflecting a sound, a reflecting surface information
obtaining section configured to obtain reflecting surface
information indicating a reflection characteristic of the de-
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termined reflecting surface, and an output control portion
configured to output a directional sound according to the
obtained reflecting surface information to the determined
reflecting surface.

[0007] In addition, in the above-described information
processing device, the reflecting surface information ob-
taining section may obtain reflectance of the reflecting
surface as the reflecting surface information.

[0008] In addition, in the above-described information
processing device, the output control portion may deter-
mine an output volume of the directional sound according
to the obtained reflectance.

[0009] In addition, in the above-described information
processing device, the reflecting surface information ob-
taining section may obtain, as the reflecting surface in-
formation, an angle of incidence at which the directional
sound is incident on the reflecting surface.

[0010] In addition, in the above-described information
processing device, the output control portion may deter-
mine an output volume of the directional sound according
to the obtained angle of incidence.

[0011] In addition, in the above-described information
processing device, the reflecting surface information ob-
taining section may obtain, as the reflecting surface in-
formation, an arrival distance to be traveled by the direc-
tional sound before arriving at a user via the reflecting
surface reflecting the directional sound.

[0012] In addition, in the above-described information
processing device, the output control portion may deter-
mine an output volume of the directional sound according
to the obtained arrival distance.

[0013] In addition, in the above-described information
processing device, the reflecting surface information ob-
taining section may obtain the reflecting surface informa-
tion of each of a plurality of candidate reflecting surfaces
as candidates for the reflecting surface, and the informa-
tion processing device may further include a reflecting
surface selecting section configured to select a candidate
reflecting surface having an excellent reflection charac-
teristic indicated by the reflecting surface information of
the candidate reflecting surface among the plurality of
candidate reflecting surfaces.

[0014] In addition, in the above-described information
processing device, the reflecting surface information ob-
taining section may obtain the reflecting surface informa-
tion on a basis of feature information of an image of the
reflecting surface photographed by a camera.

[0015] In addition, an information processing system
of the present invention includes a directional speaker
configured to make a nondirectional sound generated by
making a directional sound reflected by a predetermined
reflecting surface reach a user, a reflecting surface de-
termining section configured to determine the reflecting
surface as an object reflecting the directional sound, a
reflecting surface information obtaining section config-
ured to obtain reflecting surface information indicating a
reflection characteristic of the determined reflecting sur-
face, and an output control portion configured to output



3 EP 3 226 579 A1 4

the directional sound according to the obtained reflecting
surface information from the directional speaker to the
determined reflecting surface.

[0016] In addition, a control method of the present in-
vention includes a reflecting surface determining step of
determining a reflecting surface as an object reflecting a
sound, a reflecting surface information obtaining step of
obtaining reflecting surface information indicating a re-
flection characteristic of the determined reflecting sur-
face, and an output control step of outputting a directional
sound according to the obtained reflecting surface infor-
mation to the determined reflecting surface.

[0017] In addition, a program of the present invention
is a program for causing a computer to function as a
reflecting surface determining section configured to de-
termine a reflecting surface as an object reflecting a
sound, a reflecting surface information obtaining section
configured to obtain reflecting surface information indi-
cating a reflection characteristic of the determined re-
flecting surface, and an output control portion configured
to output a directional sound according to the obtained
reflecting surface information to the determined reflecting
surface. This program may be stored ona computerread-
able information storage medium.

[Brief Description of Drawings]
[0018]

[FIG. 1]

FIG. 1 is a diagram showing a hardware configura-
tion of an entertainment system according to an em-
bodiment.

[FIG. 2]

FIG. 2 is a diagram schematically showing an exam-
ple of structure of a directional speaker.

[FIG. 3]

FIG. 3 is a schematic general view showing a usage
scene of the entertainment system according to the
present embodiment.

[FIG. 4]

FIG. 4 is a functional block diagram showing an ex-
ample of main functions performed by the entertain-
ment system according to a first embodiment.
[FIG. 5]

FIG. 5 is a diagram showing an example of audio
information.

[FIG. 6]

FIG. 6 is a diagram showing an example of material
feature information.

[FIG. 7]

FIG. 7 is a diagram showing an example of user po-
sition information.

[FIG. 8]

FIG. 8 is a diagram showing an example of divided
regions.

[FIG. 9]

FIG. 9 is a diagram showing an example of divided
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region information.

[FIG. 10]

FIG. 10 is a diagram showing an example of candi-
date reflecting surface information.

[FIG. 11]

FIG. 11 is a flowchart showing an example of a flow
of roomimage analysis processing performed by the
entertainment system according to the first embod-
iment.

[FIG. 12]

FIG. 12 is a flowchart showing an example of a flow
of sound output control processing performed by the
entertainment system according to the first embod-
iment.

[FIG. 13]

FIG. 13 is a diagram showing an example of a struc-
ture formed by arranging a plurality of directional
speakers.

[FIG. 14]

FIG. 14 is a flowchart showing an example of a flow
of sound output control processing performed by an
entertainment system 10 according to a second em-
bodiment.

[Description of Embodiments]
First Embodiment

[0019] A first embodiment of the present invention will
hereinafter be described in detail with reference to the
drawings.

1. Hardware Configuration

[0020] FIG. 1 is a diagram showing a hardware con-
figuration of an entertainment system (sound output sys-
tem) 10 according to an embodiment of the present in-
vention. As shown in FIG. 1, the entertainment system
10 is a computer system including a control section 11,
a main memory 20, an image processing section 24, a
monitor 26, an input-output processing section 28, an
audio processing section 30, a directional speaker 32,
an optical disk reading section 34, an optical disk 36, a
hard disk 38, an interface (I/F) 40, a controller 42, and a
network I/F 44.

[0021] The control section 11 includes for example a
central processing unit (CPU), a microprocessor unit
(MPU), or a graphical processing unit (GPU). The control
section 11 performs various kinds of processing accord-
ing to a program stored in the main memory 20. A con-
crete example of the processing performed by the control
section 11 in the present embodiment will be described
later.

[0022] The main memory 20 includes a memory ele-
ment such as a random access memory (RAM), a read
only memory (ROM), and the like. A program and data
read out from the optical disk 36 and the hard disk 38
and a program and data supplied from a network via a
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network I/F 48 are written to the main memory 20 as
required. The main memory 20 also operates as a work
memory for the control section 11.

[0023] The image processing section 24 includes a
GPU and a frame buffer. The GPU renders various kinds
of screens in the frame buffer on the basis of image data
supplied from the control section 11. A screen formed in
the frame buffer is converted into a video signal and out-
put to the monitor 26 in predetermined timing. Inciden-
tally, a television receiver for home use, for example, is
used as the monitor 26.

[0024] The input-output processing section 28 is con-
nected with the audio processing section 30, the optical
disk reading section 34, the hard disk 38, the I/Fs 40 and
44, and the network I/F 48. The input-output processing
section 28 controls data transfer between the control sec-
tion 11 and the audio processing section 30, the optical
disk reading section 34, the hard disk 38, the I/Fs 40 and
44, and the network I/F 48.

[0025] The audio processing section 30 includes a
sound processing unit (SPU) and a sound buffer. The
sound buffer stores various kinds of audio data such as
game music, game sound effects, messages, and the
like read out from the optical disk 36 and the hard disk
38. The SPU reproduces these various kinds of audio
data, and outputs the various kinds of audio data from
the directional speaker 32. Incidentally, in place of the
audio processing section 30 (SPU), the control section
11 may reproduce the various kinds of audio data, and
output the various kinds of audio data from the directional
speaker 32. Thatis, the reproduction of the various kinds
of audio data and the output of the various kinds of audio
data from the directional speaker 32 may be realized by
software processing performed by the control section 11.
[0026] The directional speaker 32 is for example a par-
ametric speaker. The directional speaker 32 outputs di-
rectional sound. The directional speaker 32 is connected
with an actuator for actuating the directional speaker 32.
The actuator is connected with a motor driver 33. The
motor driver 33 performs driving control of the actuator.
FIG. 2 is a diagram schematically showing an example
of the structure of the directional speaker 32. As shown
in FIG. 2, the directional speaker 32 is formed by arrang-
ing a plurality of ultrasonic wave sounding bodies 32b on
aboard 32a. Ultrasonic waves output from the respective
ultrasonic wave sounding bodies 32a are superimposed
on each other in the air, and are thereby converted from
ultrasonic waves to an audible sound. At this time, the
audible sound is generated only at a central portion where
the ultrasonic waves are superimposed on each other,
and therefore a directional sound heard only in the
traveling direction of the ultrasonic waves is produced.
In addition, such a directional sound is diffusedly reflect-
ed by a reflecting surface, and is thereby converted into
a nondirectional sound, so that a user can be made to
feel as if a sound is generated from the reflecting surface.
In the present embodiment, the motor driver 33 drives
the actuator to rotate the directional speaker 32 about an
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x-axis and a y-axis. Thus, the direction of the directional
sound output from the directional speaker 32 can be ad-
justed arbitrarily, and the directional sound can be re-
flected at an arbitrary position to make the user feel as
if a sound is generated from the position.

[0027] The optical disk reading section 34 reads a pro-
gram or data stored on the optical disk 36 according to
an instruction from the control section 11. The optical
disk 36 is for example an ordinary optical disk such as a
digital versatile disk (DVD)-ROM or the like. In addition,
the hard disk 38 is an ordinary hard disk device. Various
kinds of programs and data are stored on the optical disk
36 and the hard disk 38 in a computer readable manner.
Incidentally, the entertainment system 10 may be con-
figured to be able to read a program or data stored on
another information storage medium than the optical disk
36 or the hard disk 38.

[0028] The optical disk 36 is for example an ordinary
optical disk (computer readable information storage me-
dium) such as a DVD-ROM or the like. In addition, the
hard disk 38 is an ordinary hard disk device. Various kinds
of programs and data are stored on the optical disk 36
and the hard disk 38 in a computer readable manner.
[0029] The I/Fs 40 and 44 are I/Fs for connecting var-
ious kinds of peripheral devices such as the controller
42, a camera unit 46, and the like. Universal serial bus
(USB) I/Fs, for example, are used as such I/Fs. In addi-
tion, wireless communication I/Fs such as Bluetooth (reg-
istered trademark) I/Fs, for example, may be used.
[0030] The controller 42 is general-purpose operating
input means. The controller 42 is used for the user to
input various kinds of operations (for example game op-
erations). The input-output processing section 28 scans
the state of each part of the controller 42 at intervals of
a predetermined time (for example 1/60 second), and
supplies an operation signal indicating a result of the
scanning to the control section 11. The control section
11 determines details of the operation performed by the
user on the basis of the operation signal. Incidentally, the
entertainment system 10 is configured to be connectable
with a plurality of controllers 42. The control section 11
performs various kinds of processing on the basis of op-
eration signals input from the respective controllers 42.
[0031] The camera unit 46 includes a publicly known
digital camera, for example. The camera unit 46 inputs
ablack-and-white, gray-scale, or color photographed im-
age at intervals of a predetermined time (for example
1/60 second). The camera unit 46 in the present embod-
iment inputs the photographed image as image data in
a joint photographic experts group (JPEG) format. In ad-
dition, the camera unit 46 is connected to the I/F 44 via
a cable.

[0032] The network I/F 48 is connected to the input-
output processing section 28 and a communication net-
work. The network I/F 48 relays data communication of
the entertainment system 10 with another entertainment
system 10 via the communication network.
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2. Schematic General View

[0033] FIG. 3 is a schematic general view showing a
usage scene of the entertainment system 10 according
to the present embodiment. As shown in FIG. 3, the en-
tertainment system 10 is used by the userin an individual
room such that the room is surrounded by walls on four
sides and various pieces of furniture are arranged in the
room, for example. In this case, the directional speaker
32is installed on the monitor 26 so as to be able to output
a directional sound to an arbitrary position within the
room. The camera unit 46 is also installed on the monitor
26 so as to be able to photograph the entire room. Then,
the monitor 26, the directional speaker 32, and the cam-
era unit 46 are connected to an information processing
device 50, which is a game machine for home use or the
like. When the user plays a game by operating the con-
troller 42 using the entertainment system 10 in such a
room, the entertainment system 10 first reads outa game
program, audio data such as game sound effects and
the like, and control parameter data for outputting each
piece of audio data from the optical disk 36 or the hard
disk 38 provided to the information processing device 50,
and executes the game. Then, the entertainment system
10 controls the directional speaker 32 so as to generate
a sound effect from a predetermined position according
to a game image displayed on the monitor 26 and the
conditions of progress of the game. The entertainment
system 10 thereby provides a realistic game environment
to the user. Specifically, for example, when an explosion
occurs in the rear of a user character in the game, the
sound of the explosion can be produced so as to be heard
from the rear of the real user by making a wall in the rear
of the user reflect a directional sound. In addition, when
the heart rate of the user character in the game is in-
creased, a heartbeat sound can be produced so as to be
heard from the real user himself/herself by making the
body of the user reflect a directional sound. When such
production is made, reflection characteristics differ de-
pending on the material and orientation of the reflecting
surface (a wall, a desk, the body of the user, or the like)
that reflects the directional sound. Therefore, sound hav-
ing intended features (volume, the pitch of the sound,
and the like) is not necessarily heard by the user. Ac-
cordingly, the present invention is configured to be able
to control the output of the directional speaker 32 accord-
ing to the material and orientation of the reflecting surface
that reflects the directional sound. Incidentally, in the
present embodiment, description will be made of a case
where the user plays a game using the entertainment
system 10. However, the present invention is also appli-
cable to cases where the user views a moving image
such as a movie or the like and cases where the user
listens to only sound on the radio or the like.

[0034] The following description will be made of control
of output of the directional speaker 32 by the entertain-
ment system 10.

10

15

20

25

30

35

40

45

50

55

3. Functional Block Diagram

[0035] FIG. 4 is a functional block diagram showing an
example of main functions performed by the entertain-
ment system 10 according to the first embodiment. As
shown in FIG. 4, the entertainment system 10 in the first
embodiment functionally includes for example an audio
information storage portion 54, a material feature infor-
mation storage portion 52, a room image analyzing por-
tion 60, and an output control portion 70. Of these func-
tions, the roomimage analyzing portion 60 and the output
control portion 70 are implemented by the control section
11 by performing a program read out from the optical disk
36 or the hard disk 38 or a program supplied from the
network via the network I/F 48, for example. The audio
information storage portion 54 and the material feature
information storage portion 52 are also implemented by
the optical disk 36 or the hard disk 38, for example.

[0036] First, audioinformationin which audio data such
as a game sound effect or the like and control parameter
data (referred to as audio output control parameter data)
for outputting each piece of audio data are associated
with each other is stored in the audio information storage
portion 54 in advance. Suppose in this case that the audio
data is waveform data representing the waveform of an
audio signal generated assuming that the audio data is
to be output from the directional speaker 32. Suppose
that the audio output control parameter data is a control
parameter generated assuming that the audio data is to
be output from the directional speaker 32. FIG. 5 is a
diagram showing an example of the audio information.
As shown in FIG. 5, the audio information is managed
such that an audio signal and an output condition are
associated with each other for each piece of audio data.
An audio signal has a volume and a frequency (pitch of
the sound) thereof defined by the waveform data of the
audio signal. Suppose that each audio signal in the
present embodiment has a volume and a frequency de-
fined assuming that the audio signal is to be reflected by
areflecting surface having reflection characteristics serv-
ing as areference. Specifically, setas areflecting surface
having reflection characteristics serving as a reference
is areflecting surface having the conditions of a reference
arrival distance Dm (for example 4 m) as an arrival dis-
tance to be traveled by a sound until arriving at the user
after being output from the directional speaker and re-
flected by the reflecting surface, a reference material M
(for example wood) as the material of the reflecting sur-
face, and a reference angle of incidence o degrees (for
example 45 degrees) as an angle of incidence. Then,
suppose that the volume and frequency of each audio
signal are defined such that the sound arriving at the user
after being reflected by the reflecting surface having the
reflection characteristics serving as a reference as de-
scribed above has intended features. The output condi-
tion is information indicating timing of outputting the audio
data and a sound generating position at which to gener-
ate the sound. The output condition in the first embodi-
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ment is particularly information indicating a sound gen-
erating position with the user character in the game as a
reference. The output condition is for example informa-
tion indicating a direction or a position with the user char-
acter as a reference, such as a right side or a front as
viewed from the user character. The direction of the di-
rectional sound output from the directional speaker 32 is
determined on the basis of the output condition. Inciden-
tally, suppose that no output condition is associated with
audio data for which an output position is not defined in
advance, and that the output condition is given according
to game conditions or user operation.

[0037] In addition, the material feature information
storage portion 52 stores material feature information in
advance, the material feature information indicating re-
lation between the material of a typical surface, the fea-
ture information of the surface, and reflectance of sound.
FIG. 6 is a diagram showing an example of the material
feature information. As shown in FIG. 6, the material fea-
ture information is managed such that a material name
such as wood, metal, glass, or the like, material feature
information as feature information obtained from an im-
age when a material is photographed by the camera, and
the reflectance of sound are associated with each other
for each material. Suppose in this case that the feature
information obtained from the image is for example the
distribution of color components included in the image
(for example color components in a color space such as
RGB, variable bit rate (VBr), or the like), the distribution
of saturation, and the distribution of lightness, and may
be one or an arbitrary combination of two or more of these
distributions.

4. Room Image Analysis Processing

[0038] The room image analyzing portion 60 analyzes
the image of a room photographed by the camera unit
46. The room image analyzing portion 60 is mainly im-
plemented by the control section 11. The room image
analyzing portion 60 includes a room image obtaining
section 62, a user position identifying section 64, and a
candidate reflecting surface selecting section 66.
[0039] The room image obtaining section 62 obtains
the image of the room photographed by the camera unit
46 in response to a room image obtaining request. The
room image obtaining request is for example transmitted
at the time of a start of a game or in predetermined timing
according to the conditions of the game. In addition, the
camera unit 46 may store, in the main memory 20, the
image of the room which image is generated at intervals
of a predetermined time (for example 1/60 second), and
the image of the room which image is stored in the main
memory 20 may be obtained in response to the room
image obtaining request.

[0040] The user position identifying section 64 identi-
fies the position of the user present in the room by ana-
lyzing the image of the room which image is obtained by
the room image obtaining section 62 (which image will

10

15

20

25

30

35

40

45

50

55

hereinafter be referred to as an obtained room image).
The user position identifying section 64 detects a face
image of the user present in the room from the obtained
room image by using a publicly known face recognition
technology. The user position identifying section 64 may
for example detect parts of the face such as eyes, anose,
a mouth, and the like, and detect the face on the basis
of the positions of these parts. The user position identi-
fying section 64 may also detect the face using skin color
information. The user position identifying section 64 may
also detect the face using another detecting method. The
user position identifying section 64 identifies the position
of the thus detected face image as the position of the
user. In addition, when there are a plurality of users in
the room, the plurality of users can be distinguished from
each other on the basis of differences in feature informa-
tion obtained from the detected face images of the users.
Then, the user position identifying section 64 stores, in
a user position information storage section, user position
information obtained by associating user feature infor-
mation, which is feature information obtained from the
face image of the user, and position information indicat-
ing the identified position of the user with each other. The
position information indicating the position may be infor-
mation indicating a distance from the imaging device (for
example a distance from the imaging device to the face
image of the user), or may be a coordinate value in a
three-dimension space. FIG. 7 is a diagram showing an
example of the user position information. As shown in
FIG. 7, the user position information is managed such
that a user identification (ID) given to each identified user,
the userfeature information obtained from the face image
of the identified user, and the position information indi-
cating the position of the user are associated with each
other.

[0041] The user position identifying section 64 may al-
so detect the controller 42 held by the user, and identify
the position of the detected controller 42 as the position
of the user. When identifying the position of the user by
detecting the controller 42, the user position identifying
section 64 detects light emitted from a light emitting por-
tion of the controller 42 from the obtained room image,
and identifies the position of the detected light as the
position of the user. In addition, when there are a plurality
of users in the room, the plurality of users may be distin-
guished from each other on the basis of differences be-
tween the colors of light emitted from light emitting por-
tions of the controllers 42.

[0042] The candidate reflecting surface selecting sec-
tion 66 selects a candidate for a reflecting surface for
reflecting a directional sound output from the directional
speaker 32 (referred to as a candidate reflecting surface)
on the basis of the obtained room image and the user
position information stored in the user position informa-
tion storage section. In this case, it suffices for the re-
flecting surface for reflecting the directional sound to
have a size 6 to 9 cm square, and the reflecting surface
for reflecting the directional sound may be for example
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a part of a surface of a wall, a desk, a chair, a bookshelf,
a body of the user, or the like.

[0043] First, the candidate reflecting surface selecting
section 66 divides a room space into a plurality of divided
regions according to sound generating positions at which
to generate sound. The sound generating positions cor-
respond to the output conditions included in the audio
information stored in the audio information storage por-
tion 54, and are defined with the user character in the
game as a reference. The candidate reflecting surface
selecting section 66 divides the room space into a plu-
rality of divided regions corresponding to the sound gen-
erating positions with the position of the user as a refer-
ence, the position of the user being indicated by the user
position information stored in the user position informa-
tion storage section. FIG. 8 is a diagram showing an ex-
ample of the divided regions. When eight kinds of sound
generating positions are prepared with the user character
in the game as a reference, the eight kinds of sound gen-
erating positions being a lower right front, a lower left
front, an upper left front, an upper right front, an upper
left front, an upper right front, a lower right rear, a lower
left rear, an upper left rear, and an upper right rear, the
room space is divided into eight divided regions (divided
region IDs: 1 to 8) with the position of the real user as a
reference, as shown in FIG. 8. The eight divided regions
are a divided region 1 located in lower right front of the
user, a divided region 2 located in lower left front of the
user, a divided region 3 located in upper left front of the
user, a divided region 4 located in upper right front of the
user, a divided region 5 located in the lower right rear of
the user, a divided region 6 located in the lower left rear
of the user, a divided region 7 located in the upper left
rear of the user, and a divided region 8 located in the
upper right rear of the user. In addition, suppose that a
divided region information storage section stores divided
region information obtained by associating the divided
regions formed by thus dividing the room space with the
sound generating positions. FIG. 9 is a diagram showing
an example of the divided region information. As shown
in FIG. 9, the divided region information is managed such
that the divided region IDs and the sound generating po-
sitions are associated with each other. Incidentally, the
divided regions shown in FIG. 8 are a mere example. It
suffices to divide the room space so as to form divided
regions corresponding to sound generating positions de-
fined according to a kind of game, for example.

[0044] Then, the candidate reflecting surface selecting
section 66 selects, for each divided region, an optimum
surface for reflecting sound as a candidate reflecting sur-
face from surfaces present within the divided region. Sup-
pose in this case that the optimum surface for reflecting
sound is a surface having an excellent reflection charac-
teristic, and is a surface formed of a material or a color
of high reflectance, for example.

[0045] The processing of selecting a candidate reflect-
ing surface will be described. First, the candidate reflect-
ing surface selecting section 66 extracts surfaces that
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may be a candidate reflecting surface within a divided
region from the obtained room image, and obtains the
feature information of the extracted surfaces (referred to
as extracted reflecting surfaces). The plurality of extract-
ed reflecting surfaces within the divided region may be
acandidate reflecting surface, and are candidates for the
candidate reflecting surface. Then, the candidate reflect-
ing surface selecting section 66 selects an extracted re-
flecting surface having a best reflection characteristic as
a candidate reflecting surface from among the plurality
of extracted reflecting surfaces within the divided region.
[0046] Suppose in this case that when the candidate
reflecting surface selecting section 66 selects an extract-
ed reflecting surface having a best reflection character-
istic as a candidate reflecting surface, the candidate re-
flecting surface selecting section 66 compares the re-
flectances of the extracted reflecting surfaces with each
other. First, the candidate reflecting surface selecting
section 66 refers to the material feature information
stored in the material feature information storage portion
52, and estimates the materials/reflectances of the ex-
tracted reflecting surfaces from the feature information
of the extracted reflecting surfaces. The candidate re-
flecting surface selecting section 66 estimates the mate-
rials/reflectances of the extracted reflecting surfaces
from the feature information of the extracted reflecting
surfaces using a publicly known pattern matching tech-
nology, for example. However, the candidate reflecting
surface selecting section 66 may use another method.
Specifically, the candidate reflecting surface selecting
section 66 matches the feature information of an extract-
ed reflecting surface with the material feature information
stored in the material feature information storage portion
52, and estimates a material/reflectance corresponding
to material feature information having a highest degree
of matching to be the material/reflectance ofthe extracted
reflecting surface. The candidate reflecting surface se-
lecting section 66 thus estimates the materials/reflect-
ances ofthe respective extracted reflecting surfaces from
the feature information of the plurality of extracted reflect-
ing surfaces individually. Then, the candidate reflecting
surface selecting section 66 selects an extracted reflect-
ing surface having a best reflectance as a candidate re-
flecting surface from among the plurality of extracted re-
flecting surfaces within the divided region. The candidate
reflecting surface selecting section 66 performs such
processing for each divided region, whereby candidate
reflecting surfaces for the divided regions are selected.
[0047] Incidentally, a method of estimating the reflect-
ance of an extracted reflecting surface is not limited to
the above-described method. For example, the direction-
al speaker 32 may actually output a sound to an extracted
reflecting surface, and a microphone may collect the re-
flected sound reflected by the extracted reflecting sur-
face, whereby the reflectance of the extracted reflecting
surface may be measured. In addition, the reflectance of
light may be measured by outputting light to an extracted
reflecting surface, and detecting the reflected light re-
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flected by the extracted reflecting surface. Then, the re-
flectance of light may be used as a replacement for the
reflectance of sound to select a candidate reflecting sur-
face, or the reflectance of sound may be estimated from
the reflectance of light.

[0048] In addition, when the candidate reflecting sur-
face selecting section 66 selects an extracted reflecting
surface having a best reflection characteristic as a can-
didate reflecting surface, the candidate reflecting surface
selecting section 66 may compare, with each other, an-
gles of incidence at which a directional sound output from
the directional speaker 32 is incident on the extracted
reflecting surfaces. This utilizes a characteristic of reflec-
tion efficiency being improved as the angle of incidence
isincreased. In this case, the candidate reflecting surface
selecting section 66 calculates an angle of incidence at
which a straight line extending from the directional speak-
er 32 is incident on an extracted reflecting surface on the
basis of the obtained room image. Then, the candidate
reflecting surface selecting section 66 calculates an an-
gle of incidence at which a straight line extending from
the directional speaker 32 is incident on each of the plu-
rality of extracted reflecting surfaces, and selects an ex-
tracted reflecting surface with alargest angle ofincidence
as a candidate reflecting surface.

[0049] In addition, when the candidate reflecting sur-
face selecting section 66 selects an extracted reflecting
surface having a best reflection characteristic as a can-
didate reflecting surface, the candidate reflecting surface
selecting section 66 may compare arrival distances of
sound with each other, the arrival distances of sound
each being a sum total of a straight-line distance from
the directional speaker 32 to an extracted reflecting sur-
face and a straight-line distance from the extracted re-
flecting surface to the user. This is based on an idea that
the shorter the distance traveled by audio data output
from the directional speaker 32 before arriving at the user
via a reflecting surface that reflects the audio data, the
easier the hearing of the sound by the user. In this case,
the candidate reflecting surface selecting section 66 cal-
culates the arrival distance on the basis of the obtained
room image. Then, the candidate reflecting surface se-
lecting section 66 calculates the arrival distances via the
plurality of extracted reflecting surfaces individually, and
selects an extracted reflecting surface corresponding to
a shortest arrival distance as a candidate reflecting sur-
face.

[0050] A candidate reflecting surface information stor-
age section stores candidate reflecting surface informa-
tion indicating the candidate reflecting surface selected
by the candidate reflecting surface selecting section 66
as described above. FIG. 10 is a diagram showing an
example of the candidate reflecting surface information.
As shown in FIG. 10, the candidate reflecting surface
information is managed such that for each divided region,
a divided region ID indicating the divided region, position
information indicating the position of a candidate reflect-
ing surface, an arrival distance indicating a distance to
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be traveled by a sound output from the directional speak-
er 32 before arriving at the user via the reflecting surface
that reflects the sound, the reflectance of the candidate
reflecting surface, and the angle of incidence of the di-
rectional sound on the candidate reflecting surface are
associated with each other.

[0051] Incidentally, when the candidate reflecting sur-
face selecting section 66 selects an extracted reflecting
surface having a best reflection characteristic as a can-
didate reflecting surface, the candidate reflecting surface
selecting section 66 may arbitrarily combine two or more
of the reflectance of the extracted reflecting surface, the
angle of incidence of the extracted reflecting surface, and
the arrival distance described above to select the surface
having excellent reflection characteristics.

[0052] The room image analysis processing as de-
scribed above can select an optimum reflecting surface
forreflecting a directional sound irrespective of the shape
of the room or the position of the user.

[0053] Anexample of aflow oftheroomimage analysis
processing performed by the entertainment system 10
according to the first embodiment will be described in the
following with reference to a flowchart of FIG. 11.
[0054] First, the room image obtaining section 62 ob-
tains a room image photographed by the camera unit 46
in response to a room image obtaining request (S1).
[0055] Then, the user position identifying section 64
identifies the position of the user from the obtained room
image obtained by the room image obtaining section 62
(S2).

[0056] Then, the candidate reflecting surface selecting
section 66 divides the room space into a plurality of di-
vided regions on the basis of the obtained room image
(S3). Suppose in this case that the room space is divided
into k divided regions, and that numbers 1 to k are given
as divided region IDs to the respective divided regions.
Then, the candidate reflecting surface selecting section
66 selects a candidate reflecting surface for each of the
divided regions 1 to k.

[0057] The candidate reflecting surface selecting sec-
tion 66 initializes a variable i to i = 1 (S4). The variable i
is a variable indicating a divided region ID, and is a coun-
ter variable assuming an integer value of 1 to k.

[0058] The candidate reflecting surface selecting sec-
tion 66 extracts extracted reflecting surfaces that may be
areflecting surface from the divided region 1 on the basis
of the obtained room image, and obtains the feature in-
formation of the extracted reflecting surfaces (S5).
[0059] The candidate reflecting surface selecting sec-
tion 66 checks the feature information of the extracted
reflecting surfaces obtained in the processing of S5
against the material feature information stored in the ma-
terial feature information storage portion 52 (S6) to esti-
mate the reflectances of the extracted reflecting surfaces.
Then, the candidate reflecting surface selecting section
66 selects an extracted reflecting surface having a best
reflectance as a candidate reflecting surface in the divid-
ed region 1 among the plurality of extracted reflecting
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surfaces (S7).

[0060] Then, the reflection characteristics of the can-
didate reflecting surface selected by the candidate re-
flecting surface selecting section 66 are stored as can-
didate reflecting surface information in the candidate re-
flecting surface information storage section (S8). In this
case, the reflection characteristics are the reflectance of
the candidate reflecting surface, the angle of incidence
at which a sound output from the directional speaker is
incident on the candidate reflecting surface, the arrival
distance to be traveled by the sound output from the di-
rectional speaker before arriving at the user via the can-
didate reflecting surface reflecting the sound, and the
like. The reflectance included in the candidate reflecting
surface information may be a reflectance estimated from
the material feature information stored in the material fea-
ture information storage portion 52, or may be a reflect-
ance measured by collecting a reflected sound when au-
dio data is actually output from the directional speaker
to the candidate reflecting surface. In addition, suppose
that the angle of incidence and the arrival distance in-
cluded in the candidate reflecting surface information are
calculated on the basis of the obtained room image.
These reflection characteristics are stored in association
with the divided region ID indicating the divided region
and the position information indicating the position of the
candidate reflecting surface.

[0061] Then, one is added to the variable i (S9), and
the candidate reflecting surface selecting section 66 re-
peatedly performs the processing from S5 on down until
i = k. When the variable i becomes equal to k (S10), the
room image analysis processing is ended, and the can-
didate reflecting surface information of k candidate re-
flecting surfaces corresponding individually to the divided
regions 1 to k as shown in FIG. 10 is stored in the can-
didate reflecting surface information storage section.
[0062] The room image analysis processing as de-
scribed above may be performed in timing of a start of
the game, or may be performed periodically during the
start of the game. In the case where the room image
analysis processing is periodically performed during the
start of the game, even when the user moves within the
room during the game, appropriate sound output can be
performed according to the movement of the user.

5. Output Control Processing

[0063] The output control portion 70 controls the ori-
entation of the directional speaker 32 by controlling the
motor driver 33, and outputs predetermined audio data
from the directional speaker 32. The output control por-
tion 70 is implemented mainly by the control section 11
and the audio processing section 30. The output control
portion 70 includes an audio information obtaining sec-
tion 72, a reflecting surface determining section 74, a
reflecting surface information obtaining section 76, and
an output volume determining section 78.

[0064] The outputcontrol portion 70 controls audio out-
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put from the directional speaker 32 on the basis of infor-
mation on a determined reflecting surface which infor-
mation is obtained by the reflecting surface information
obtaining section 76 and audio information obtained by
the audio information obtaining section 72. Specifically,
the output control portion 70 changes audio dataincluded
in the audio information on the basis of the information
on the determined reflecting surface so that the audio
data according to the information on the determined re-
flecting surface is output from the directional speaker 32.
In this case, the output control portion 70 changes the
audio data so as to compensate for a change in feature
of sound which change occurs due to a difference be-
tween the reflection characteristics of the determined re-
flecting surface and reflection characteristics serving as
a reference. The audio data included in the audio infor-
mation is data generated on the assumption that the au-
dio data is reflected by a reflecting surface having the
reflection characteristics serving as the reference, and
the audio data is able to provide the user with a sound
having intended features (volume, frequency, and the
like) by being reflected by a reflecting surface having the
reflection characteristics serving as the reference. When
the audio data thus generated is reflected by a reflecting
surface having different reflection characteristics from
the reference, a sound having different features from the
intended features may reach the user, so that a feeling
of strangeness may be caused to the user. For example,
when a sound is reflected by a reflecting surface having
a reflectance lower than the reflectance of the reflection
characteristics serving as the reference, the user hears
asound having a volume lower than an intended volume.
Accordingly, in order to make the user hear the sound
having the intended volume even when the sound is re-
flected by a reflecting surface having a lower reflectance
than the reflectance as the reference, the output control
portion 70 increases the volume of the audio data includ-
ed in the obtained audio information. The output volume
of the audio data for compensating for the change in fea-
ture of the sound, or an output change amount, is deter-
mined by the output volume determining section 78. Sup-
pose in this case that a relation between the difference
between the reflection characteristics of the determined
reflecting surface and the reflection characteristics serv-
ing as the reference and the amount of change in feature
of the sound which change occurs due to the difference
is defined in advance. In addition, suppose that a relation
between the amount of change in feature of the sound
and the output volume of the audio data for compensating
for the amount of change or the output change amount
is also defined in advance.

[0065] The audio information obtaining section 72 ob-
tains audio data to be output from the directional speaker
32 from the audio information storage portion 54 accord-
ing to game conditions.

[0066] The reflecting surface determining section 74
determines a reflecting surface as an object for reflecting
the audio data to be output from the directional speaker
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32 from among the plurality of candidate reflecting sur-
faces included in the candidate reflecting surface infor-
mation on the basis of the audio data obtained by the
audio information obtaining section 72 and the candidate
reflecting surface information. First, the reflecting surface
determining section 74 identifies a divided region ID cor-
responding to an output condition associated with the
obtained audio data. Then, the reflecting surface deter-
mining section 74 determines a candidate reflecting sur-
face corresponding to the divided region ID identified by
referring to the candidate reflecting surface information
as a reflecting surface for reflecting the audio data to be
output from the directional speaker 32.

[0067] The reflecting surface information obtaining
section 76 obtains, from the candidate reflecting surface
information, information on the candidate reflecting sur-
face (referred to as a determined reflecting surface) de-
termined as the reflecting surface for reflecting the audio
data to be output from the directional speaker 32 by the
reflecting surface determining section 74. Specifically,
the reflecting surface information obtaining section 76
obtains, from the candidate reflecting surface informa-
tion, the position information of the determined reflecting
surface and information on an arrival distance, a reflect-
ance, and an angle of incidence as the reflection char-
acteristics of the determined reflecting surface.

[0068] Then, the outputvolume determining section 78
determines the output volume ofthe audio data according
to the reflection characteristics of the determined reflect-
ing surface which reflection characteristics are obtained
by the reflecting surface information obtaining section
76. First, the output volume determining section 78 de-
termines the output volume of the audio data according
to the arrival distance to be traveled by the audio data
until arriving at the user after being output from the di-
rectional speaker 32 and then reflected by the deter-
mined reflecting surface. Specifically, the output volume
determining section 78 compares the arrival distance via
the determined reflecting surface with a reference arrival
distance. When the arrival distance via the determined
reflecting surface is larger than the reference arrival dis-
tance, the output volume determining section 78 increas-
es the output volume, or when the arrival distance of the
determined reflecting surface is smaller than the refer-
ence arrival distance, the output volume determining sec-
tion 78 decreases the output volume. An amount of in-
crease of the output and an amount of decrease of the
output are determined according to the difference be-
tween the arrival distance via the determined reflecting
surface and the reference arrival distance.

[0069] The output volume determining section 78 de-
termines the output volume of the audio data according
to the reflectance of the determined reflecting surface.
Specifically, the output volume determining section 78
compares the reflectance of the determined reflecting
surface with the reflectance of a reference material.
When the reflectance ofthe determined reflecting surface
is larger than the reflectance of the reference material,
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the output volume determining section 78 decreases the
output volume, and when the reflectance of the deter-
mined reflecting surface is smaller than the reflectance
of the reference material, the output volume determining
section 78 increases the output volume. An amount of
increase of the output and an amount of decrease of the
output are determined according to the difference be-
tween the reflectance of the determined reflecting sur-
face and the reflectance of the reference material.
[0070] The output volume determining section 78 de-
termines the output volume of the audio data according
to the angle of incidence of the audio data output from
the directional speaker 32 on the determined reflecting
surface. Specifically, the output volume determining sec-
tion 78 compares the angle of incidence on the deter-
mined reflecting surface with a reference angle of inci-
dence. When the angle of incidence on the determined
reflecting surface is larger than the reference angle of
incidence, the output volume determining section 78 de-
creases the output volume, and when the angle of inci-
dence on the determined reflecting surface is smaller
than the reference angle of incidence, the output volume
determining section 78 increases the output volume. An
amount of increase of the output and an amount of de-
crease of the output are determined according to a dif-
ference between the angle of incidence on the deter-
mined reflecting surface and the reference angle of inci-
dence.

[0071] Incidentally, the output volume determining
section 78 may determine the output volume using one
of the pieces of information of the arrival distance, the
reflectance, and the angle of incidence as the above-
described reflection characteristics of the determined re-
flecting surface, or may determine the output volume us-
ing an arbitrary combination of two or more of the pieces
of information.

[0072] The output control portion 70 thus adjusts the
orientation of the directional speaker 32 by controlling
the motor driver 33 so that the audio data is output from
the directional speaker 32 to the determined reflecting
surface on the basis of the position information of the
determined reflecting surface. Then, the output control
portion 70 makes the audio data output from the direc-
tional speaker 32, the audio data having the output vol-
ume determined by the output volume determining sec-
tion 78.

[0073] Incidentally, the output volume determining
section 78 may determine the frequency of the audio data
according to the arrival distance via the determined re-
flecting surface, the reflectance of the determined reflect-
ing surface, and the angle ofincidence on the determined
reflecting surface.

[0074] The output control processing as described
above can control audio output according to the reflection
characteristics of the determined reflecting surface. The
user can therefore hear the sound having the intended
features irrespective of the material of the determined
reflecting surface, the position of the determined reflect-
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ing surface, the position of the user, or the like.

[0075] Anexample of a flow of the sound output control
processing performed by the entertainment system 10
according to the firstembodiment will be described in the
following with reference to a flowchart of FIG. 12.
[0076] First, the audio information obtaining section 72
obtains the audio information of a sound to be output
from the directional speaker 32 from the audio informa-
tion stored in the audio information storage portion 54
(S11).

[0077] Then,thereflecting surface determining section
74 identifies a divided region on the basis of the audio
information obtained by the audio information obtaining
section 72 in step S11 and the divided region information
stored in the divided region information storage section
(812). Here, the reflecting surface determining section
74 identifies the divided region corresponding to an out-
put condition included in the audio information obtained
by the audio information obtaining section 72 in step S11.
[0078] Next, the reflecting surface determining section
74 determines a candidate reflecting surface corre-
sponding to the divided region identified in step S12 as
a determined reflecting surface for reflecting the audio
data to be output from the directional speaker 32, from
the candidate reflecting surface information stored in the
candidate reflecting surface information storage section
(813). Then, the reflecting surface information obtaining
section 76 obtains the reflecting surface information of
the determined reflecting surface from the candidate re-
flecting surface information storage section (S14). Spe-
cifically, the reflecting surface information obtaining sec-
tion 76 obtains position information indicating the position
of the determined reflecting surface and the reflection
characteristics (arrival distance, reflectance, and angle
of incidence) of the determined reflecting surface.
[0079] Then, the outputvolume determining section 78
determines the output volume of the audio data to be
output to the determined reflecting surface determined
by the reflecting surface determining section 74 in step
S14 (S15). The output volume determining section 78
determines the output volume on the basis of each of the
arrival distance, the reflectance, and the angle of inci-
dence as the reflection characteristics of the determined
reflecting surface which reflection characteristics are ob-
tained by the reflecting surface information obtaining sec-
tion 76. Then, the output control portion 70 adjusts the
orientation of the directional speaker 32 by controlling
the motor driver 33 so that the audio data is output to the
position indicated by the position information of the de-
termined reflecting surface, and makes the audio data
output from the directional speaker 32, the audio data
having the output volume determined by the output vol-
ume determining section 78 in step S15 (S16). The sound
output control processing is then ended.

[0080] The entertainment system 10 may also include
a plurality of directional speakers 32. FIG. 13 shows an
example of a structure formed by arranging a plurality of
directional speakers 32. As illustrated in FIG. 13, 16 di-
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rectional speakers 32-n (n = 1 to 16) that are each mov-
able independently may be arranged. Suppose in this
case that the respective directional speakers 32-n are
adjusted in orientation so as to output audio data to re-
spective different reflecting surfaces. When a game using
the entertainment system 10 is started, or when the plu-
rality of directional speakers 32-n are installed in aroom,
for example, reflecting surfaces to which to direct the
respective directional speakers 32-n are determined on
the basis of a room image obtained by the room image
obtaining section 62. Suppose in this case that the once
determined orientations of the directional speakers 32-n
are basically fixed. When the orientations of the respec-
tive directional speakers 32-n are adjusted, the room
space may be divided into a plurality of divided regions
(for example dividing regions equal in number to the di-
rectional speakers 32) irrespective of the position of the
user, and the respective directional speakers 32-n may
be adjusted so as to be directed to reflecting surfaces
within the respective different divided regions. Alterna-
tively, reflecting surfaces having excellent reflection
characteristics within the room which reflecting surfaces
are equal in number to the directional speakers 32 may
be selected, and the respective directional speakers 32-
n may be adjusted so as to be directed to the respective
different reflecting surfaces. Suppose that after the ori-
entations of all of the directional speakers 32 are adjust-
ed, the respective directional speakers 32-n and the po-
sition information of the reflecting surfaces to which the
directional speakers 32-n are directed are then stored in
association with each other. Then, suppose that when
sound output processing is performed in the entertain-
ment system 10 including such a plurality of directional
speakers 32, a directional speaker 32 to be made to out-
put audio data is selected on the basis of an output con-
dition (sound generating position in this case) included
inthe audio information obtained by the audio information
obtaining section 72, the position information of the re-
flecting surfaces to which the respective directional
speakers 32 are directed, and the position information of
the user. Specifically, the regions in which the reflecting
surfaces are located with the user as a reference are
determined on the basis of the position information of the
reflecting surfaces and the position information of the us-
er. Therefore, even when the user moves within the room,
aregion can be determined with the position of the user
as a reference. Then, suppose that when a region in a
reflecting surface is located coincides with the sound
generating position, the directional speaker 32 corre-
sponding to the reflecting surface is selected. Incidental-
ly, suppose that when there is no region coinciding with
the sound generating position, a directional speaker 32
corresponding to a reflecting surface located in a region
closest to the sound generating position is selected.
When the orientations of the plurality of directional speak-
ers 32-n are thus determined in advance, the present
invention can be applied also to cases where the quick
responsiveness of sound output is desired, for example
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cases where a sound is output to a position with the po-
sition of the user as a reference according to a user op-
eration.

Second Embodiment

[0081] In the first embodiment, description has been
made of a case where the output conditions associated
with the audio data stored in the audio information stor-
age portion 54 are mainly information indicating sound
generating positions with the user character in the game
as a reference. In the second embodiment, further de-
scription will be made of a case where output conditions
are information indicating particular positions within a
room, such as information indicating sound generating
positions with the position of an object within the room
as a reference, information indicating predetermined po-
sitions on the basis of the structure of the room, and the
like. Specifically, information indicating a particular posi-
tion within the room is information indicating a position
distant from the user by a predetermined distance or a
predetermined range, such as 50 cm to the left of the
position of the user or the like, information indicating a
direction or a position as viewed from the user, such as
aright side or a front as viewed from the user or the like,
or information indicating a predetermined position on the
basis of the structure of the room such as the center of
the room or the like. Incidentally, when information indi-
cating a sound generating position with the user charac-
ter as a reference is associated with an output condition,
information indicating a particular position in the room
may be identified from the information.

[0082] A functional block diagram indicating an exam-
ple of main functions performed by an entertainment sys-
tem 10 according to the second embodiment is similar
to the functional block diagram according to the first em-
bodimentshownin FIG. 4 except that the functional block
diagram indicating the example of the main functions per-
formed by the entertainment system 10 according to the
second embodiment does not include the candidate re-
flecting surface selecting section 66. The following de-
scription will be made of only parts different from those
of the first embodiment, and repeated description will be
omitted.

[0083] Description in the following will be made of out-
put control processing by the output control portion 70
according to the second embodiment.

[0084] The audio information obtaining section 72 ob-
tains audio data to be output from the directional speaker
32 from the audio information storage portion 54 accord-
ing to game conditions. Suppose in this case that the
output condition of the audio data is associated with in-
formation indicating a particular position within the room
such as a predetermined position with an object within
the room as a reference. For example, suppose that the
output condition is information indicating a particular po-
sition within the room such as 50 cm to the left of the
position of the user, 30 cm in front of the display, the
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center of the room, or the like.

[0085] First, the reflecting surface determining section
74 determines a reflecting surface as an object for re-
flecting the audio data to be output from the directional
speaker 32 on the basis of the audio data obtained by
the audio information obtaining section 72. The reflecting
surface determining section 74 identifies a position within
the room which position corresponds to the position in-
dicated by the output condition associated with the ob-
tained audio data. For example, when a predetermined
position with the position of the user as a reference (for
example 50 cm to the left of the position of the user or
the like) is associated with the output condition, the re-
flecting surface determining section 74 identifies the po-
sition of a reflecting surface from the position information
of the user whose position is identified by the user posi-
tion identifying section 64 and the information on the po-
sition indicated by the output condition. In addition, sup-
pose that when a predetermined position with the position
of an object other than the user as a reference (for ex-
ample 30 cm in front of the display) is associated with
the output condition, the position of the associated object
is identified, and position information thereof is obtained.
[0086] The reflecting surface information obtaining
section 76 obtains reflecting surface information on a de-
termined reflecting surface determined by the reflecting
surface determining section 74 (referred to as a deter-
mined reflecting surface). Specifically, the reflecting sur-
face information obtaining section 76 obtains position in-
formation indicating the position of the determined re-
flecting surface, the reflection characteristics of the de-
termined reflecting surface, and the like. First, the reflect-
ing surface information obtaining section 76 obtains, from
a room image, the feature information of a determined
reflecting surface image corresponding to the position of
the determined reflecting surface, an arrival distance to
be traveled by the audio data until arriving at the user
after being output from the directional speaker 32 and
then reflected by the determined reflecting surface, and
an angle of incidence of the audio data to be output from
the directional speaker 32 on the determined reflecting
surface. In this case, the determined reflecting surface
image may be an image of a region in a predetermined
range with the position of the determined reflecting sur-
face as a center. Then, the reflecting surface information
obtaining section 76 identifies the material and reflect-
ance of the determined reflecting surface by comparing
the obtained feature information of the determined re-
flecting surface image with the material feature informa-
tion stored in the material feature information storage por-
tion 52. The reflecting surface information obtaining sec-
tion 76 thus obtains information on the reflectance, the
arrival distance, and the angle of incidence as the reflec-
tion characteristics of the determined reflecting surface.
[0087] The output volume determining section 78 de-
termines the output volume of the audio data to be output
to the determined reflecting surface. In this case, when
the reflection characteristics of the reflecting surface de-
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termined by the reflecting surface determining section 74
are different from reflection characteristics serving as a
reference, the output volume defined in the audio data
stored in the audio information storage portionis changed
so that the user can hear the audio data having an in-
tended volume. The output volume determining section
78 determines the output volume of the audio data ac-
cording to the reflectance, the arrival distance, and the
angle of incidence as the reflection characteristics of the
determined reflecting surface. The output volume deter-
mination processing by the output volume determining
section 78 is as described in the first embodiment.
[0088] Thus, the output control portion 70 adjusts the
orientation of the directional speaker 32 by controlling
the motor driver 33 to output the audio data from the
directional speaker 32 to the determined reflecting sur-
face on the basis of the position information of the deter-
mined reflecting surface. Then, the output control portion
70 outputs the audio data having the output volume de-
termined by the output volume determining section 78
from the directional speaker 32.

[0089] Thus, when a sound is to be heard from a par-
ticular position within the room, the intended sound can
be made to be heard by the user according to the reflec-
tion characteristics of the reflecting surface at the partic-
ular position, and the intended sound can be generated
from the arbitrary position without depending on condi-
tions in the room such as the arrangement of furniture,
the position of the user, the material of the reflecting sur-
face, or the like.

[0090] An example of a flow of sound output control
processing performed by the entertainment system 10
according to the second embodiment will be described
in the following with reference to a flowchart of FIG. 14.
[0091] First, the room image obtaining section 62 ob-
tains a room image photographed by the camera unit 46
in response to a room image obtaining request (S21).
[0092] Then, the user position identifying section 64
identifies the position of the user from the obtained room
image obtained by the room image obtaining section 62
(S22).

[0093] Next,the audio information obtaining section 72
obtains audio data to be output from the directional
speaker 32 from the audio information stored in the audio
information storage portion 54 (S23).

[0094] Then,thereflecting surface determining section
74 determines a reflecting surface on the basis of the
audio data obtained by the audio information obtaining
section 72 in step S23 (S24). Here, the reflecting surface
determining section 74 identifies a reflecting surface cor-
responding to a reflecting position associated with the
output condition of the audio data obtained by the audio
information obtaining section 72.

[0095] The reflecting surface information obtaining
section 76 obtains information on the determined reflect-
ing surface determined by the reflecting surface deter-
mining section 74 in step S24 from the room image ob-
tained by the room image obtaining section 62 (S25).
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Specifically, the reflecting surface information obtaining
section 76 obtains position information indicating the po-
sition of the determined reflecting surface and the reflec-
tion characteristics (arrival distance, reflectance, and an-
gle of incidence) of the determined reflecting surface.
[0096] Then,the output volume determining section 78
determines the output volume of the audio data to be
output to the determined reflecting surface determined
by the reflecting surface determining section 74 in step
S24 (S26). The output volume determining section 78
determines the output volume on the basis of each of the
arrival distance, the reflectance, and the angle of inci-
dence as the reflection characteristics of the determined
reflecting surface which reflection characteristics are ob-
tained by the reflecting surface information obtaining sec-
tion 76. Then, the output control portion 70 adjusts the
orientation of the directional speaker 32 by controlling
the motor driver 33 so as to output the audio data to the
position indicated by the position information of the de-
termined reflecting surface, and makes the audio data
output from the directional speaker 32, the audio data
having the output volume determined by the output vol-
ume determining section 78 in step S26 (S27). The sound
output control processing is then ended.

[0097] Incidentally, when the reflection characteristics
ofthe determined reflecting surface which reflection char-
acteristics are obtained by the reflecting surface informa-
tion obtaining section 76 are poor, the reflecting surface
determining section 74 may change the reflecting surface
forreflecting the audio data. Thatis, when the determined
reflecting surface is a material that does not reflect easily,
a search may be made for a reflecting surface in the
vicinity, and a reflecting surface having better reflection
characteristics may be set as the determined reflecting
surface. In this case, an early audio data may not reach
the user when the reflecting surface to which the change
is made is too far from the reflecting surface determined
first. Thus, a search may be made within an allowable
range (for example a radius of 30 cm) of the position of
the reflecting surface determined first, and a reflecting
surface having good reflection characteristics may be se-
lected from within the allowable range. Incidentally, when
there is noreflecting surface having good reflection char-
acteristics within the allowable range, it suffices to per-
form the output volume determination processing by the
output volume determining section 78 for the determined
reflecting surface determined first. In this case, the can-
didate reflecting surface selection processing by the can-
didate reflecting surface selecting section 66 described
in the first embodiment can be applied to the processing
of selecting a reflecting surface having good reflection
characteristics from within the allowable range.

[0098] In addition, the entertainment system 10 ac-
cording to the second embodiment can be applied as an
operating input system for the user to perform input op-
eration. Specifically, suppose that one or more sound
generating positions are set within the room, and that an
object (a part of the body of the user or the like) is dis-
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posed at the corresponding sound generating position
by a user operation. Then, a directional sound output
from the directional speaker 32 to the sound generating
position is reflected by the object disposed by the user,
whereby a reflected sound is generated. Suppose that
input information corresponding to the user operation is
received on the basis of the thus generated reflected
sound. In this case, it suffices to store the sound gener-
ating position, the audio data, and the input information
in association with each other in advance, and be able
to recognize the input information according to the sound
generating position and the audio data of the reflected
sound. For example, an operating input system is con-
structed which sets a sound generating position 30 cm
to the right of the face of the user, and which can receive
inputinformation according to an user operation of raising
a hand to the right side of the face or not raising the hand
to the right side of the face. In this case, the input infor-
mation (for example information indicating "yes") is as-
sociated with the sound generating position and the audio
data of the reflected sound to be generated, and an in-
struction is output for allowing the user to select whether
or not to raise the hand to the right side of the face (for
example an instruction is output for instructing the user
to raise the hand in a case of "yes" or not to raise the
hand in a case of "no"). Therefore, the input information
("yes" or "no") can be received according to whether or
not the reflected sound is generated. In addition, different
pieces of audio data may be set at a plurality of sound
generating positions by using a plurality of directional
speakers 32, and may be associated with respective dif-
ferent pieces of input information. Then, when a reflected
sound is generated by disposing an object such as a
hand or the like at one of the plurality of sound generating
positions by a user operation, the input information cor-
responding to the generated reflected sound may be re-
ceived. For example, positions 30 cm to the left and right
of the face of the user are associated with respective
different pieces of audio data (for example "left: yes" and
"right: no") and inputinformation (for example information
indicating "left: yes" and information indicating "right:
no"), and an instruction is output for making the user to
raise the hand to one of the left and right of the face
according to a selection of "yes" or "no." In this case,
when the user raises the hand to the right side of the
face,a sound "no"is generated, and the inputinformation
"no" is received. When the user raises the hand to the
left side of the face, a sound "yes" is generated, and the
user input information "yes" is received. Therefore, when
the plurality of sound generating positions are associated
with the respective different pieces of audio data and the
respective different pieces of input information, input in-
formation corresponding to a sound generating position
and a generated reflected sound can be received. Thus,
the entertainment system 10 according to the second
embodiment can make a reflected sound generated at
an arbitrary position, and is therefore also applicable as
an operating input system using the directional speaker
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32.

[0099] Itis to be noted that the presentinvention is not
limited to the above-described embodiments.

[0100] For example, there is a case where a particular
object such as the body of the user character, a glass on
atable, a light in the room, a ceiling, or the like or a par-
ticular position is desired to be set as a sound generating
position according to a kind of game. In such a case,
information indicating an object may be associated as an
output condition of audio information. Then, when the
audio information obtaining section 72 obtains the audio
information, an article within the room may be identified
which article corresponds to the object indicated by the
output condition on the basis of an obtained room image.
Then, the reflection characteristics of the identified article
may be obtained, and audio data may be output from the
directional speaker 32 to the identified article according
to the reflection characteristics.

[0101] In addition, in the above-described embodi-
ments, the room image analyzing portion 60 analyzes
the image of the room photographed by the camera unit
46. However, the present invention is not limited to this
example. For example, a sound generated from the po-
sition of the user may be collected to identify the position
of the user or estimate the structure of the room. Specif-
ically, the entertainment system 10 may instruct the user
to clap the hands or utter a voice, and thus make a sound
generated from the position of the user. Then, the gen-
erated sound may be collected by using a microphone
provided to the entertainment system 10 or the like to
measure the position of the user, the size of the room,
or the like.

[0102] In addition, the user may be allowed to select
the reflecting surface as an object for reflecting a sound.
For example, a room image obtained by the room image
obtaining section 62 or the structure of the room which
structure is estimated by collecting the sound generated
from the position of the user may be displayed on the
monitor 26 or another display means, and the user may
be allowed to select a reflecting surface while viewing
the displayed room image or the like. In this case, a test
may be conducted in which the user makes a sound ac-
tually generated at a position arbitrarily designated from
the room image, and the user may actually hear the gen-
erated sound and determine whether to set the position
as the reflecting surface. Thus, an acoustic environment
preferred by the user can be created. In addition, infor-
mation on extracted reflecting surfaces extracted by the
candidate reflecting surface selecting section 66 may be
displayed on the monitor 26 or another display means,
and a position at which to conduct a test may be desig-
nated from among the extracted reflecting surfaces. In
addition, the user may be allowed to select an object to
be set as the reflecting surface. For example, objects
within the room such as a ceiling, a floor, a wall, a desk,
and the like may be extracted from the room image ob-
tained by the room image obtaining section 62 and dis-
played on the monitor 26 or another display means, and
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a position at which to conduct a test may be allowed to
be designated from among the objects. Incidentally, after
the user selects an object that the user desires to set as
the reflecting surface (for example only the ceiling or the
floor) from among the displayed objects, the reflecting
surface determining section 74 may determine the re-
flecting surface such that sounds are reflected by only
the object selected by the user.

[0103] In addition, in the foregoing embodiments, an
example has been illustrated in which the monitor 26, the
directional speaker 32, the controller 42, the camera unit
46, and the information processing device 50 are sepa-
rate devices. However, the present invention is also ap-
plicable to a portable game machine as a device in which
the monitor 26, the directional speaker 32, the controller
42, the camera unit 46, and the information processing
device 50 are integral with each other, as well as a virtual
reality game machine.

Claims
1. Aninformation processing device comprising:

a reflecting surface determining section config-
ured to determine a reflecting surface as an ob-
ject reflecting a sound;

a reflecting surface information obtaining sec-
tion configured to obtain reflecting surface infor-
mation indicating a reflection characteristic of
the determined reflecting surface; and

an output control portion configured to output a
directional sound according to the obtained re-
flecting surface information to the determined
reflecting surface.

2. The information processing device according to
claim 1, wherein the reflecting surface information
obtaining section obtains reflectance of the reflecting
surface as the reflecting surface information.

3. The information processing device according to
claim 2, wherein the output control portion deter-
mines an output volume of the directional sound ac-
cording to the obtained reflectance.

4. The information processing device according to
claim 1, wherein the reflecting surface information
obtaining section obtains, as the reflecting surface
information, an angle of incidence at which the di-
rectional sound is incident on the reflecting surface.

5. The information processing device according to
claim 4, wherein the output control portion deter-
mines an output volume of the directional sound ac-
cording to the obtained angle of incidence.

6. The information processing device according to
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claim 1, wherein the reflecting surface information
obtaining section obtains, as the reflecting surface
information, an arrival distance to be traveled by the
directional sound before arriving at a user via the
reflecting surface reflecting the directional sound.

7. The information processing device according to
claim 6, wherein the output control portion deter-
mines an output volume of the directional sound ac-
cording to the obtained arrival distance.

8. The information processing device according to
claim 1, wherein the reflecting surface information
obtaining section obtains the reflecting surface infor-
mation of each of a plurality of candidate reflecting
surfaces as candidates for the reflecting surface, and
the information processing device further includes a
reflecting surface selecting section configured to se-
lect a candidate reflecting surface having an excel-
lent reflection characteristic indicated by the reflect-
ing surface information of the candidate reflecting
surface among the plurality of candidate reflecting
surfaces.

9. The information processing device according to any

one of claims 1 to 8,

wherein the reflecting surface information obtaining
section obtains the reflecting surface information on
a basis of feature information of an image of the re-
flecting surface photographed by a camera.

10. An information processing system comprising:

a directional speaker configured to make a non-
directional sound generated by making a direc-
tional sound reflected by a predetermined re-
flecting surface reach a user;

a reflecting surface determining section config-
ured to determine the reflecting surface as an
object reflecting the directional sound;

a reflecting surface information obtaining sec-
tion configured to obtain reflecting surface infor-
mation indicating a reflection characteristic of
the determined reflecting surface; and

an output control portion configured to output
the directional sound according to the obtained
reflecting surface information from the direction-
al speaker to the determined reflecting surface.

11. A control method comprising:

a reflecting surface determining step of deter-
mining a reflecting surface as an object reflect-
ing a sound;

a reflecting surface information obtaining step
of obtaining reflecting surface information indi-
cating a reflection characteristic of the deter-
mined reflecting surface; and
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an output control step of outputting a directional
sound according to the obtained reflecting sur-
face information to the determined reflecting
surface.

12. A program for causing a computer to function as:
a reflecting surface determining section config-
ured to determine a reflecting surface as an ob-
ject reflecting a sound; 10
a reflecting surface information obtaining sec-
tion configured to obtain reflecting surface infor-
mation indicating a reflection characteristic of
the determined reflecting surface; and
an output control portion configured to outputa 75
directional sound according to the obtained re-
flecting surface information to the determined
reflecting surface.
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