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METHOD

(67)  When predetermined information divided into a
predetermined number of audio frames is transmitted,
the receiving end is enabled to readily and appropriately
obtain the predetermined information.

An encoding process is performed on audio data,
and a compressed audio data stream formed with suc-
cessive audio frames including compressed audio data
is generated. Predetermined information is inserted into
the compressed audio data stream, and is then transmit-

ted. The predetermined information is divided and insert-
ed into a predetermined number of audio frames of the
compressed audio data stream, and the first information
indicating whether the current piece is the first piece of
the divided information and the second information as a
count number indicating the dividing position in descend-
ing order are added to each piece of the divided informa-
tion.

FIG. 5

universal_metadata frame syntax

Syntax No. of Bits Format
universal_metadata_frame(){
sync_byte 8 bslbf
metadata_type 8 uimsbf
start_flag 1 bsIbf
dcounter 7 uimsbf
dt_id 6 uimsbf
timing_control_flag 1 bslbf
reserved 1 s
length 8 uimsbf
if (timing_control_flag X
time_information()
}
for (1=0;1<length; i++ )
data_byte 8 bslbf
}
}
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Description
TECHNICAL FIELD

[0001] The present technology relates to a transmis-
sion device, a transmission method, a reception device,
and a reception method, and more particularly, to a trans-
mission device and the like that insert predetermined in-
formation into a compressed audio data stream and
transmits the compressed audio data stream.

BACKGROUND ART

[0002] By a technique disclosed in Patent Document
1, for example, predetermined information inserted in a
compressed audio data stream is transmitted from a
broadcasting station, a distribution server, or the like, a
set-top box on the receiving side transmits the com-
pressed audio data stream as it is to a television receiver
via an HDMI digital interface, and the television receiver
performs information processing using the predeter-
mined information.

CITATION LIST
PATENT DOCUMENT

[0003] Patent Document 1: Japanese Patent Applica-
tion Laid-Open No. 2012-010311

SUMMARY OF THE INVENTION
PROBLEMS TO BE SOLVED BY THE INVENTION

[0004] An object of the present technology is to enable
the receiving side to readily and appropriately obtain pre-
determined information when the predetermined infor-
mation is divided into a predetermined number of audio
frames and is transmitted.

SOLUTIONS TO PROBLEMS

[0005] A concept of the present technology lies in a
transmission device that includes:

a stream generation unit that performs an encoding
process on audio data, and generates a compressed
audio data stream formed with successive audio
frames including compressed audio data;

an information insertion unit that inserts predeter-
mined information into the compressed audio data
stream; and

a stream transmission unit that transmits the com-
pressed audio data stream in which the predeter-
mined information is inserted,

in which the information insertion unit divides and
inserts the predetermined information into a prede-
termined number of audio frames of the compressed
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audio data stream, and adds first information and
second information to each piece of the divided pre-
determined information, the first information indicat-
ing whether the current piece is the first piece of the
divided predetermined information, the second infor-
mation being a count number indicating a dividing
position in descending order.

[0006] In the present technology, the stream genera-
tion unit performs an encoding process on audio data,
and generates a compressed audio data stream formed
with successive audio frames including compressed au-
dio data. The information insertion unit inserts predeter-
mined information into the compressed audio data
stream. The predetermined information may be network
access information or a media file, for example.

[0007] Here, whenthe predetermined information is di-
vided and inserted into a predetermined number of audio
frames of the compressed audio data stream, the first
information indicating whether the current piece is the
first piece of the divided information and the second in-
formation as a count number indicating the dividing po-
sition in descending order are added to each piece of the
divided information.

[0008] As described above, in the present technology,
the predetermined information is divided and inserted,
and the first information indicating whether the current
piece is the first piece of the divided information and the
second information as a count number indicating the di-
viding position in descending order are added to each
piece of the divided information. Accordingly, it is possi-
ble for the receiving side to recognize the first piece of
the divided information from the first information, recog-
nize the number of divisions from the second information
corresponding to the first piece of the divided information,
and further recognize the number of the remaining pieces
of the divided information from the second information.
Thus, the receiving side can readily and appropriately
obtain the predetermined information.

[0009] It should be noted that, in the present technol-
ogy, when inserting the predetermined information into
the compressed audio data stream, the information in-
sertion unit may add UTC-based time information for
managing time synchronization to the predetermined in-
formation, for example. In this case, the time information
may be an absolute time or the value of a difference from
a predetermined reference time. With such UTC-based
time information, it is possible to achieve affinity with a
general-purpose system.

[0010] Another concept ofthe present technology lines
in a reception device that includes:

a stream reception unit that receives a compressed
audio data stream from an external device via a dig-
ital interface, predetermined information being in-
serted in the compressed audio data stream,

respective pieces of divided information obtained by
dividing the predetermined information being insert-
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ed in a predetermined number of audio frames of the
compressed audio data stream, first information and
second information being added to each piece of the
divided information, the first information indicating
whethera current piece is the first piece of the divided
information, the second information being a count
number indicating a dividing position in descending
order;

a decoding processing unit that obtains audio data
by performing a decoding process on the com-
pressed audio data stream, and, in accordance with
the first information and the second information, ob-
tains the respective pieces of the divided information
forming the predetermined information from the pre-
determined number of audio frames; and

an information processing unit that performs infor-
mation processing using the predetermined informa-
tion obtained by the decoding processing unit.

[0011] Inthe presenttechnology, the reception unit re-
ceives a compressed audio data stream having prede-
termined information inserted therein from an external
device via a digital interface compliant with High-Defini-
tion Multimedia Interface (HDMI), for example. Here, re-
spective pieces of divided information obtained by divid-
ing the predetermined information are inserted into the
predetermined number of audio frames of the com-
pressed audio data stream, and the first information in-
dicating whether the current piece is the first piece of the
divided information and the second information as a
count number indicating the dividing position in descend-
ing order are added to each piece of the divided informa-
tion.

[0012] The decoding processing unit obtains audio da-
ta by performing a decoding process on the compressed
audio data stream, and also obtains the respective pieces
of the divided information forming the predetermined in-
formation from the predetermined number of audio
frames in accordance with the first information and the
second information. The information processing unit then
performs information processing using the predeter-
mined information obtained by the decoding processing
unit.

[0013] The predetermined information may be network
access information, for example, and the information
processing unit may obtain predetermined media infor-
mation by accessing a predetermined server in a net-
work, using the network access information. Alternative-
ly, the predetermined information may be a media file,
for example, and the information processing unit may
perform a reproduction process on the media file.
[0014] As described above, in the present technology,
the process of obtaining each piece of the divided infor-
mation forming the predetermined information from a pre-
determined number of audio frames is performed in ac-
cordance with the first information and the second infor-
mation. In this case, it is possible to recognize the first
piece of the divided information from the first information,
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recognize the number of divisions from the second infor-
mation corresponding to the first piece of the divided in-
formation, and further recognize the number of the re-
maining pieces of the divided information from the sec-
ond information. Thus, the predetermined information
can be readily and appropriately obtained.

[0015] It should be noted that, in the present technol-
ogy, UTC-based time information for managing time syn-
chronization may be added to the predetermined infor-
mation, and the information processing unit may perform
time management on the information processing using
the predetermined information, in accordance with the
UTC-based time information added to the predetermined
information.

EFFECTS OF THE INVENTION

[0016] According to the present technology, when pre-
determined information divided into a predetermined
number of audio frames is transmitted, the receiving end
can readily and appropriately obtain the predetermined
information. It should be noted that the advantageous
effects described in this specification are merely exam-
ples, and the advantageous effects of the present tech-
nology are not limited to them and may include additional
effects.

BRIEF DESCRIPTION OF DRAWINGS
[0017]

Fig. 1 is a block diagram showing an example con-
figuration of a transmission/reception system as an
embodiment.

Fig. 2 is a block diagram showing an example con-
figuration of a stream generation unit included in a
broadcast transmission device.

Fig. 3 is a diagram showing an example structure of
an audio frame (1024 samples) in transmission data
of MPEG-H 3D Audio.

Fig. 4 is a table showing a correspondence relation-
ship between types of extension elements and their
values.

Fig. 5 is a table showing an example configuration
of a universal metadata frame including universal
metadata as an extension element.

Fig. 6 is a table showing an example configuration
of the field of "time_information ()" in the universal
metadata frame.

Fig. 7 is a table showing the contents of the principal
information in the example configuration of the field
of "time_information ()" in the universal metadata
frame.

Fig. 8 is a diagram showing an example case where
container target data is transmitted with universal
metadata frames.

Fig. 9 is a diagram showing an example case where
container target data is transmitted with one univer-
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sal metadata frame.

Fig. 10 is a diagram showing an example case where
sets of container target data are transmitted with uni-
versal metadata frames.

Fig. 11 is a diagram showing an example where ex-
ecution of sets of container target data is managed
independently of audio PTS, in accordance with time
information added to sets of container target data.
Fig. 12 is a diagram showing that execution of con-
tainer target data (predetermined information) on the
receiving side can be performed without depend-
ence on any audio time stamp.

Fig. 13 is a diagram showing a specific example
where sets of container target data are subjected to
synchronization management in accordance with
time information added thereto.

Fig. 14 is a block diagram showing an example con-
figuration of a set-top box.

Fig. 15 is a block diagram showing an example con-
figuration of an audio amplifier.

Fig. 16 is a block diagram showing an example con-
figuration of a television receiver.

Fig. 17 is a block diagram showing an example con-
figuration of an HDMI transmission unitand an HDMI
reception unit.

Fig. 18 is a diagram showing periods for various
kinds of transmission data in a case where image
data is transmitted through TMDS channels.

Fig. 19 is a block diagram showing another example
configuration of a transmission/reception system.

MODES FOR CARRYING OUT THE INVENTION

[0018] The following is a description of a mode for car-
rying out the invention (the mode will be hereinafter re-
ferred to as the "embodiment"). Explanation will be made
in the following order.

1. Embodiment
2. Modifications

<1. Embodiment>

[Example Configuration of a Transmission/Reception
System]

[0019] Fig. 1 shows an example configuration of a
transmission/reception system 10 as an embodiment.
The transmission/reception system 10 includes a broad-
cast transmission device 100, a set-top box (STB) 200,
an audio amplifier (AMP) 300, and a television receiver
(TV) 500. A multichannel speaker system 400 is connect-
ed to the audio amplifier 300.

[0020] The set-top box 200 and the audio amplifier 300
are connected to each other via an HDMI cable 610. In
this case, the set-top box 200 is the source, and the audio
amplifier 300 is the destination. The audio amplifier 300
and the television receiver 500 are also connected to
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each other via an HDMI cable 620. In this case, the audio
amplifier 300 is the source, and the television receiver
500 is the destination. It should be noted that "HDMI" is
a registered trademark.

[0021] The broadcast transmission device 100 trans-
mits a transport stream TS on broadcast waves. The
transport stream TS includes a video stream and an audio
stream (a compressed audio data stream). The broad-
cast transmission device 100 inserts predetermined in-
formation, such as network access information or a me-
dia file, as container target data into the audio stream.
[0022] The network access information includes infor-
mation on a URL for connecting to a link server, and a
control code group for controlling the link server such as
"Activate" or "Inactivate"”, for example. The media file in-
cludes a general data file of character data and the like,
an audio data file, and an audio/visual data file, for ex-
ample.

[0023] The broadcasttransmission device 100 divides
and inserts the predetermined information into a prede-
termined number of audio frames of the audio stream.
Atthis point, the broadcast transmission device 100 adds
first information indicating whether the current piece is
the first piece of the divided information and second in-
formation as a countnumber indicating a dividing position
in descending order to each piece of the divided infor-
mation. It should be noted that the predetermined number
may be "1". When the predetermined number is 1, the
predetermined information is not actually divided, but the
entire information is inserted into one audio frame.
[0024] Further, when inserting the predetermined in-
formation into the audio stream, the broadcast transmis-
sion device 100 adds time information based on Coordi-
nated Universal Time (UTC) for managing time synchro-
nization to the predetermined information. For example,
the time information is an absolute time or the value of a
difference from a predetermined reference time.

[0025] The set-top box 200 receives the transport
stream TS transmitted on broadcast waves from the
broadcast transmission device 100. As described above,
the transport stream TS includes a video stream and an
audio stream, and the predetermined information is in-
serted in the audio stream.

[0026] The set-top box 200 transmits the received au-
dio stream, as well as uncompressed video data obtained
by performing a decoding process on the video stream,
to the audio amplifier 300 via the HDMI cable 610. As a
result, the predetermined information inserted in the au-
dio stream is also sent to the audio amplifier 300.
[0027] The audio amplifier 300 receives the audio
stream in which the predetermined information is insert-
ed, as well as the uncompressed video data, from the
set-top box 200 via the HDMI cable 610. The audio am-
plifier 300 obtains multichannel audio data by performing
a decoding process on the audio stream, and supplies
the audio data to the speaker system 400.

[0028] The audio amplifier 300 also transmits the re-
ceived uncompressed video data and audio stream to
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the television receiver 500 via the HDMI cable 620. As a
result, the predetermined information inserted in the au-
dio stream is also sent to the television receiver 500.
[0029] The television receiver 500 receives the audio
stream in which the predetermined information is insert-
ed, as well as the uncompressed video data, from the
audio amplifier 300 via the HDMI cable 620. The televi-
sion receiver 500 displays an image based on the un-
compressed video data. The television receiver 500 also
performs a decoding process on the audio stream, and
obtains the predetermined information.

[0030] The predetermined information is divided and
inserted into a predetermined number of audio frames of
the audio stream, and the first information indicating
whether the current piece is the first piece of the divided
information and the second information as a count
number indicating the dividing position in descending or-
der are added to each piece of the divided information.
In accordance with the first information and the second
information, the television receiver 500 obtains each
piece of the divided information forming the predeter-
mined information, from the predetermined number of
audio frames.

[0031] Inthis case, the television receiver 500 can rec-
ognize the first piece of the divided information from the
first information, recognize the number of divisions from
the second information corresponding to the first piece
of the divided information, and further recognize the
number of the remaining pieces of the divided information
fromthe second information. Thus, the televisionreceiver
500 can easily and appropriately obtain each piece of
the divided information forming the predetermined infor-
mation from the predetermined number of audio frames.
[0032] The television receiver 500 performs informa-
tion processing using the predetermined information.
When the predetermined information is network access
information, for example, the television receiver 500 ac-
cesses a predetermined server in the network, and ob-
tains predetermined media information. Further, when
the predetermined information is a media file, for exam-
ple, the television receiver 500 performs a reproduction
process on the media file.

[0033] UTC-based time information for managing time
synchronization is added to the predetermined informa-
tion. The television receiver 500 performs time manage-
ment on information processing using predetermined in-
formation in accordance with the added time information.

[Stream Generation Unit of the Broadcast Transmission
Device]

[0034] Fig. 2 shows an example configuration of a
stream generation unit 110 in the broadcast transmission
device 100. The stream generation unit 110 includes a
control unit 111, a video encoder 112, an audio encoder
113, and a multiplexer 114.

[0035] The controlunit111includes a CPU 111 a, and
controls the respective components of the stream gen-
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eration unit 110. The video encoder 112 performs encod-
ing, such as MPEG2, H.264/AVC, or H.265/HEVC, on
video data (image data) SV, to generate a video stream
(a video elementary stream). The video data SV is video
data reproduced from a recording medium such as an
HDD, or live video data obtained with a video camera,
for example.

[0036] The audio encoder 113 performs encoding on
audio data (sound data) SA in conformity with the com-
pression format of MPEG-H 3D Audio, to generate an
audio stream (an audio elementary stream). The audio
data SA corresponds to the above described video data
SV. The audio data SA is audio data reproduced from a
recording medium such as an HDD, live audio data ob-
tained with a microphone, or the like.

[0037] The audio encoder 113 includes an audio en-
coding block unit 113a and an audio framing unit 113b.
A coded block is generated at the audio encoding block
unit 113a, and framing is performed at the audio framing
unit 113b.

[0038] Under the control of the control unit 111, the
audio encoder 113 inserts the predetermined information
into the audio stream. In this embodiment, the predeter-
mined information is network access information ora me-
dia file, for example.

[0039] The audio encoder 113 divides and inserts the
predetermined information into the predetermined
number (which may be "1") of audio frames of the audio
stream. At this point, the audio encoder 113 adds the first
information indicating whether the current piece is the
first piece of the divided information and the second in-
formation as a countnumber indicating a dividing position
in descending order to each piece of the divided infor-
mation. Also, at this point, the audio encoder 113 adds
the UTC-based time information (time information indi-
cating the execution time) for managing time synchroni-
zation, to the predetermined information.

[0040] Fig. 3 shows an example structure of an audio
frame (1024 samples) in transmission data of MPEG-H
3D Audio. This audio frame is formed with MPEG audio
stream packets (mpeg Audio Stream Packets). Each
MPEG audio stream packet is formed with a header
(Header) and a payload (Payload).

[0041] The header contains information such as a
packettype (Packet Type), a packet label (PacketLabel),
and a packet length (Packet Length). The payload con-
tains information defined by the packettypeinthe header.
This payload information includes "SYNC" equivalent to
a synchronization start code, "Frame" as the actual data
of 3D audio transmission data, and "Config" indicating
the configuration of this "Frame".

[0042] "Frame" includes channel coded data and ob-
ject coded data constituting the 3D audio transmission
data. Here, the channel coded data is formed with en-
coded sample data such as a single channel element
(SCE), a channel pair element (CPE), and a low frequen-
cy element (LFE). Meanwhile, the object coded data is
formed with encoded sample data of a single channel
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element (SCE) and metadata for rendering the coded
sample data by mapping the coded sample data to a
speaker located at any appropriate position. This meta-
data is included as an extension element (Ext_element).
[0043] Inthis embodiment, an element (Ext_userdata)
having the predetermined information such as network
access information or a media file as universal metadata
(universal_metadata) is newly defined as an extension
element (Ext_element). Along with this, the configuration
information (universal_metadataConfig) about the ele-
ment (Ext_universal_metadata) is newly defined in "Con-
fig".

[0044] Fig. 4 shows the correspondence relationship
between the types (ExElementType) of extension ele-
ments (Ext_element) and their values (Value). At
present, 0 through 7 are defined. Since it is possible to
extend outside MPEG at 128 and later, 128 is newly de-
fined as the value of the type "ID _EXT
_ELE_universal_metadata", for example. In the case of
standards such as MPEG, it is also possible to define the
range from 8 to 127.

[0045] Fig. 5 shows an example configuration (syntax)
of a universal metadata frame
(universal_metadata_frame ()) including universal meta-
data as an extension element. Fig. 6 shows an example
configuration (syntax) of a field of "time_information ()"
in the universal metadata frame. Fig. 7 shows the con-
tents (semantics) of the principal information in the re-
spective example configurations.

[0046] The 8-bit field of "metadata_type" indicates the
type of the container target data. For example, "0x10"
indicates that the container target data is net access in-
formation, and "0x11" indicates that the container target
data is amediafile. The 1-bitfield of "start_flag" indicates
whether the current information piece is the start of the
container target data. Here, "1" indicates the start, while
"0" does not indicate the start. The 7-bitfield of "dcounter”
indicates the dividing position of the divided metadata
with a count number in descending order. Here, "0" indi-
cates the last piece of the divided metadata. In a case
where "start_flag" is "1" and "dcounter" is "0", the con-
tainer target data is not divided.

[0047] The 6-bit field of "dt_id" indicates the ID of the
data. The ID of the data is referred to with an application,
and an association with the ID is made. The 1-bit field of
"timing_control_flag" indicates whether synchronization
management information is inserted. Here, "1" indicates
that synchronization management information is insert-
ed, and "0" indicates that synchronization management
information is not inserted. The 8-bit field of "length" in-
dicates the size of the subsequent data with a byte count
value.

[0048] The container target data (network access in-
formation, a media file, or the like) is placed in the field
of "data_byte". Also, when "timing_control_flag" is "1",
there is the field of "time_information ()".

[0049] The 1-bitfield of "absolute_time_flag" indicates
whether the execution time is an UTC absolute time or
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whether the execution time is the value of a difference
from the reference time. Here, "1" indicates that the ex-
ecution time is an UTC absolute time. Meanwhile, "0"
indicates that the execution time is the value of a differ-
ence from the reference time.

[0050] When"absolute_time_flag"is"1 ", there are the
32-bit field of "exec_time_msw" and the 32-bit field of
"exec_time_1sw". The field of "exec_time_msw" indi-
cates the high 32 bits of the UTC absolute time, which is
the data execution time, and the field of "exec_time_1sw"
indicates the low 32 bits thereof.

[0051] When "absolute_time_flag" is "0", there are the
32-bit field of "reference_UTC_msw", the 32-bit field of

"reference_UTC_Isw", the 32-bit field of
"offset_exec_time_msw", and the 32-bit field of
"offset_exec_time_1sw". The field of

"reference_UTC_msw" indicates the high 32 bits of the
reference time, and the field of "reference_UTC_Isw" in-
dicates the low 32 bits of the reference time. The field of
"offset_exec_time_msw" indicates the high 32 bits of the
value of the difference from the reference time, which is
the data execution time, and the field of
"offset_exec_time_1sw" indicates the low 32 bits thereof.
[0052] Referring back to Fig. 2, the multiplexer 114
converts the video stream output from the video encoder
112 and the audio stream output from the audio encoder
113 into a PES packet, further converts and multiplexes
the PES packet into a transport packet, and thus obtains
the transport stream TS as a multiplexed stream.
[0053] Operation of the stream generation unit 110
shown in Fig. 2 is now briefly described. The video data
SV is supplied to the video encoder 112. In the video
encoder 112, encoding such as H.264/AVC or H.
265/HEVC is performed on the video data SV, so that a
video stream including encoded video data is generated.
[0054] Meanwhile, the audio data SA is supplied to the
audio encoder 113. In the audio encoder 113, the audio
data SA is encoded in conformity with the compression
format of MPEG-H 3D Audio, so that an audio stream (a
compressed audio data stream) is generated.

[0055] At this point, the predetermined information
(network access information, a media file, or the like) to
be inserted into the audio stream, or the container target
data, is supplied from the control unit 111 to the audio
encoder 113. In the audio encoder 113, the container
target data (the predetermined information) is divided
and inserted into a predetermined number (which may
be "1") of audio frames of the audio stream. At this point,
in the audio encoder 113, the first information indicating
whether the current piece is the first piece of the divided
information and the second information as a count
number indicating the dividing position in descending or-
der are added to each piece of the divided information.
Also, in the audio encoder 113 at this point, the UTC-
based time information (time information indicating the
execution time) for managing time synchronization is
added to the predetermined information.

[0056] The video stream generated by the video en-
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coder 112 is supplied to the multiplexer 114. Meanwhile,
the audio stream generated by the audio encoder 113 is
supplied to the multiplexer 114. Then, in the multiplexer
114, the streams supplied from the respective encoders
are packetized and multiplexed, and thus, the transport
stream TS is obtained as transmission data.

[Insertion of the Container Target Data (Predetermined
Information)]

[0057] Insertion of the container target data into an au-
dio stream is now described in greater detail. Fig. 8 shows
an example case where the container target data is trans-
mitted with universal metadata frames.

[0058] In this case, the container target data is divided
into pieces. The respective pieces of the divided infor-
mation are allocated to universal metadata frames, and
are inserted into the fields of "data_byte" (see Fig. 5).
Here, "start_flag" corresponding to the first piece of the
divided information is set to "1", which indicates that it is
the first piece of the divided information. Meanwhile,
"dcounter" corresponding to the first piece of the divided
information is set to "n-1", and "1" is added to the value
of "dcounter”, to indicate the number "n" of divisions.
[0059] Here, "start_flag" corresponding to the second
and subsequent pieces of the divided information is set
to "0", which indicates that it is not the first piece of the
divided information. Meanwhile, "dcounter" correspond-
ing to the second and subsequent pieces of the divided
information is a count number that is sequentially decre-
mented from "n-1", and indicates the dividing position as
well as the number of remaining pieces of the divided
information. Further, "dcounter” corresponding to the last
piece of the divided information is set to "0", which indi-
cates that it is the last piece of the divided information.
[0060] Alternatively, "dcounter" corresponding to the
first piece of the divided information may be set to "n",
"dcounter" corresponding to the second and subsequent
pieces of the divided information may be a counter
number that is sequentially decremented from "n", and
"dcounter" corresponding to the last piece of the divided
information may be set to "1". Here, "n" of "dcounter"
corresponding to the first piece of the divided information
indicates the number of divisions, and "dcounter" being
"1" indicates the last piece of the divided information.
[0061] Fig. 9 shows an example case where the con-
tainer target data is transmitted with one universal meta-
data frame. In this case, the container target data is not
divided but is inserted into the field of "data_byte" in one
universal metadata frame (see Fig. 5). Here, "start_flag"
is setto "1", which indicates that it is the first piece of the
divided information. Meanwhile, "dcounter" is set to "0",
which indicates that it is the last piece of the divided in-
formation. As can be seen from these pieces of informa-
tion, the container target data is not divided.

[0062] Fig. 10 shows an example case where sets of
container target data are transmitted with universal meta-
data frames. In the example shown in the drawing, two
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sets of container target data, which are container target
data A having "0" as "dt_id" and container target data B
having "1" as "dt_id", are transmitted.

[0063] Inthis case, the container target data A is divid-
ed into three pieces. The three pieces of the divided in-
formation are allocated to three universal metadata
frames and are inserted into the fields of "data_byte" (see
Fig. 5). Here, "start_flag" corresponding to the first piece
of the divided information is set to "1", which indicates
that it is the first piece of the divided information. Mean-
while, "dcounter" corresponding to the first piece of the
divided information is set to "2", and "1" is added to the
value of "dcounter", to indicate the number "3" of divi-
sions.

[0064] Here, "start_flag" corresponding to the second
piece of the divided information is set to "0", which indi-
cates thatitis notthefirst piece of the divided information.
Meanwhile, "dcounter" corresponding to the second
piece of the divided information is set to "1", to indicate
the dividing position and thatthe number of the remaining
pieces of the divided information is "1". Further,
"start_flag" corresponding to the last piece of the divided
information is set to "0", which indicates that it is not the
last piece of the divided information. Meanwhile,
"dcounter" corresponding to the last piece of the divided
information is set to "0", which indicates that it is the last
piece of the divided information.

[0065] Meanwhile, the container target data B is not
divided but is inserted into the field of "data_byte" in one
universal metadata frame (see Fig. 5). Here, "start_flag"
is setto "1", which indicates that it is the first piece of the
divided information. Meanwhile, "dcounter" is set to "0",
which indicates that it is the last piece of the divided in-
formation. As can be seen from these pieces of informa-
tion, the container target data B is not divided.

[Synchronization Management of the Container Target
Data (Predetermined Information)]

[0066] Synchronization management of the container
target data (the predetermined information) is now de-
scribed. Fig. 11 shows an example where execution of
sets of container target data is managed independently
ofthe audio PTS, in accordance with the time information
added to the sets of container target data.

[0067] In this example, execution of the container tar-
getdatahaving"1"as "dt_id"is started atthe correspond-
ing execution time (exec_time), execution of the contain-
er target data having "2" as "dt_id" is started at the cor-
responding execution time, and further, execution of the
container target data having "3" as "dt_id" is started at
the corresponding execution time.

[0068] Fig. 12 shows that execution of the container
target data (the predetermined information) on the re-
ceiving side can be performed without dependence on
any audio time stamp. In this example, the container tar-
getdatais divided into three pieces (Data_0-1, Data_0-2,
and Data_0-3), and the three pieces are allocated and
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inserted into three audio frames.

[0069] This example also shows a case where the ex-
ecution time of the container target data is represented
by the value of a difference OFS from the reference time,
and this reference time is equal to "Audio timestamp (n)".
This "Audio timestamp (n)" indicates the timing at which
outputting of audio data (an audio sample) obtained by
decoding an audio frame 0 (Frame 0) is started. This
"Audio timestamp (n)" corresponds to "UTC value".
[0070] The container target data divided and inserted
into three audio frames are transmitted, and execution
of the container target data is started at the execution
time (exec time), which is the time calculated by adding
the difference value OFS to the reference time. That is,
execution of the container target data is carried out with-
out dependence on any audio time stamp.

[0071] Here, in a case where the container target data
has a relative type stamp therein, synchronization man-
agement is carried out at a relative time based on the
execution time. For example, in a case where the con-
tainer target data is a media file such as an MP3 without
the concept of time, reproduction is immediately started
atthe execution time. Further, in a case where the current
container is a media file such as an MP4 having a relative
time stamp, for example, reproduction synchronization
management is carried out, with the execution time being
the base point.

[0072] In the example shown in Fig. 12, the execution
time of the container target data is represented by the
value of a difference OFS from the reference time. How-
ever, a similar operation can be performed in a case
where the execution time of this container target data is
represented by an UTC absolute time "UTC’ value",
which indicates the execution time (exec time). That is,
the time information indicating the execution time to be
added to the container target data may be the UTC ab-
solute time or the value of a difference from the reference
time, as described above.

[0073] Fig. 13 shows a specific example where sets of
container target data are subjected to synchronization
management in accordance with the time information
added thereto. In this example, information about the
URL for connecting to a link server and a control code
group for performing control such as "Activate" or "Inac-
tivate" on the link server are transmitted as the container
target data having "1" as "dt_id".

[0074] In this case, connecting to a link server is per-
formed with the URL at the execution time "exec time 1".
After that, from the execution time "exec time 3", control
such as "Activate" or "Inactivate" is performed on the link
server with the control code group, so that media repro-
duction is started and ended from the link server.
[0075] Further, in this example, information about the
URL for connecting to a link server and a control code
group for performing control such as "Activate" or "Inac-
tivate" on the link server are also transmitted as the con-
tainer target data having "2" as "dt_id".

[0076] In this case, connecting to a link server is per-
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formed with the URL at the execution time "exec time 2".
After that, from the execution time "exec time 4", control
such as "Activate" or "Inactivate" is performed on the link
server with the control code group, so that media repro-
duction is started and ended from the link server.
[0077] Further, in this example, a media file is trans-
mitted as the container target data having "3" as "dt_id".
From the execution time "exec time 5", reproduction of
the media file is started.

[Example Configuration of the Set-Top Box]

[0078] Fig. 14 shows an example configuration of the
set-top box 200. The set-top box 200 includes a CPU
201, aflash ROM 202, a DRAM 203, an internal bus 204,
aremote control reception unit 205, and a remote control
transmitter 206. The set-top box 200 also includes an
antenna terminal 211, a digital tuner 212, a demultiplexer
213, avideo decoder 214, an audio framing unit 215, an
HDMI transmission unit 216, and an HDMI terminal 217.
[0079] The CPU 201 controls operation of each com-
ponent of the set-top box 200. The flash ROM 202 stores
control software and data. The DRAM 203 forms a work
area for the CPU 201. The CPU 201 loads software and
data read from the flash ROM 202 into the DRAM 203,
and activates the software, to control the respective com-
ponents of the set-top box 200.

[0080] The remote control reception unit 205 receives
a remote control signal (a remote control code) transmit-
ted from the remote control transmitter 206, and supplies
the remote control signal to the CPU 201. In accordance
with this remote control code, the CPU 201 controls the
respective components of the set-top box 200. The CPU
201, the flash ROM 202, and the DRAM 203 are con-
nected to the internal bus 204.

[0081] The antenna terminal 211 is a terminal to which
a television broadcast signal received by a reception an-
tenna (now shown) is input. The digital tuner 212 proc-
essesthetelevision broadcast signal inputto the antenna
terminal 211, and outputs the transport stream TS cor-
responding to the channel selected by the user.

[0082] The demultiplexer 213 extracts a video stream
packet from the transport stream TS, and sends the pack-
et to the video decoder 214. The video decoder 214 re-
constructs the video stream from the video packet ex-
tracted by the demultiplexer 213, and performs a decod-
ing process, to obtain uncompressed video data (image
data).

[0083] The demultiplexer 213 also extracts an audio
stream packet from the transport stream TS, and recon-
structs the audio stream. The audio framing unit 215 per-
forms framing on the audio stream reconstructed in this
manner. In this audio stream, the predetermined infor-
mation (the container target data) such as network ac-
cess information or a media file is inserted as explained
in the description of the stream generation unit 110 (see
Fig. 2).

[0084] The HDMItransmission unit216 transmits, from
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the HDMI terminal 217, the uncompressed video data
obtained by the video decoder 214 and the audio stream
subjected to the framing by the audio framing unit 215,
by performing HDMI-compliant communication. To per-
form transmission through a TMDS channel compliant
with HDMI, the HDMI transmission unit 216 packs the
video data and the audio stream, and then outputs the
video data and the audio stream to the HDMI terminal
217. The HDMI transmission unit 216 will be described
later in detail.

[0085] Operation of the set-top box 200 is now briefly
described. A television broadcast signal input to the an-
tenna terminal 211 is supplied to the digital tuner 212. In
the digital tuner 212, the television broadcast signal is
processed, and the transport stream TS corresponding
to the channel selected by the user is output.

[0086] The transport stream TS output from the digital
tuner 212 is supplied to the demultiplexer 213. In the
demultiplexer 213, a video elementary stream packet is
extracted from the transport stream TS, and is sent to
the video decoder 214.

[0087] Inthe video decoder 214, after the video stream
is reconstructed from the video packet extracted by the
demultiplexer 213, a decoding process is performed on
the video stream, so that uncompressed video data is
obtained. The uncompressed video data is supplied to
the HDMI transmission unit 216.

[0088] Inthe demultiplexer 213, an audio stream pack-
et is also extracted from the transport stream TS, and
the audio stream having the predetermined information
(the container target data) such as network access infor-
mation or a media file inserted therein is reconstructed.
This audio stream is subjected to framing by the audio
framing unit 215, and is then supplied to the HDMI trans-
mission unit 216. Then, in the HDMI transmission unit
216, the uncompressed video data and the audio stream
are packed, and are transmitted from the HDMI terminal
217 to the audio amplifier 300 via the HDMI cable 610.

[Example Configuration of the Audio Amplifier]

[0089] Fig. 15 shows an example configuration of the
audio amplifier 300. The audio amplifier 300 includes a
CPU 301, a flash ROM 302, a DRAM 303, an internal
bus 304, a remote control reception unit 305, and a re-
mote control transmitter 306. The audio amplifier 300 al-
so includes an HDMI terminal 311, an HDMI reception
unit 312, an audio decoder 313, an audio processing cir-
cuit 314, an audio amplifier circuit 315, an audio output
terminal 316, an HDMI transmission unit 317, and an
HDMI terminal 318.

[0090] The CPU 301 controls operation of each com-
ponent of the audio amplifier 300. The flash ROM 302
stores control software and data. The DRAM 303 forms
a work area for the CPU 301. The CPU 301 loads soft-
ware and data read from the flash ROM 302 into the
DRAM 303, and activates the software, to control the
respective components of the audio amplifier 300.
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[0091] The remote control reception unit 305 receives
a remote control signal (a remote control code) transmit-
ted from the remote control transmitter 306, and supplies
the remote control signal to the CPU 301. In accordance
with this remote control code, the CPU 301 controls the
respective components of the audio amplifier 300. The
CPU 301, the flash ROM 302, and the DRAM 303 are
connected to the internal bus 304.

[0092] The HDMI reception unit 312 receives uncom-
pressed video data and an audio stream supplied to the
HDMI terminal 311 viathe HDMI cable 610, by performing
HDMI-compliant communication. In this audio stream,
the predetermined information (the container target data)
such as network access information or a media file is
inserted as explained in the above description of the set-
top box 200 (see Fig. 14). The HDMI reception unit 312
will be described later in detail.

[0093] The audio decoder 313 performs a decoding
process on the audio stream received by the HDMI re-
ception unit 212, to obtain uncompressed audio data
(sound data) of a predetermined number of channels.
The audio processing circuit 314 performs a necessary
upmixing/downmixing process that is required depend-
ing on the configuration of the speaker system 400 (see
Fig. 1), on the uncompressed audio data of the prede-
termined number of channels. By doing so, the audio
processing circuit 314 obtains audio data of the neces-
sary number of channels, and performs necessary
processing such as D/A conversion.

[0094] The audio amplifier circuit 315 amplifies the au-
diosignal of each channel obtained by the audio process-
ing circuit 314, and outputs the amplified audio signal to
the audio output terminal 316. It should be noted that the
speaker system 400 is connected to the audio output
terminal 316.

[0095] The HDMItransmission unit 317 transmits, from
the HDMI terminal 318, the uncompressed video data
and the audio stream received by the HDMI reception
unit 212, by performing HDMI-compliant communication.
To perform transmission through a TMDS channel com-
pliant with HDMI, the HDMI transmission unit 317 packs
the uncompressed video data and the audio stream, and
then outputs the uncompressed video data and the audio
stream to the HDMI terminal 318. The HDMI transmission
unit 317 will be described later in detail.

[0096] Operation of the audio amplifier 200 shown in
Fig. 15 is now briefly described. In the HDMI reception
unit 312, uncompressed video data and an audio stream
transmitted from the set-top box 200 to the HDMI terminal
311 via the HDMI cable 610 are received.

[0097] The audio stream received by the HDMI recep-
tion unit 312 is supplied to the audio decoder 313. In the
audio decoder 313, a decoding process is performed on
the audio stream, so that uncompressed audio data of a
predetermined number of channels is obtained. This au-
dio data is supplied to the audio processing circuit 314.
[0098] In the audio processing circuit 314, an upmix-
ing/downmixing process that is required depending on
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the configuration of the speaker system 400 (see Fig. 1)
is performed on the uncompressed audio data of the pre-
determined number of channels. As a result, audio data
of the necessary number of channels is obtained, and
necessary processing such as D/A conversion is per-
formed. The audio data of the respective channels output
from the audio processing circuit 314 is amplified by the
audio amplifier circuit 315, and is then output to the audio
output terminal 316. Thus, audio outputs of the predeter-
mined number of channels are obtained from the speaker
system 400 connected to the audio output terminal 316.
[0099] The uncompressed video data and the audio
stream received by the HDMI reception unit 312 are also
supplied to the HDMI transmission unit 317. It should be
noted that, instead of the uncompressed video data re-
ceived by the HDMI reception unit 312, video data ob-
tained by performing processing such as graphics data
superimposition on the uncompressed video data may
be supplied to the HDMI transmission unit 317. In the
HDMI transmission unit 317, the uncompressed video
data and the audio streams are packed, and are trans-
mitted from the HDMI terminal 318 to the television re-
ceiver 500 via the HDMI cable 620.

[Example Configuration of the Television Receiver]

[0100] Fig. 16 shows an example configuration of the
television receiver 500. The television receiver 500 in-
cludes a CPU 501, a flash ROM 502, a DRAM 503, an
internal bus 504, a remote control reception unit 505, a
remote control transmitter 506, and a communication in-
terface 507.

[0101] In addition, the television receiver 500 includes
an antenna terminal 511, a digital tuner 512, a demulti-
plexer 513, a video decoder 514, an HDMI terminal 515,
and an HDMI reception unit 516. The television receiver
500 further includes a video processing circuit 517, a
panel drive circuit 518, a display panel 519, an audio
decoder 520, an audio processing circuit 521, an audio
amplifier circuit 522, and a speaker 523.

[0102] The CPU 501 controls operations of the respec-
tive components of the television receiver 500. The flash
ROM 502 stores control software and data. The DRAM
503 forms a work area for the CPU 501. The CPU 501
loads software and data read from the flash ROM 502
intothe DRAM 503, and activates the software, to control
the respective components of the television receiver 500.
[0103] The remote control reception unit 505 receives
aremote control signal (a remote control code) transmit-
ted from the remote control transmitter 506, and supplies
the remote control signal to the CPU 501. In accordance
with this remote control code, the CPU 501 controls the
respective components of the television receiver 500.
The CPU 501, the flash ROM 502, and the DRAM 503
are connected to the internal bus 504.

[0104] Under the control of the CPU 501, the commu-
nication interface 507 communicates with a server exist-
ing in the network such as the Internet. The communica-
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tion interface 507 is connected to the internal bus 504.
[0105] The antenna terminal 511 is a terminal to which
a television broadcast signal received by a reception an-
tenna (now shown) is input. The digital tuner 512 proc-
essesthetelevision broadcast signal inputto the antenna
terminal 511, and outputs the transport stream TS cor-
responding to the channel selected by the user.

[0106] The demultiplexer 513 extracts a video stream
packet from the transport stream TS, and sends the pack-
et to the video decoder 514. The video decoder 514 re-
constructs the video stream from the video packet ex-
tracted by the demultiplexer 513, and performs a decod-
ing process, to obtain uncompressed video data (image
data).

[0107] The demultiplexer 513 also extracts an audio
stream packet from the transport stream TS, and recon-
structs the audio stream. In this audio stream, the pre-
determined information (the container target data) such
as network access information or a media file is inserted
as explained in the description of the stream generation
unit 110 (see Fig. 2).

[0108] The HDMI reception unit 516 receives uncom-
pressed video data and an audio stream supplied to the
HDMI terminal 515 viathe HDMI cable 620, by performing
HDMI-compliant communication. In this audio stream,
the predetermined information (the container target data)
such as network access information or a media file is
inserted as explained in the description of the audio am-
plifier 300 (see Fig. 15). The HDMI reception unit 516 will
be described later in detail.

[0109] The video processing circuit 517 performs a
scaling process, a combining process, and the like on
the video data obtained by the video decoder 514 or the
video data obtained by the HDMI reception unit 516, vid-
eo data received by the communication interface 507
from a server in the network, or the like. By doing so, the
video processing circuit 517 obtains display video data.
[0110] The panel drive circuit 518 drives the display
panel 519 in accordance with the display image data ob-
tained by the video processing circuit 517. The display
panel 519 is formed with a liquid crystal display (LCD) or
an organic electroluminescence (EL) display, for exam-
ple.

[0111] The audio decoder 520 performs a decoding
process on the audio stream obtained by the demulti-
plexer 513 or the audio stream obtained by the HDMI
reception unit 516. By doing so, the audio decoder 520
obtains uncompressed audio data (sound data). The au-
dio decoder 520 also extracts the predetermined infor-
mation (the container target data) such as network ac-
cess information or a media file inserted in the audio
stream, and transmits the predetermined information to
the CPU 501. The CPU 501 causes each component of
the television receiver 500 to perform information
processing using this predetermined information, as ap-
propriate.

[0112] Here, the predetermined information is divided
and inserted into a predetermined number (which may
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be "1 ") of audio frames of the audio stream, and the first
information indicating whether the current piece is the
first piece of the divided information and the second in-
formation as a count number indicating the dividing po-
sition in descending order are added to each piece of the
divided information. In accordance with the first informa-
tion and the second information, the audio decoder 520
obtains each piece of the divided information forming the
predetermined information, from the predetermined
number of audio frames.

[0113] In this case, the audio decoder 520 can recog-
nize the first piece of the divided information from the first
information, recognize the number of divisions from the
second information corresponding to the first piece of the
divided information, and further recognize the number of
the remaining pieces of the divided information from the
second information. Thus, the audio decoder 520 can
easily and appropriately obtain each piece of the divided
information forming the predetermined information from
the predetermined number of audio frames. Further, with
the second information (counter information), (1) itis pos-
sible for the receiving side to detect an error in a trans-
mission packet in the middle when such an error occurs,
and (2) it is also possible for the receiving side to recog-
nize an appropriate time required for the last packet of
the divided information to reach the receiving side.
[0114] The CPU 501 causes each component of the
television receiver 500 to perform information processing
using this predetermined information, as appropriate. For
example, when the predetermined information is network
access information, the television receiver 500 accesses
a predetermined server in the network, and acquires pre-
determined media information. Further, when the prede-
termined information is a media file, for example, the tel-
evision receiver 500 performs a reproduction process on
the media file. It should be noted that, if UTC-based time
information is added to the predetermined information,
time synchronization of information processing using the
predetermined information is managed in accordance
with the added time information.

[0115] The audio processing circuit 521 performs nec-
essary processing such as D/A conversion on the audio
data obtained by the audio decoder 520. The audio am-
plifier circuit 522 amplifies the sound signal output from
the audio processing circuit 521, and supplies the ampli-
fied sound signal to the speaker 523.

[0116] Operation of the television receiver 500 shown
in Fig. 16 is now briefly described. A television broadcast
signal input to the antenna terminal 511 is supplied to
the digital tuner 512. In the digital tuner 512, the television
broadcast signal is processed, and the transport stream
TS corresponding to the channel selected by the user is
obtained.

[0117] The transport stream TS obtained by the digital
tuner 512 is supplied to the demultiplexer 513. The de-
multiplexer 513 extracts a video stream packet from the
transport stream TS, and supplies the packet to the video
decoder 514. In the video decoder 514, the video stream
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is reconstructed from the video packet extracted by the
demultiplexer 513, and a decoding process is performed,
so that uncompressed video data is obtained. The un-
compressed video data is supplied to the video process-
ing circuit 517.

[0118] Inthe demultiplexer 513, an audio stream pack-
et is also extracted from the transport stream TS, and
the audio stream is reconstructed. This audio stream is
supplied to the audio decoder 520.

[0119] In the HDMI reception unit 516, the uncom-
pressed video data and the audio stream supplied to the
HDMI terminal 515 via the HDMI cable 620 are received
through HDMI-compliant communication. The uncom-
pressed video data is supplied to the video processing
circuit 517. Meanwhile, the audio stream is supplied to
the audio decoder 520.

[0120] In the video processing circuit 517, a scaling
process, acombining process, and the like are performed
on the video data obtained by the video decoder 514 or
the video data obtained by the HDMI reception unit 516,
video data received by the communication interface 507
from a server in the network, or the like. As a result, dis-
play video data is obtained.

[0121] The display video data obtained by the video
processing circuit 517 is supplied to the panel drive circuit
518. In accordance with the display video data, the panel
drive circuit 518 drives the display panel 519. As a result,
the image corresponding to the display video data is dis-
played on the display panel 519.

[0122] In the audio decoder 520, a decoding process
is performed on the audio stream obtained by the demul-
tiplexer 513 or the audio stream obtained by the HDMI
reception unit 516, so that uncompressed audio data is
obtained. The audio data obtained by the audio decoder
520 is supplied to the audio processing circuit 521. In the
audio processing circuit 521, necessary processing such
as D/A conversion is performed on the audio data. This
audio data is amplified by the audio amplifier circuit 522,
and is then supplied to the speaker 523. As a result, the
sound corresponding to the image displayed on the dis-
play panel 519 is output from the speaker 523.

[0123] Also, in the audio decoder 520, the predeter-
mined information (the containertarget data) such as net-
work access information or a media file inserted in the
audio stream is extracted. The predetermined informa-
tion extracted by the audio decoder 520 as described
above is sent to the CPU 501. Under the control of the
CPU 501, information processing using the predeter-
mined information is then performed at each component
of the television receiver 500, as appropriate.

[Example Configurations of an HDMI Transmission Unit
and an HDMI Reception Unit]

[0124] Fig. 17 shows example configurations of the
HDMI transmission unit 216 (see Fig. 14) of the set-top
box 200 and the HDMI reception unit 312 (see Fig. 15)
of the audio amplifier 300 in the transmission/reception
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system 10 shown in Fig. 1. It should be noted that exam-
ple configurations of the HDMI transmission unit 317 of
the audio amplifier 300 and the HDMI reception unit 516
of the television receiver 500 are similar to those of the
HDMI transmission unit 216 and the HDMI reception unit
312, and therefore, explanation thereof will not be made
below.

[0125] The HDMI transmission unit 216 unidirectional-
ly transmits the differential signal corresponding to the
pixel data of an uncompressed image of one screen to
the HDMI reception unit 312 through channels in an ac-
tive image period 21 (hereinafter also referred to as the
"active video period", where appropriate) (see Fig. 18)
thatis a period obtained by subtracting a horizontal blank-
ing period 22 and a vertical blanking period 23 from the
period from one vertical synchronization signal to the next
vertical synchronization signal. In the horizontal blanking
period 22 or the vertical blanking period 23, the HDMI
transmission unit 216 also unidirectionally transmits the
differential signals corresponding to at least sound data
accompanying the image, control data, other auxiliary
data, and the like, to the HDMI reception unit 312 through
the channels.

[0126] That is, the HDMI transmission unit 216 in-
cludes an HDMI transmitter 31. For example, the trans-
mitter 31 converts the pixel data of an uncompressed
image into the corresponding differential signal, and uni-
directionally and serially transmits the differential signal
to the HDMI reception unit 312 through three transition
minimized differential signaling (TMDS) channels #0, #1,
and #2, which are the channels.

[0127] Thetransmitter 31 also converts the sound data
accompanying the uncompressed image, as well as the
necessary control data, the other auxiliary data, and the
like, into the corresponding differential signals, and uni-
directionally and serially transmits the differential signals
to the HDMI reception unit 312 through the three TMDS
channels #0, #1, and #2.

[0128] In the active video period 21 (see Fig. 18), the
HDMI reception unit 312 receives the differential signal
corresponding to the pixel data transmitted unidirection-
ally from the HDMI transmission unit 216 through the
channels. In the horizontal blanking period 22 (see Fig.
18) or the vertical blanking period 23 (see Fig. 18), the
HDMI reception unit 312 also receives the differential sig-
nals corresponding to the sound data and the control
data transmitted unidirectionally from the HDMI trans-
mission unit 216 through the channels.

[0129] The transmission channels in the HDMI system
formed with the HDMI transmission unit 216 and the HD-
Ml reception unit 312 include transmission channels such
as a display data channel (DDC) 33 and a consumer
electronics control (CEC) line 34, as well as the three
TMDS channels #0 through #2 serving as the transmis-
sion channels for transmitting pixel data and sound data,
and a TMDS clock channel serving as the transmission
channel for transmitting a pixel clock.

[0130] The DDC 33 is formed with two signal lines in-
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cluded in the HDMI cable 610, and is used by the HDMI
transmission unit 216 to read extended display identifi-
cation data (EDID) from the HDMI reception unit 312 con-
nected thereto via the HDMI cable 610. That is, the HDMI
reception unit 312 includes not only the HDMI receiver
32 but also an EDID read only memory (ROM) storing
the EDID, which is performance information about the
performance (configuration and capability) thereof. As
the HDMI transmission unit 216 reads the EDID, the de-
coding capability information about the receiving side is
sent to the transmitting side.

[0131] The HDMI transmission unit 216 reads the ED-
ID, via the DDC 33, from the HDMI reception unit 312
connected thereto via the HDMI cable 610. From the ED-
ID, the CPU 201 of the set-top box 200 recognizes the
performance of the audio amplifier 300 including the HD-
MI reception unit 312.

[0132] The CEC line 34 is formed with one signal line
included in the HDMI cable 610, and is used for perform-
ing bidirectional communications of control data between
the HDMI transmission unit 216 and the HDMI reception
unit 312. The HDMI cable 610 also includes an HPD line
35 connected to a pin called Hot Plug Detect (HPD).
[0133] Using the HPD line 35, the source device can
detect the connection of a sink device (a destination de-
vice) from a DC bias potential. In this case, from the view-
point of the source device, the HPD line 35 has a function
to receive a notification of a connection status from the
sink device through a DC bias potential. From the view-
point of the sink device side, on the other hand, the HPD
line has a function to notify the source device of a con-
nection status through a DC bias potential. The HDMI
cable 610 also includes a power supply line 36 that is
used for supplying power from the source device to the
sink device.

[0134] The HDMI cable 610 further includes a reserve
line 37. There is an HDMI Ethernet channel (HEC) that
transmits an Ethernet signal, using the HPD line 35 and
the reserve line 37. There also is an audio return channel
(ARC) that transmits audio data from the destination de-
vice (the sink device) to the source device, using both
the HPD line 35 and the reserve line 37, or using only
the HPD line 35. It should be noted that "Ethernet" is a
registered trademark.

[0135] Fig. 18 shows periods of various kinds of trans-
mission data in a case where image data of 1920 pixels
x 1080 lines is transmitted through TMDS channels. Ina
video field (Video Field) in which transmission data is
transmitted through three TMDS channels compliant with
HDMI, there are the three kinds of periods: video data
periods 24 (Video Data Periods), data island periods 25
(Data Island Periods), and control periods 26 (Control
Periods).

[0136] Here, a video field period is a period from the
rising edge (Active Edge) of a vertical synchronization
signal to the rising edge of the next vertical synchroniza-
tion signal, and is divided into the horizontal blanking
period 22 (Horizontal Blanking), the vertical blanking pe-
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riod 23 (Vertical Blanking), and the active pixel period 21
(Active Video) that is the period obtained by subtracting
the horizontal blanking period and the vertical blanking
period from the video field period.

[0137] The video data periods 24 are assigned to the
active pixel period 21. In the video data periods 24, data
of active pixels (Active Pixels) equivalent to 1920 pixels
x 1080 lines, which constitute uncompressed image data
of one screen, is transmitted. Meanwhile, the data island
periods 25 and the control periods 26 are assigned to
the horizontal blanking period 22 and the vertical blanking
period 23. In the data island periods 25 and the control
periods 26, auxiliary data (Auxiliary Data) is transmitted.
[0138] Specifically, the data island periods 25 are as-
signed to some portions of the horizontal blanking period
22 and the vertical blanking period 23. In the data island
periods 25, data unrelated to control in the auxiliary data,
such as sound data packets, is transmitted. The control
periods 26 are assigned to the remaining portions of the
horizontal blanking period 22 and the vertical blanking
period 23. In the control periods 26, data related to control
in the auxiliary data, such as vertical synchronization sig-
nals, horizontal synchronization signals, and control
packets, is transmitted.

[0139] Asdescribed above, in the transmission/recep-
tion system 10 shown in Fig. 1, the broadcast transmis-
sion device 100 divides and inserts predetermined infor-
mation (container target data) into audio frames of an
audio stream, and adds, to each of the divided informa-
tion, the first information indicating whether the current
piece is the first piece of the divided information, and the
second information that is a count number indicating the
dividing position in descending order. Accordingly, it is
possible for the receiving side to recognize the first piece
of the divided information from the first information, rec-
ognize the number of divisions from the second informa-
tion corresponding to the first piece of the divided infor-
mation, and further recognize the number of the remain-
ing pieces of the divided information from the second
information. Thus, the predetermined information can be
readily and appropriately obtained.

[0140] Also, in the transmission/reception system 10
shown in Fig. 1, the broadcast transmission device 100
adds UTC-based time information (general time informa-
tion) as time information for managing time synchroniza-
tion, to the predetermined information (the container tar-
get data) inserted in the audio stream. Thus, affinity with
a general-purpose system can be achieved.

<2. Modifications>

[0141] In the above embodiment, an example where
the audio compression formatis MPEG-H 3D Audio has
been described. However, the present technology can
also be applied in cases where the audio compression
format is some other audio compression format, such as
AAC, AC3, or AC4.

[0142] Also, in the above embodiment, the set-top box
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200 is designed to receive a video stream and an audio
stream from a broadcast signal transmitted from the
broadcast transmission device 100. However, the set-
top box 200 may also receive a video stream and an
audio stream from a distribution server (a streaming serv-
er) via a network.

[0143] Also, in the above embodiment, an example
where the container is a transport stream (MPEG-2 TS)
has been described. However, the present technology
can also be applied to a system that performs distribution
with an MP4 or a container other than that. For example,
the present technology can be applied to an MPEG-
DASH-based stream distribution system, or a transmis-
sion/reception system that handles an MPEG media
transport (MMT) structure transmission stream.

[0144] Also, in the above embodiment, an example
where the audio amplifier 300 is interposed between the
set-top box 200 and the television receiver 500 has been
described. However, it is also possible to form a trans-
mission/reception system 10A in which the set-top box
200 is connected directly to the television receiver 500,
as shown in Fig. 19.

[0145] In this transmission/reception system 10A, the
set-top box 200 and the television receiver 500 are con-
nected to each other via the HDMI cable 610. In this case,
the set-top box 200 is the source, and the television re-
ceiver 500 is the destination. The audio amplifier 300 and
the television receiver 500 are connected to each other
via the HDMI cable 620. In this case, the audio amplifier
300 is the source, and the television receiver 500 is the
destination.

[0146] In this case, uncompressed video data and an
audio stream in which the predetermined information (the
container target data) such as network access informa-
tion or a media file is inserted are transmitted from the
set-top box 200 to the television receiver 500 through an
HDMI digital interface. The audio stream or decoded au-
dio data is also transmitted from the television receiver
500 to the audio amplifier 300 through an HDMI audio
return channel.

[0147] Also, in the above embodiment, the transmis-
sion/reception system 10 including the set-top box 200
and the television receiver 500 has been described. How-
ever, instead of the television receiver 500, a monitor
device, a projector, or the like may be employed. Also,
instead of the set-top box 200, a recorder with a receiving
function, a personal computer, or the like may be em-
ployed.

[0148] Further, in the above embodiment, the respec-
tive devices on the receiving side are connected by wires
through an HDM I digital interface. However, itis of course
possible to apply the present invention in cases where
the respective devices are connected by wires through
a digital interface similar to a digital interface compliant
with HDMI, or may be even wirelessly connected.
[0149] The presenttechnology may also be embodied
in the configurations described below.
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(1) A transmission device including:

a stream generation unit that performs an en-
coding process on audio data, and generates a
compressed audio data stream formed with suc-
cessive audio frames including compressed au-
dio data;

an information insertion unit that inserts prede-
termined information into the compressed audio
data stream; and

a stream transmission unit that transmits the
compressed audio data stream in which the pre-
determined information is inserted,

in which the information insertion unit divides
and inserts the predetermined information into
a predetermined number of audio frames of the
compressed audio data stream, and adds first
information and second information to each
piece of the divided predetermined information,
the first information indicating whether a current
piece is the first piece of the divided predeter-
mined information, the second information being
a count number indicating a dividing position in
descending order.

(2) The transmission device of (1), in which, when
inserting the predetermined information into the
compressed audio data stream, the information in-
sertion unit adds UTC-based time information for
managing time synchronization to the predeter-
mined information.

(3) The transmission device of (2), in which the time
information is an absolute time or the value of a dif-
ference from a predetermined reference time.

(4) The transmission device of any of (1) to (3), in
which the predetermined information is network ac-
cess information or a media file.

(5) A transmission method including:

a stream generation step of performing an en-
coding process on audio data and generating a
compressed audio data stream formed with suc-
cessive audio frames including compressed au-
dio data;

an information insertion step of inserting prede-
termined information into the compressed audio
data stream; and

a stream transmission step of transmitting the
compressed audio data stream in which the pre-
determined information is inserted, the com-
pressed audio data stream being transmitted by
a transmission unit,

in which the information insertion step includes
dividing the predetermined information into a
predetermined number and inserting the prede-
termined information into the predetermined
number of audio frames of the compressed au-
dio data stream, and adding firstinformation and
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second information to each piece of the divided
predetermined information, the first information
indicating whether a current piece is the first
piece of the divided predetermined information,
the second information being a count number
indicating a dividing position in descending or-
der.

(6) A reception device including:

a stream reception unit that receives a com-
pressed audio data stream from an external de-
vice via a digital interface, predetermined infor-
mation being inserted in the compressed audio
data stream,

respective pieces of divided information ob-
tained by dividing the predetermined information
beinginserted in a predetermined number of au-
dio frames of the compressed audio data
stream, firstinformation and second information
being added to each piece of the divided infor-
mation, the first information indicating whether
a current piece is the first piece of the divided
information, the second information being a
count number indicating a dividing position in
descending order;

a decoding processing unit that obtains audio
data by performing a decoding process on the
compressed audio data stream, and, in accord-
ance with the first information and the second
information, obtains the respective pieces of the
divided information forming the predetermined
information from the predetermined number of
audio frames; and

an information processing unit that performs in-
formation processing using the predetermined
information obtained by the decoding process-
ing unit.

(7) The reception device of (6), in which

the predetermined information is network access in-
formation, and

the information processing unit obtains predeter-
mined media information by accessing a predeter-
mined server in a network, using the network access
information.

(8) The reception device of (6), in which

the predetermined information is a media file, and
the information processing unit performs a reproduc-
tion process on the media file.

(9) The reception device of any of (6) to (8), in which
UTC-based time information for managing time syn-
chronization is added to the predetermined informa-
tion, and

the information processing unit performs time man-
agement on the information processing using the
predetermined information, in accordance with the
UTC-based time information added to the predeter-
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mined information.
(10) A reception method including:

[0150]

a stream reception step of receiving a com-
pressed audio data stream from an external de-
vice via a digital interface, predetermined infor-
mation being inserted in the compressed audio
data stream, the compressed audio data stream
being received by a reception unit,

respective pieces of divided information ob-
tained by dividing the predetermined information
being inserted in a predetermined number of au-
dio frames of the compressed audio data
stream, first information and second information
being added to each piece of the divided infor-
mation, the first information indicating whether
a current piece is the first piece of the divided
information, the second information being a
count number indicating a dividing position in
descending order;

a decoding processing step of obtaining audio
data by performing a decoding process on the
compressed audio data stream, and, in accord-
ance with the first information and the second
information, obtaining the respective pieces of
the divided information forming the predeter-
mined information from the predetermined
number of audio frames; and

an information processing step of performing in-
formation processing using the predetermined
information obtained in the decoding processing
step.

A principal feature of the present technology is

that, when predetermined information (container target
data)is divided and inserted into audio frames of an audio
stream, first information "start_flag" indicating whether
the current piece is the first piece of the divided informa-
tion, and second information "dcounter" as a count
number indicating the dividing position in descending or-
der are added to each piece of the divided information.
In this manner, the predetermined information can be
readily and appropriately obtained on the receiving side
(see Fig. 5).
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Remote control transmitter
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Video decoder

Audio framing unit

HDMI transmission unit
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Audio amplifier (AMP)
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Flash ROM
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Remote control reception unit
Remote control transmitter
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HDMI reception unit

Audio decoder

Audio processing circuit
Audio amplifier circuit
Audio output terminal
Speaker system (SP)
Television receiver (TV)
CPU

Flash ROM

DRAM
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Remote control reception unit
Remote control transmitter
Communication interface
Antenna terminal

Digital tuner
Demultiplexer

Video decoder

HDMI terminal

HDMI reception unit

Video processing circuit
Panel drive circuit
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519 Display panel

520 Audio decoder

521 Audio processing circuit
522 Audio amplifier circuit

523 Speaker

610,620 HDMI cable

Claims

1. A transmission device comprising:

a stream generation unit configured to perform
an encoding process on audio data, and gener-
ate a compressed audio data stream formed
with successive audio frames including com-
pressed audio data;

an information insertion unit configured to insert
predetermined information into the compressed
audio data stream; and

a stream transmission unit configured to trans-
mit the compressed audio data stream in which
the predetermined information is inserted,
wherein the information insertion unit divides
and inserts the predetermined information into
a predetermined number of audio frames of the
compressed audio data stream, and adds first
information and second information to each
piece of the divided predetermined information,
the first information indicating whether a current
piece is the first piece of the divided predeter-
mined information, the second information being
a count number indicating a dividing position in
descending order.

The transmission device according to claim 1,
wherein, when inserting the predetermined informa-
tion into the compressed audio data stream, the in-
formation insertion unit adds UTC-based time infor-
mation for managing time synchronization to the pre-
determined information.

The transmission device according to claim 2,
wherein the time information is one of an absolute
time and a value of a difference from a predetermined
reference time.

The transmission device according to claim 1,
wherein the predetermined information is network
access information or a media file.

A transmission method comprising:

a stream generation step of performing an en-
coding process on audio data and generating a
compressed audio data stream formed with suc-
cessive audio frames including compressed au-
dio data;
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an information insertion step of inserting prede-
termined information into the compressed audio
data stream; and

a stream transmission step of transmitting the
compressed audio data stream in which the pre-
determined information is inserted, the com-
pressed audio data stream being transmitted by
a transmission unit,

wherein the information insertion step includes
dividing the predetermined information into a
predetermined number and inserting the prede-
termined information into the predetermined
number of audio frames of the compressed au-
dio data stream, and adding firstinformation and
second information to each piece of the divided
predetermined information, the first information
indicating whether a current piece is the first
piece of the divided predetermined information,
the second information being a count number
indicating a dividing position in descending or-
der.

6. A reception device comprising:

a stream reception unit configured to receive a
compressed audio data stream from an external
device via a digital interface, predetermined in-
formation being inserted in the compressed au-
dio data stream,

respective pieces of divided information ob-
tained by dividing the predetermined information
beinginserted in a predetermined number of au-
dio frames of the compressed audio data
stream, firstinformation and second information
being added to each piece of the divided infor-
mation, the first information indicating whether
a current piece is the first piece of the divided
information, the second information being a
count number indicating a dividing position in
descending order;

a decoding processing unit configured to obtain
audio data by performing a decoding process
on the compressed audio data stream, and, in
accordance with the first information and the
second information, obtain the respective piec-
es of the divided information forming the prede-
termined information from the predetermined
number of audio frames; and

aninformation processing unitconfigured to per-
form information processing using the predeter-
mined information obtained by the decoding
processing unit.

The reception device according to claim 6, wherein
the predetermined information is network access in-
formation, and

the information processing unit obtains predeter-
mined media information by accessing a predeter-
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mined server in a network, using the network access
information.

8. The reception device according to claim 6, wherein
the predetermined information is a media file, and 5
the information processing unit performs a reproduc-
tion process on the media file.

9. The reception device according to claim 6, wherein
UTC-based time information for managing time syn- 70
chronization is added to the predetermined informa-
tion, and
the information processing unit performs time man-
agement on the information processing using the
predetermined information, in accordance with the 15
UTC-based time information added to the predeter-
mined information.

10. A reception method comprising:

20
a stream reception step of receiving a com-
pressed audio data stream from an external de-
vice via a digital interface, predetermined infor-
mation being inserted in the compressed audio
data stream, the compressed audio data stream 25
being received by a reception unit,
respective pieces of divided information ob-
tained by dividing the predetermined information
being inserted in a predetermined number of au-
dio frames of the compressed audio data 30
stream, first information and second information
being added to each piece of the divided infor-
mation, the first information indicating whether
a current piece is the first piece of the divided
information, the second information being a 35
count number indicating a dividing position in
descending order;
a decoding processing step of obtaining audio
data by performing a decoding process on the
compressed audio data stream, and, in accord- 40
ance with the first information and the second
information, obtaining the respective pieces of
the divided information forming the predeter-
mined information from the predetermined
number of audio frames; and 45
an information processing step of performing in-
formation processing using the predetermined
information obtained in the decoding processing
step.
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FIG. 9

(2) WHERE CONTAINER TARGET DATA (PREDETERMINED INFORMATION) IS
TRANSMITTED WITH ONE universal_metadata frame
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