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(54) MESSAGE SENDING METHOD AND DEVICE

(57) A message sending method and device is pro-
vided. The method includes that: a first server in a first
network receives at least one message sent by a first
terminal in the first network, and the message is sent to
a second terminal which is located in a second network;
the first server determines a mapping relationship be-
tween the first terminal and the second terminal, and the
mapping relationship includes mapping from at least one
service type supported by the first network to at least one

service type supported by the second network; and the
first server sends the at least one message to the second
terminal according to the determined mapping relation-
ship. By the present invention, a problem of incomplete
intercommunication rules between a SIMPLE IM speci-
fication and a CPM specification in the related art is
solved, and an effect of improving the intercommunica-
tion rules between the SIMPLE IM specification and the
CPM specification is further achieved.
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Description

Technical Field

[0001] The present invention relates to the field of com-
munications, and in particular to a message sending
method and device.

Background

[0002] Along with rapid development of mobile Inter-
net, services of providing various kinds of application
service for users through the mobile Internet take big
steps and severely impact conventional voice and short
message services of telecommunications. A convention-
al telecommunication operator is required to transform
to meet challenges of a mobile Internet era.
[0003] A Global system for Mobile Communication As-
sociation (GSMA) published a Rich Communication
Suite (RCS) plan in 2009 and got back responses of many
European operators. In 2010, five European telecommu-
nication giants including Telefonica of Spain, Vodafone
of Britain, Orange of France, Telecom Italia and Deut-
sche Telekom decided to launch own instant messaging
system together and named this system as "Joyn", as a
formal declaration of war to an Over The Top (OTT) ap-
plication. At present, there have been 28 operators of 17
countries throughout the world launched RCS/Joyn serv-
ice in 2014, and 85 top-level mobile operators committed
to launch RCS service before 2015. China Mobile re-
leased a "next-generation communication white paper"
at a beginning of February in 2014, to demonstrate a
determination of the China Mobile for service innovation
and transformation.
[0004] An early message type service specification es-
tablished by a Open Mobile Alliance (OMA) for RCS sys-
tems is Session Initiation Protocol Instant Messaging and
Presence Leveraging Extensions Instant Message (SIM-
PLE IM), so that operators deploying the RCS systems
in an early stage all design message type services in the
RCS systems with reference to a SIMPLE IM specifica-
tion. After publishing a Converged Internet Protocol Mes-
saging (CPM) specification, the OMA announces that no
subsequent versions of the SIMPLE IM will be estab-
lished and a new requirement will be continuously stand-
ardized in an OMA CPM project. Some operators deploy-
ing RCS systems after the CPM specification is pub-
lished, for example, the China Mobile, select to define
message type services in the RCS systems by adopting
the CPM specification. The SIMPLE IM specification and
the CPM specification have greater differences in serv-
ices of a one-to-one chat, a group chat and the like. And
for contending with an OTT service, interconnection and
intercommunication is a necessary requirement on RCS,
so that intercommunication between different RCS sys-
tems is an important factor for smooth development of
the RCS systems. However, because the CPM specifi-
cation is published later, both the GSMA and the OMA

establishes some simple intercommunication specifica-
tions or guides to describe some basic concepts and prin-
ciples in intercommunication, and there are still no com-
plete and specific implementation solutions.
[0005] For a problem of incomplete intercommunica-
tion rules between the SIMPLE IM specification and the
CPM specification in related art, there is yet no effective
solution at present.

Summary

[0006] As least some embodiments of present inven-
tion provide a message sending method and device, so
as at least partially to solve a problem of incomplete in-
tercommunication rules between a SIMPLE IM specifi-
cation and a CPM specification in the related art.
[0007] In one embodiment of the present invention, a
message sending method is provided, including: receiv-
ing, by a first server in a first network, at least one mes-
sage sent by a first terminal in the first network, and the
at least one message is sent to a second terminal and
the second terminal is located in a second network; de-
termining, by the first server, a mapping relationship be-
tween the first terminal and the second terminal, and the
mapping relationship includes mapping from at least one
service type supported by the first network to at least one
service type supported by the second network; and send-
ing, by the first server, the at least one message to the
second terminal according to the determined mapping
relationship.
[0008] In an exemplary embodiment, the mapping re-
lationship includes at least one of: a session-terminal
mapping, a session-session mapping, a terminal-session
mapping and a terminal-terminal mapping.
[0009] In an exemplary embodiment, sending, by the
first server, the at least one message to the second ter-
minal according to the mapping relationship includes:
sending, by the first server, the at least one message to
a second server in the second network according to the
mapping relationship, and the at least one message is
sent, by the second server, to the second terminal.
[0010] In an exemplary embodiment, before sending,
by the first server, the at least one message to the second
terminal according to the mapping relationship, the meth-
od further includes: caching, by the first server, the at
least one message.
[0011] In an exemplary embodiment, after caching, by
the first server, the at least one message, the method
further includes: creating, by the first server, a session
between the first server and the first terminal in a manner
of negotiation with the first terminal.
[0012] In an exemplary embodiment, before receiving,
by the first server in the first network, the at least one
message sent by the first terminal in the first network,
the method further includes: creating, by the first server,
a session between the first server and the first terminal
in a manner of negotiation with the first terminal.
[0013] In an exemplary embodiment, the first network
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and the second network are Rich Communication Suite
(RCS) networks supporting different specifications.
[0014] In another embodiment of the present invention,
a message sending method is provided, including: re-
ceiving, by a group chat server or conference server in
a first network, a request message for requesting to rec-
reate a group chat session from a terminal in a group;
and sending, by the group chat server or the conference
server, a notification message to other group chat mem-
bers in the group according to the request message, and
the notification message is used for notifying the other
group chat members in the group to recreate the group
chat session.
[0015] In an exemplary embodiment, sending, by the
group chat server or the conference server, the notifica-
tion message to the other group chat members in the
group according to the request message includes: when
the other group chat members include at least one ter-
minal in a second network, sending, by the group chat
server or the conference server, the notification message
to a second server in the second network, and the noti-
fication message is sent, by the second server, to the at
least one terminal in the second network.
[0016] In an exemplary embodiment, when the first net-
work adopts a conference-based group chat mode, the
conference server in the first network receives the re-
quest message sent by one terminal in the group; and
when the first network adopts a conference-free group
chat mode, the group chat server in the first network re-
ceives the request message sent by the one terminal in
the group.
[0017] In an exemplary embodiment, receiving, by the
group chat server or conference server in the first net-
work, the request message sent by the one terminal in
the group includes: when the one terminal in the group
is a terminal in the first network, receiving, by the group
chat server or the conference server, the request mes-
sage sent by the terminal in the group; and when the one
terminal in the group is a terminal in the second network,
receiving, by the group chat server or the conference
server, the request message sent by the terminal in the
group in a manner of receiving the request message sent
by the second server in the second network.
[0018] In an exemplary embodiment, the first network
and the second network are Rich Communication Suite
(RCS) networks supporting different specifications.
[0019] In another embodiment of the present invention,
a message sending device is provided, which is applied
to a first server in a first network and includes: a first
receiving component, arranged to receive at least one
message sent by a first terminal in the first network, and
the at least one message is sent to a second terminal,
and the second terminal is located in a second network;
a determination component, arranged to determine a
mapping relationship between the first terminal and the
second terminal, and the mapping relationship includes
mapping from at least one service type supported by the
first network to at least one service type supported by

the second network; and a first sending component, ar-
ranged to send the at least one message to the second
terminal according to the determined mapping relation-
ship.
[0020] In an exemplary embodiment, the mapping re-
lationship includes at least one of: a session-terminal
mapping, a session-session mapping, a terminal-session
mapping and a terminal-terminal mapping.
[0021] In an exemplary embodiment, the first sending
component includes: a first sending element, arranged
to send the at least one message to a second server in
the second network according to the mapping relation-
ship, and the at least one message is sent, by the second
server, to the second terminal.
[0022] In an exemplary embodiment, the device further
includes: a caching component, arranged to cache the
at least one message.
[0023] In an exemplary embodiment, the device further
includes: a first creation component, arranged to create
a session between the first server and the first terminal
in a manner of negotiation with the first terminal.
[0024] In an exemplary embodiment, the device further
includes: a second creation component, arranged to cre-
ate a session between the first server and the first termi-
nal in a manner of negotiation with the first terminal.
[0025] In an exemplary embodiment, the first network
and the second network are Rich Communication Suite
(RCS) networks supporting different specifications.
[0026] In another embodiment of the present invention,
a message sending device is provided, which is applied
to a group chat server or conference server in a first net-
work and includes: a second receiving component, ar-
ranged to receive a request message for requesting to
recreate a group chat session from a terminal in a group;
and a second sending component, arranged to send a
notification message to other group chat members in the
group according to the request message, and the notifi-
cation message is used for notifying the other group chat
members in the group to recreate the group chat session.
[0027] In an exemplary embodiment, the second send-
ing component includes: a second sending element, ar-
ranged to, when the other group chat members include
at least one terminal in a second network, send the no-
tification message to a second server in the second net-
work, and the notification message is sent, by the second
server, to the at least one terminal in the second network.
[0028] In an exemplary embodiment, when the first net-
work adopts a conference-based group chat mode, the
conference server in the first network receives the re-
quest message sent by one terminal in the group; and
when the first network adopts a conference-free group
chat mode, the group chat server in the first network re-
ceives the request message sent by the one terminal in
the group.
[0029] In an exemplary embodiment, the second re-
ceiving component includes: a first receiving element,
arranged to, when the one terminal in the group is a ter-
minal in the first network, receive the request message
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sent by the terminal in the group; and a second receiving
element, arranged to, when the one terminal in the group
is a terminal in the second network, receive the request
message sent by the terminal in the group in a manner
of receiving the request message sent by the second
server in the second network.
[0030] According to the at least some embodiments of
the present invention, the first server in the first network
receives at least one message sent by the first terminal
in the first network, and the message is sent to the second
terminal which is located in the second network; the first
server determines the mapping relationship between the
first terminal and the second terminal, and the mapping
relationship includes mapping from at least one service
type supported by the first network to at least one service
type supported by the second network; and the first serv-
er sends the at least one message to the second terminal
according to the determined mapping relationship, so
that the problem of incomplete intercommunication rules
between a SIMPLE IM specification and a CPM specifi-
cation in the related art is solved, and an effect of improv-
ing the intercommunication rules between the SIMPLE
IM specification and the CPM specification is further
achieved.

Brief Description of the Drawings

[0031] The drawings described here are adopted to
provide a further understanding to the present invention,
and form a part of the application. Schematic embodi-
ments of the present invention and descriptions thereof
are adopted to explain the present invention and not in-
tended to form improper limits to the present invention.
In the drawings:

Fig. 1 is a flowchart of a first message sending meth-
od according to an embodiment of the present in-
vention.
Fig. 2 is a flowchart of a second message sending
method according to an embodiment of the present
invention.
Fig. 3 is a structural block diagram of a first message
sending device according to an embodiment of the
present invention.
Fig. 4 is a structural block diagram of a first sending
component 36 in a first message sending device ac-
cording to an embodiment of the present invention.
Fig. 5 is a structural block diagram of a first message
sending device according to a first exemplary em-
bodiment of the present invention.
Fig. 6 is a structural block diagram of a first message
sending device according to a second exemplary
embodiment of the present invention.
Fig. 7 is a structural block diagram of a first message
sending device according to a third exemplary em-
bodiment of the present invention.
Fig. 8 is a structural block diagram of a second mes-
sage sending device according to an embodiment

of the present invention.
Fig. 9 is a structural block diagram of a second send-
ing component 84 in a second message sending de-
vice according to an embodiment of the present in-
vention.
Fig. 10 is a structural block diagram of a second re-
ceiving component 82 in a second message sending
device according to an embodiment of the present
invention.
Fig. 11 is an intercommunication networking dia-
gram of RCS networks according to an embodiment
of the present invention.
Fig. 12 is a chat flowchart from a Large mode to a
Chat mode according to an embodiment of the
present invention.
Fig. 13 is a chat flowchart from a Pager mode to a
Chat mode according to an embodiment of the
present invention.
Fig. 14 is a chat flowchart from a Chat mode to a
Large mode according to an embodiment of the
present invention.
Fig. 15 is a chat flowchart from a Chat mode to a
Pager mode according to an embodiment of the
present invention.
Fig. 16 is an intercommunication flowchart of a group
chat service according to an embodiment of the
present invention.

Detailed Description

[0032] The present invention will be described below
with reference to the drawings and in combination with
embodiments in detail. It is important to note that the
embodiments in the application and characteristics in the
embodiments are combined without conflicts.
[0033] It is important to note that terms "first", "second"
and the like in the specification, claims and drawings of
the present invention are adopted not to describe a spe-
cific sequence or order but to distinguish similar objects.
[0034] In one embodiment, a message sending meth-
od is provided. Fig. 1 is a flowchart of a first message
sending method according to an embodiment of the
present invention. According to at least one embodiment
as shown in Fig. 1, the flow includes the following steps.
[0035] At Step S102, a first server in a first network
receives at least one message sent by a first terminal in
the first network, and the at least one message is sent
to a second terminal which is located in a second network.
[0036] At Step S104, the first server determines a map-
ping relationship between the first terminal and the sec-
ond terminal, and the mapping relationship includes map-
ping from at least one service type supported by the first
network to at least one service type supported by the
second network.
[0037] At Step S106, the first server sends the at least
one message to the second terminal according to the
determined mapping relationship.
[0038] By the steps, when the at least one message is
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transmitted between two networks, the first server in the
first network transmits the at least one message accord-
ing to the determined mapping relationship of terminals
in the two networks. And the two networks are RCS net-
works supporting different specifications, for example,
the first network supports a SIMPLE IM specification and
the second network supports a CPM specification, so
that intercommunication between difference specifica-
tions is effectively implemented, the problem of incom-
plete intercommunication rules between the SIMPLE IM
specification and the CPM specification in the related
technology is solved, and an effect of improving the in-
tercommunication rules between the SIMPLE IM speci-
fication and the CPM specification is further achieved.
[0039] There are multiple mapping relationships. In an
exemplary embodiment, the mapping relationship in-
cludes at least one of: a session-terminal mapping, a
session-session mapping, a terminal-session mapping
and a terminal-terminal mapping. The terminal is under-
stood as a session-free mode, and the session is under-
stood as a session mode. Not only mapping between a
session mode to the session mode is implemented, but
also mapping between a session-free mode and the ses-
sion mode or mapping between the session-free mode
and the session-free mode is implemented, so that inter-
communication between different specifications is effec-
tively realized.
[0040] The first terminal and the second terminal are
located in different networks, and intercommunication of
the terminals between the two different networks is im-
plemented by the servers in the two different networks.
In an exemplary embodiment, the step that the first server
sends the at least one message to the second terminal
according to the mapping relationship includes that: the
first server sends the at least one message to a second
server in the second network according to the mapping
relationship, and the message is sent, by the second
server, to the second terminal.
[0041] In an exemplary embodiment, before the step
that the first server sends the at least one message to
the second terminal according to the mapping relation-
ship, the method further includes that: the first server
caches the at least one message. That is, after receiving
the at least one message sent by the first terminal, the
first server temporally not sends the at least one message
but cache the at least one message, and then sends the
at least one message at a proper opportunity.
[0042] A session is created between the first server
and the first terminal, and there may be multiple oppor-
tunities for creating the session. In an exemplary embod-
iment, the first server creates the session between the
first server and the first terminal in a manner of negotia-
tion with the first terminal after the first server caches the
at least one message, and specifically how to create the
session will be specifically described below.
[0043] When the session between the first server and
the first terminal is created, the first server also creates
the session between the first server and the first terminal

in the manner of negotiation with the first terminal before
the first server in the first network receives the at least
one message sent by the first terminal in the first network,
and specifically how to create the session will be specif-
ically described below.
[0044] In an exemplary embodiment, the first network
and the second network are RCS networks supporting
different specifications.
[0045] At least some abovementioned embodiments
are mainly for a one-to-one chat (descriptions will be
made below with a network X instead of the first network
and a network Y instead of the second network). The
whole flow will be described below in combination with
at least one specific embodiment, and the flow includes
the following steps.
[0046] At step A, an IM terminal, which is equivalent
to the abovementioned first terminal, in the network X
initiates a session to an IM terminal, which is equivalent
to the abovementioned second terminal, in the network Y.
[0047] At step A.1, before this step, a source IM termi-
nal, which is equivalent to the abovementioned first ter-
minal, initiates capability negotiation to a destination IM
terminal, which is equivalent to the abovementioned sec-
ond terminal. If the destination IM terminal does not sup-
port a one-to-one chat capability, the source IM terminal
performs failure processing. For example, the source IM
terminal feeds back a failure prompt to a worker of the
source IM terminal or sends a message to the destination
IM terminal in a short message manner.
[0048] At step A.2, if a session between the IM terminal
in the network X and the IM terminal in the network Y has
been created, step D is executed.
[0049] At step A.3, if the network X adopts a one-to-
one chat in a session-free mode, step C is executed.
[0050] At step B, an IM server in the network X exe-
cutes a flow of creating a session by the source IM ter-
minal.
[0051] The IM terminal in the network X contains a first
chat message content in the message for creating the
session.
[0052] At step C, the IM terminal in the network X sends
a chat message to the IM server in the network X.
[0053] The IM server in the network X provides a cach-
ing mechanism to cache chat content, and then sends
the chat content to an IM server in the network Y at a
proper opportunity.
[0054] At step D, the IM server in the network X initiates
session creation to the IM server in the network Y.
[0055] If the network Y adopts the one-to-one chat in
the session-free mode, or the session between the IM
server in the network Y and the destination IM terminal
in the network Y has been created, step F is executed.
[0056] At step E, after the IM server in the network Y
receives a session creation request, the IM server in the
network Y executes a flow of initiating session creation
to the destination IM terminal. In case of a failure, a reply
is created to notify the source IM terminal through the IM
server in the network X.
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[0057] At step F, the IM server in the network X estab-
lishes a mapping relationship between the source termi-
nal and the destination terminal.
[0058] According to chat service types of the network
X and the network Y, the mapping relationship is divided
into four types:

a session-terminal mapping,
a session-session mapping,
a terminal-session mapping and
a terminal-terminal mapping.

[0059] Such a mapping operation is also executed in
a stage of the steps B and C and the like.
[0060] At step G, the IM server in the network X sends
at least one chat message to the IM terminal in the net-
work Y
[0061] The IM server in the network X sends the at
least one chat message to the IM server in the network
Y, and then the IM server in the network Y sends the at
least one chat message to the IM terminal in the network
Y The IM server in the network Y provides a message
caching function.
[0062] At step H, in a process of using a chat service,
the source IM terminal and the destination IM terminal,
besides sending text message contents to each other,
further transmits reply notifications and files such as pic-
tures, videos and audios.
[0063] Fig. 2 is a flowchart of a second message send-
ing method according to an embodiment of the present
invention. According to at least one embodiment as
shown in Fig. 2, the flow includes the following steps.
[0064] At Step S202, a group chat server or conference
server in a first network receives a request message used
for requesting to recreate a group chat session from one
terminal in a group.
[0065] At Step S204, the group chat server or the con-
ference server sends a notification message to other
group chat members in the group according to the re-
quest message. The notification message is used for no-
tifying the other group chat members in the group to rec-
reate the group chat session.
[0066] The one terminal in the group is a terminal in
the first network, and is also a terminal in the second
network. By the steps, when the request message is sent,
the group chat members are located in different net-
works, so that terminals in the different networks are in-
volved, and a message transmission between the differ-
ent networks is required. The different networks are RCS
networks supporting different specifications. For exam-
ple, the first network supports a SIMPLE IM specification,
and the second network supports a CPM specification.
Therefore, intercommunication between different speci-
fications is effectively implemented, the problem of in-
complete intercommunication rules between the SIMPLE
IM specification and the CPM specification in the related
art is solved, and an effect of improving the intercommu-
nication rules between the SIMPLE IM specification and

the CPM specification is further achieved.
[0067] In an exemplary embodiment, the step that the
group chat server or the conference server sends the
notification message to the other group chat members in
the group according to the request message includes
that: when the other group chat members include a ter-
minal in a second network, the group chat server or the
conference server sends the notification message to a
second server in the second network, and the notification
message is, by the second server, sent to the terminal
in the second network. Thus it can be seen that, when
the notification message is required to be sent to a ter-
minal in another network, the notification message is sent
to a server in the other network and then sent, by the
server of the other network, to the terminal in the other
network.
[0068] When the first network adopts a conference-
based group chat mode, the conference server in the first
network receives the request message sent by the ter-
minal in the group. And when the first network adopts a
conference-free group chat mode, the group chat server
in the first network receives the request message sent
by the terminal in the group.
[0069] In an exemplary embodiment, the step that the
group chat server or conference server in the first network
receives the request message sent by the terminal in the
group includes that: when the terminal in the group is a
terminal in the first network, the group chat server or the
conference server receives the request message sent
by the terminal in the group. And when the terminal in
the group is a terminal in the second network, the group
chat server or the conference server receives the request
message sent by the terminal in the group in a manner
of receiving the request message sent by the second
server in the second network.
[0070] In an exemplary embodiment, the first network
and the second network are RCS networks supporting
different specifications.
[0071] From the above, it can be seen that the above-
mentioned embodiments mainly involve group chat serv-
ice (descriptions will be made below with a network X
instead of the first network and a network Y instead of
the second network or the other network). The whole flow
will be described below in combination with a specific
embodiment, and the flow includes the following steps.

Group chat (from the network X to the network Y)

[0072] At step A, an IM terminal in the network X initi-
ates a request to a group chat server in the network X
and the request is used for creating a group.
[0073] A member list contained in the message in-
cludes part of the group chat members, and new mem-
bers are further added anytime in a group chat process.
[0074] At step B, the IM server in the network X sends
an invitation of joining the group to other group members.
[0075] At step B.1, the network X adopts a conference-
based group chat mode, the network X allocates a con-
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ference to the group chat, and a conference server sends
the invitation to the other member groups.
[0076] At step B.2, the network X adopts a conference-
free group chat mode, and the group chat server directly
sends the invitation to the other group members.
[0077] At step C, the network X finds that a member in
the group chat is in the network Y when the group chat
invitation is sent.
[0078] The IM server in the network X sends an invi-
tation message to an IM server in the network Y, and the
IM server in the network Y sends the invitation message
to the IM terminal in the network X.
[0079] At step D, an IM terminal in the group initiates
session recreation.
[0080] At step D.1, the group chat of the network where
a group administrator is located has a conference.
[0081] The IM terminal sends a session recreation re-
quest to the conference server. If the conference server
is in a different network, the IM terminal sends the session
recreation request to the IM server in a local network and
then the IM server in the local network sends the recre-
ation request to the IM server in the different network.
The conference server sends a notification message to
the other members in the group.
[0082] At step D.2, the group chat of the network where
the group administrator is located has no conference.
[0083] The IM terminal sends the session recreation
request to the group chat server.
[0084] The group chat server determines whether the
group administrator is in the local network or the different
network according to group chat information contained
in the session recreation request.
[0085] At step D.2.1, if the group administrator is in the
local network, the group chat server in the local network
directly sends the notification message to the other mem-
bers in the group.
[0086] At step D.2.2, if the group administrator is in the
different network, the session recreation request is sent
to the IM server in the different network, and the group
chat server in the different network sends a notification
to the other members in the group.
[0087] At step E, a group administration message is
sent to the conference server by the IM terminal in the
conference-based group chat mode, and is sent to the
group chat server by the IM terminal in the conference-
free group chat mode.
[0088] At step F, a group notification message is sent
to group member IM terminals by the conference server
in the conference-based group chat mode, and is sent
to the group member IM terminals by the group chat serv-
er in the conference-free group chat mode.
[0089] In the group chat process, not only text mes-
sage contents are sent, but also transmission of files such
as videos, pictures and audios is initiated.
[0090] From the above descriptions about implemen-
tation modes, those skilled in the art clearly knows that
the methods according to the at least some abovemen-
tioned embodiments are implemented in a manner of

combining software and a necessary universal hardware
platform, and of course, are also implemented through
hardware, but the former is an exemplary implementation
mode under many circumstances. Based on such an un-
derstanding, the technical solutions of the present inven-
tion substantially or parts making contributions to a con-
ventional art are embodied in form of software product,
and the computer software product is stored in a storage
medium (for example, a Read-Only Memory (ROM)/Ran-
dom Access Memory (RAM), a magnetic disk and an
optical disk, including various instructions used for ena-
bling one terminal device (which is a mobile phone, a
computer, a server, network equipment or the like) to
execute the method of each embodiment of the present
invention.
[0091] Another embodiment further provides a mes-
sage sending device, which is arranged to implement at
least some abovementioned embodiments and exem-
plary implementation modes, and what has been de-
scribed will not be elaborated. For example, term "com-
ponent", used below, is a combination of software and/or
hardware capable of realizing a preset function. Although
the device described in the following embodiment is im-
plemented with software, implementation with hardware
or a combination of the software and the hardware is also
possible and conceivable.
[0092] Fig. 3 is a structural block diagram of a first mes-
sage sending device according to an embodiment of the
present invention. The device is applied to a first server
of a first network. According to at least one embodiment
as shown in Fig. 3, the device includes a first receiving
component 32, a determination component 34 and a first
sending component 36. The device will be described be-
low.
[0093] The first receiving component 32 is arranged to
receive at least one message sent by a first terminal in
the first network, and the message is sent to a second
terminal, and the second terminal is located in a second
network. The determination component 34 is connected
with the first receiving component 32 and arranged to
determine a mapping relationship between the first ter-
minal and the second terminal, and the mapping relation-
ship includes mapping from at least one service type sup-
ported by the first network to at least one service type
supported by the second network. And the first sending
component 36 is connected with the determination com-
ponent 34 and arranged to send the at least one message
to the second terminal according to the determined map-
ping relationship.
[0094] The mapping relationship includes at least one
of: a session-terminal mapping, a session-session map-
ping, a terminal-session mapping and a terminal-terminal
mapping.
[0095] Fig. 4 is a structural block diagram of a first
sending component 36 in a first message sending device
according to an embodiment of the present invention.
According to at least one embodiment as shown in Fig.
4, the first sending component 36 includes a first sending

11 12 



EP 3 313 037 A1

8

5

10

15

20

25

30

35

40

45

50

55

element 42. The first sending component 36 will be de-
scribed below.
[0096] The first sending element 42 is arranged to send
the at least one message to a second server in the second
network according to the mapping relationship, and the
message is sent, by the second server, to the second
terminal.
[0097] Fig. 5 is a structural block diagram of a first mes-
sage sending device according to a first exemplary em-
bodiment of the present invention. According to at least
one embodiment as shown in Fig. 5, the device further
includes a caching component 52, besides all the com-
ponents shown in Fig. 3. The device will be described
below.
[0098] The caching component 52 is connected with
the first receiving component 32 and the first sending
component 36, and arranged to cache the at least one
message.
[0099] Fig. 6 is a structural block diagram of a first mes-
sage sending device according to a second exemplary
embodiment of the present invention. According to at
least one embodiment as shown in Fig. 6, the device
further includes a first creation component 62, besides
all the components shown in Fig. 5. The device will be
described below.
[0100] The first creation component 62 is connected
with the caching component 52, and is arranged to create
a session between the first server and the first terminal
in a manner of negotiation with the first terminal.
[0101] Fig. 7 is a structural block diagram of a first mes-
sage sending device according to a third exemplary em-
bodiment of the present invention. According to at least
one embodiment as shown in Fig. 7, the device further
includes a second creation component 72, besides all
the components shown in Fig. 3. The device will be de-
scribed below.
[0102] The second creation component 72 is connect-
ed with the first receiving component 32, and is arranged
to create the session between the first server and the
first terminal in the manner of negotiation with the first
terminal.
[0103] In an exemplary embodiment, the first network
and the second network are RCS networks supporting
different specifications.
[0104] Fig. 8 is a structural block diagram of a second
message sending device according to an embodiment
of the present invention. The device is applied to a group
chat server or conference server in a first network. Ac-
cording to at least one embodiment as shown in Fig. 8,
the device includes a second receiving component 82
and a second sending component 84. The device will be
described below.
[0105] The second receiving component 82 is ar-
ranged to receive a request message for requesting to
recreate a group chat session from one terminal in a
group. The second sending component 84 is connected
with the second receiving component 82, and is arranged
to send a notification message to other group chat mem-

bers in the group according to the request message. The
notification message is used for notifying the other group
chat members in the group to recreate the group chat
session.
[0106] Fig. 9 is a structural block diagram of a second
sending component 84 in a second message sending
device according to an embodiment of the present inven-
tion. According to at least one embodiment as shown in
Fig. 9, the second sending component 84 includes a sec-
ond sending element 92. The second sending compo-
nent 84 will be described below.
[0107] The second sending element 92 is arranged to,
when the other group chat members include a terminal
in a second network, send the notification message to a
second server in the second network. The notification
message is sent, by the second server, to the terminal
in the second network.
[0108] In an exemplary embodiment, when the first net-
work adopts a conference-based group chat mode, the
conference server in the first network receives the re-
quest message sent by the terminal in the group. And
when the first network adopts a conference-free group
chat mode, the group chat server in the first network re-
ceives the request message sent by the terminal in the
group.
[0109] Fig. 10 is a structural block diagram of a second
receiving component 82 in a second message sending
device according to an embodiment of the present inven-
tion. According to at least one as shown in Fig. 10, the
second receiving component 82 includes a first receiving
element 102 and a second receiving element 104. The
second receiving component 82 will be described below.
[0110] The first receiving element 102 is arranged to,
when the terminal in the group is a terminal in the first
network, receive the request message sent by the termi-
nal in the group. The second receiving element 104 is
arranged to, when the terminal in the group is a terminal
in the second network, receive the request message sent
by the terminal in the group in a manner of receiving the
request message sent by the second server in the second
network.
[0111] From at least some abovementioned embodi-
ments, it can be seen that the present invention imple-
ments interconnection and intercommunication of a mes-
sage service between two RCS networks, including a
one-to-one chat service and a group chat service, and
supports file transmission during a one-to-one chat and
a group chat. The one-to-one chat is divided into a ses-
sion mode (for example, a Chat mode of RCS) and a
session-free mode (for example, Pager and Large modes
of RCS), and the group chat is divided into a conference-
based mode (for example, a group chat of a CPM spec-
ification) and a conference-free mode (for example, a
group chat of a SIMPLE specification). A specific RCS
network interconnection and intercommunication net-
working diagram refers to Fig. 11. Fig. 11 is an intercom-
munication networking diagram of RCS networks accord-
ing to an embodiment of the present invention.
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[0112] The one-to-one chat in the SIMPLE IM specifi-
cation mainly adopts the Chat mode, and the one-to-one
chat in the CPM specification mainly adopts the Pager
and Large modes.

Embodiment One

[0113] This embodiment of the present invention is a
specific implementation mode about intercommunication
of one-to-one chat service and provides a chat flowchart
from a Large mode to a Chat mode. The flow will be
described below, and the flow includes the following
steps.
[0114] At step A, a source IM terminal sends a SIP
INVITE request to an IM server of a source network, and
a Session Description Protocol (SDP) in a message con-
tains Message Session Relay Protocol (MSRP) client link
information.
[0115] At step B, the IM server in the source network
returns a success Acknowledgement (ACK) to the source
IM terminal, and an SDP in a message contains MSRP
server link information.
[0116] At step C, the source IM terminal creates an
MSRP link to the IM server of the source network, and
sends a SIP ACK message to indicate that a session is
successfully created.
[0117] At step D, the source IM terminal sends a chat
content to the IM server in the source network through
the MSRP link.
[0118] At step E, the IM server in the source network
receives and caches the chat content, and then sends a
BYE message to the source IM terminal to end the ses-
sion.
[0119] At step F, the IM server in the source network
sends a SIP INVITE request to an IM server of a desti-
nation network, and contains MSRP client link informa-
tion through an SDP part in a message.
[0120] At step G, the IM server in the destination net-
work returns a success ACK, and contains MSRP server
link information through an SDP part in a message.
[0121] At step H, the IM server in the source network
initiates a flow of creating an MSRP link to the IM server
in the destination network. After the link is successfully
created, the IM server of the destination network sends
a SIP ACK message to the IM server of the destination
network to indicate that a session is successfully created.
[0122] If the session is failed to be created, the IM serv-
er in the source network sends a failure reply notification
to the source IM terminal.
[0123] At step I, the IM server in the source network
sends a message content to the IM server in the desti-
nation network through the MSRP link.
[0124] At step J, the IM server in the destination net-
work sends a SIP INVITE message to a destination IM
terminal, and an SDP in the message contains MSRP
client link information.
[0125] At step K, the destination IM terminal returns a
success ACK to the IM server in the destination network,

and an SDP in a message contains MSRP server link
information.
[0126] At step L, the IM server in the destination net-
work creates an MSRP link to the destination IM terminal,
and sends a SIP ACK message to indicate that a session
is successfully created.
[0127] At step M, the IM server in the destination net-
work sends the chat content to the destination IM terminal
through the MSRP link.
[0128] Fig. 12 shows an example of a chat flow from
a Large mode to a Chat mode. Fig. 12 is a chat flowchart
from a Large mode to a Chat mode according to an em-
bodiment of the present invention. According to at least
one embodiment as shown in Fig. 12, User Equipment-
A (UE-A) is a source terminal, two components exist in
an IM server of the source network: an access/session
control component and a new message component, and
of course, the two components are also arranged in dif-
ferent servers. UE-B is a destination terminal, and the IM
server in the destination network includes an intercom-
munication gateway and an opposite network. According
to at least one embodiment as shown in Fig. 12, the flow
includes the following steps.
[0129] At step 1, the UE-A sends an INVITE message
to the access/session control component.
[0130] At step 2, the access/session control compo-
nent sends the INVITE message to the new message
component.
[0131] At step 3, the new message component returns
a SIP 180 Ringing message to the access/session control
component.
[0132] At step 4, the access/session control compo-
nent returns the SIP 180 Ringing message to the UE-A.
[0133] At step 5, the new message component returns
a 202 Accepted message to the access/session control
component.
[0134] At step 6, the access/session control compo-
nent returns the 202 Accepted message to the UE-A.
[0135] At step 7, the UE-A sends an ACK message to
the access/session control component.
[0136] At step 8, the access/session control compo-
nent sends the ACK message to the new message com-
ponent. An MSRP channel between the UE-A and the
new message component is established by Steps 7 and
8.
[0137] At step 9, the UE-A sends a chat content to the
new message component through an established link.
That is, the UE-A sends an MSRP SEND message to
the new message component.
[0138] At step 10, the new message component stores
a chat message sent by the UE-A.
[0139] At step 11, the new message component feeds
back an accepted message, i.e. the 202 Accepted mes-
sage, to the UE-A.
[0140] At step 12, the UE-A sends a BYE message to
the access/session control component.
[0141] At step 13, the access/session control compo-
nent sends the BYE message to the new message com-

15 16 



EP 3 313 037 A1

10

5

10

15

20

25

30

35

40

45

50

55

ponent.
[0142] At step 14, the new message component sends
a 200 OK message to the access/session control com-
ponent.
[0143] At step 15, the access/session control compo-
nent sends the 200 OK message to the UE-A.
[0144] At step 16, when intercommunication with a ter-
minal in another network is required, the new message
component is required to send an INVITE message to
the access/session control component.
[0145] At step 17, the access/session control compo-
nent sends the INVITE message to the intercommunica-
tion gateway.
[0146] At step 18, the intercommunication gateway re-
turns a SIP 180 Ringing message to the access/session
control component.
[0147] At step 19, the access/session control compo-
nent returns the SIP 180 Ringing message to the new
message component.
[0148] At step 20, the intercommunication gateway
sends a 202 Accepted message to the access/session
control component.
[0149] At step 21, the access/session control compo-
nent sends an ACK message to the intercommunication
gateway, and an MSRP channel is established between
the new message component and the intercommunica-
tion gateway.
[0150] At step 22, the new message component sends
a chat message (the chat message is a pre-cached mes-
sage sent by the UE-A) to the intercommunication gate-
way, that is, an MSRP SEND message is sent to the
intercommunication gateway.
[0151] At step 23, after receiving the chat message,
the intercommunication gateway stores the chat mes-
sage, and sends the chat message when necessary.
[0152] At step 24, the intercommunication gateway
feeds back a confirmation message, i.e. an MSRP 200
OK message, to the new message component.
[0153] At step 25, the new message component sends
a BYE message to the access/session control compo-
nent.
[0154] At step 26, the access/session control compo-
nent sends the BYE message to the intercommunication
gateway.
[0155] At step 27, the intercommunication gateway
sends a confirmation message, i.e. a 200 OK message,
to the access/session control component.
[0156] At step 28, the access/session control compo-
nent sends the confirmation message, i.e. the 200 OK
message, to the new message component.
[0157] At step 29, the intercommunication gateway
sends an invitation message, i.e. an INVITE message,
to the opposite network.
[0158] At step 30, the opposite network feeds back a
SIP 180 Ringing message to the intercommunication
gateway.
[0159] At step 31, the opposite network feeds back a
confirmation message, i.e. a 200 OK message, to the

intercommunication gateway.
[0160] At step 32, the intercommunication gateway
sends an ACK message to the opposite network, and an
MSRP channel between the intercommunication gate-
way and the opposite network is established.
[0161] At step 33, the intercommunication gateway
sends the stored chat message, i.e. the MSRP SEND
message, to the opposite network.
[0162] At step 34, after receiving the chat message,
the opposite network stores the chat message, and
sends the message to the UE-B when necessary.
[0163] At step 35, the opposite network sends an
MSRP 200 OK message to the intercommunication gate-
way.
[0164] At step 36, the intercommunication gateway
sends a BYE message to the opposite network.
[0165] At step 37, the opposite network feeds back a
confirmation message, i.e. a 200 OK message, to the
intercommunication gateway.

Embodiment Two

[0166] A chat flow from a Pager mode to a Chat mode
is described in this embodiment, and the flow includes
the following steps.
[0167] At step A, a source IM terminal sends a SIP
MESSAGE request to an IM server in a source network.
[0168] At step B, the IM server in the source network
receives and caches a chat content, and returns a suc-
cess ACK to the source IM terminal.
[0169] At step C, the IM server in the source network
sends a SIP INVITE request to an IM server in a desti-
nation network, and contains MSRP client link informa-
tion through an SDP part in a message.
[0170] At step D, the IM server in the destination net-
work returns a success ACK, and contains MSRP server
link information through an SDP part in a message.
[0171] At step E, the IM server in the source network
initiates a flow of creating an MSRP link to the IM server
of the destination network, and after the link is success-
fully created, sends a SIP ACK message to the IM server
of the destination network to indicate that a session is
successfully created. If the session is failed to be created,
the IM server in the source network sends a failure reply
notification to the source IM terminal.
[0172] At step F, the IM server in the source network
sends a message content to the IM server in the desti-
nation network through the MSRP link.
[0173] At step G, the IM server in the destination net-
work sends a SIP INVITE message to a destination IM
terminal, and an SDP in the message contains MSRP
client link information.
[0174] At step H, the destination IM terminal returns a
success ACK to the IM server in the destination network,
and an SDP in a message contains MSRP server link
information.
[0175] At step I, the IM server in the destination network
creates an MSRP link to the destination IM terminal, and
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sends a SIP ACK message to indicate that a session is
successfully created.
[0176] At step J, the IM server in the destination net-
work sends the chat content to the destination IM terminal
through the MSRP link.
[0177] Fig. 13 shows an example of the chat flow from
the Pager mode to the Chat mode. Fig. 13 is a chat flow-
chart from a Pager mode to a Chat mode according to
an embodiment of the present invention. According to at
least one embodiment as shown in Fig. 13, UE-A is a
source terminal, two components exist in the IM server
of the source network: a service access component and
a new message component, and of course, the two com-
ponents are also arranged in different servers. UE-B is
a destination terminal, and the IM server in the destination
network includes an intercommunication gateway and an
opposite network. The flow may include the following
steps.
[0178] At step 1, the UE-A sends a message (msg1)
to the service access component, and of course, the UE-
A further sends another message (for example, msg2
and msg3) to the service access component.
[0179] At step 2, the service access component sends
the received message to the new message component.
[0180] At step 3, the new message component feeds
back a reception determination message, i.e. a 202 Ac-
cepted message, to the service access component.
[0181] At step 4, the service access component feeds
back the 202 Accepted message to the UE-A.
[0182] At step 5, the new message component sends
a message to the service access component.
[0183] At step 6, the service access component sends
the message to the intercommunication gateway.
[0184] At step 7, after receiving the message, the in-
tercommunication gateway caches the message, and
sends the message when necessary.
[0185] At step 8, the intercommunication gateway
feeds back an accepted message, i.e. a 202 Accepted
message, to the service access component.
[0186] At step 9, the service access component sends
the 202 Accepted message to the new message compo-
nent.
[0187] At step 10, the intercommunication gateway
sends an invitation message, i.e. an INVITE message,
to the opposite network.
[0188] At step 11, the opposite network sends a SIP
18 Ringing message to the intercommunication gateway.
[0189] At step 12, the opposite network feeds back a
200 OK message and a 202 Accepted message to the
intercommunication gateway.
[0190] At step 13, the intercommunication gateway
sends an ACK message to the opposite network.
[0191] At step 14, after an MSRP channel is estab-
lished between the intercommunication gateway and the
opposite network, the intercommunication gateway
sends a cached message to the opposite network
through the established MSRP channel. That is, an
MSRP SEND message is sent.

[0192] At step 15, after receiving the message sent by
the intercommunication gateway, the opposite network
stores the message.
[0193] At step 16, the opposite network feeds back a
confirmation messages, i.e. an MSRP 200 OK message,
to the intercommunication gateway.
[0194] At step 17, the opposite network sends the
cached message to the UE-B, and moreover, the oppo-
site network feeds back a BYE message to the intercom-
munication gateway.
[0195] At step 18, the intercommunication gateway
feeds back a confirmation message, i.e. a 200 OK mes-
sage, to the opposite network.
[0196] When the opposite network returns an error
ACK or time is out, the intercommunication gateway per-
forms information interaction with the opposite network,
specifically referring to Steps 19-26 in Fig. 14.

Embodiment Three

[0197] A chat flow from a Chat mode to a Large mode
is described in this embodiment, and the flow includes
the following steps.
[0198] At step A, a source IM terminal sends a SIP
INVITE request to an IM server of a source network, an
SDP of a message containing MSRP client link informa-
tion.
[0199] At step B, the IM server of the source network
returns a success ACK to the source IM terminal, and an
SDP in a message contains MSRP server link informa-
tion.
[0200] At step C, the source IM terminal creates an
MSRP link to the IM server of the source network, and
sends a SIP ACK message to indicate that a session is
successfully created.
[0201] At step D, the source IM terminal sends a chat
content to the IM server in the source network through
the MSRP link.
[0202] At step E, the IM server in the source network
sends a SIP INVITE request to an IM server in a desti-
nation server, and contains MSRP client link information
through an SDP part in a message.
[0203] At step F, the IM server in the destination net-
work returns a success ACK, and contains MSRP server
link information through an SDP part in a message.
[0204] At step G, the IM server in the source network
initiates a flow of creating an MSRP link to the IM server
in the destination network, and after the link is success-
fully created, sends a SIP ACK message to the IM server
in the destination network to indicate that a session is
successfully created. If the session is failed to be created,
the IM server in the source network sends a failure reply
notification to the source IM terminal.
[0205] At step H, the IM server in the source network
sends a message content to the IM server in the desti-
nation network through the MSRP link.
[0206] At step I, the IM server in the destination network
sends a SIP INVITE message to a destination IM termi-
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nal, and an SDP in the message contains MSRP client
link information.
[0207] At step J, the destination IM terminal returns a
success ACK to the IM server in the destination network,
and an SDP in a message contains MSRP server link
information.
[0208] At step K, the IM server in the destination net-
work creates an MSRP link to the destination IM terminal,
and sends a SIP ACK message to indicate that a session
is successfully created.
[0209] At step L, the IM server in the destination net-
work sends the chat content to the destination IM terminal
through the MSRP link.
[0210] At step M, the IM server in the destination net-
work sends a SIP BYE message to the destination IM
terminal to end the session.
[0211] Fig. 14 shows an example of a chat flow from
a Chat mode to a Large mode. Fig. 14 is a chat flowchart
from a Chat mode to a Large mode according to an em-
bodiment of the present invention. According to at least
one embodiment as shown in Fig. 14, UE-A is a source
terminal, the IM server in the source network includes an
opposite network and an intercommunication gateway,
UE-B is a destination terminal. Two components exist in
the IM server in the destination network: a new message
component and a service access component, and of
course, the two components are also arranged in differ-
ent servers. The flow includes the following steps.
[0212] At step 1, the UE-A sends an INVITE message
to an opposite network.
[0213] At step 2, the opposite network sends the IN-
VITE message to the intercommunication gateway.
[0214] At step 3, the intercommunication gateway re-
turns a SIP 180 Ringing message to the opposite net-
work.
[0215] At step 4, the opposite network returns the SIP
180 Ringing message to the UE-A.
[0216] At step 5, the intercommunication gateway re-
turns a 202 Accepted message to the opposite network.
[0217] At step 6, the opposite network returns the 202
Accepted message to the UE-A.
[0218] At step 7, the UE-A sends an ACK message to
the opposite network.
[0219] At step 8, the opposite network sends the ACK
message to the intercommunication gateway. By Steps
7 and 8, an MSRP channel between the UE-A and the
opposite network is established, and an MSRP channel
between the opposite network and the intercommunica-
tion gateway is established.
[0220] At step 9, the UE-A sends a chat content to the
opposite network through the established MSRP chan-
nel. That is, the UE-A sends an MSRP SEND message
to the opposite network.
[0221] At step 10, the opposite network sends an
MSRP SEND message to the intercommunication gate-
way.
[0222] At step 11, the intercommunication gateway
stores a chat message sent by the UE-A.

[0223] At step 12, the intercommunication gateway
feeds back a confirmation message, i.e. an MSRP 200
OK message, to the opposite network.
[0224] At step 13, the opposite network sends the
MSRP 200 OK message to the UE-A.
[0225] At step 14, when intercommunication with a ter-
minal in another network is required, the intercommuni-
cation gateway is required to send an INVITE message
to the service access component.
[0226] At step 15, the service access component
sends the INVITE message to the new message com-
ponent.
[0227] At step 16, the new message component re-
turns a SIP 180 Ringing message to the service access
component.
[0228] At step 17, the service access component re-
turns the SIP 180 Ringing message to the intercommu-
nication gateway.
[0229] At step 18, the new message component sends
a 202 Accepted message to the service access compo-
nent.
[0230] At step 19, the service access component
sends the 202 Accepted message to the intercommuni-
cation gateway, and an MSRP channel is established
between the new message component and the intercom-
munication gateway.
[0231] At step 20, the intercommunication gateway
sends a chat message (the chat message is a pre-cached
message sent by the UE-A) to the new message com-
ponent, that is, an MSRP SEND message is sent to the
new message component.
[0232] At step 21, after receiving the chat message,
the new message component feeds back a confirmation
message, i.e. an MSRP 200 OK message, to the inter-
communication gateway.
[0233] At step 22, the intercommunication gateway
feeds back a BYE message to the service access com-
ponent.
[0234] At step 23, the service access component
sends the BYE message to the new message compo-
nent.
[0235] At step 24, the new message component sends
an INVITE message to the service access component.
[0236] At step 25, the service access component
sends the INVITE message to the UE-B.
[0237] At step 26, the UE-B feeds back a SIP 180 Ring-
ing message to the service access component.
[0238] At step 27, the service access component
sends the SIP 180 Ringing message to the new message
component.
[0239] At step 28, the new message component sends
an ACK message to the service access component.
[0240] At step 29, the service access component
sends the ACK message to the UE-B.
[0241] At step 30, after an MSRP channel between the
new message component and the UE-B is established,
the new message component sends an MSRP SEND
message to the service access component.
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[0242] At step 31, the service access component
sends the MSRP SEND message to the UE-B.
[0243] At step 32, the UE-B feeds back a confirmation
message, i.e. an MSRP 200 OK message, to the service
access component.
[0244] At step 33, the service access component
sends the MSRP 200 OK message to the new message
component.
[0245] At step 34, the new message component sends
a BYE message to the service access component.
[0246] At step 35, the service access component
sends the BYE message to the UE-B.

Embodiment Four

[0247] A chat flowchart from a Chat mode to a Pager
mode is described in this embodiment, and the flow in-
cludes the following steps.
[0248] At step A, a source IM terminal sends a SIP
INVITE request to an IM server in a source network, and
an SDP of a message contains MSRP client link infor-
mation.
[0249] At step B, the IM server in the source network
returns a success ACK to the source IM terminal, and an
SDP in a message contains MSRP server link informa-
tion.
[0250] At step C, the source IM terminal creates an
MSRP link to the IM server in the source network, and
sends a SIP ACK message to indicate that a session is
successfully created.
[0251] At step D, the source IM terminal sends a chat
content to the IM server in the source network through
the MSRP link.
[0252] At step E, the IM server in the source network
sends a SIP INVITE request to an IM server in a desti-
nation server, and contains MSRP client link information
through an SDP part in a message.
[0253] At step F, the IM server in the destination net-
work returns a success ACK, and contains MSRP server
link information through an SDP part in a message.
[0254] At step G, the IM server in the source network
initiates a flow of creating an MSRP link to the IM server
in the destination network, and after the link is success-
fully created, sends a SIP ACK message to the IM server
in the destination network to indicate that a session is
successfully created. If the session is failed to be created,
the IM server in the source network sends a failure reply
notification to the source IM terminal.
[0255] At step H, the IM server in the source network
sends a message content to the IM server in the desti-
nation network through the MSRP link.
[0256] At step I, the IM server in the destination network
sends a SIP MESSAGE to a destination IM terminal, and
the chat content is contained.
[0257] At step J, the destination IM terminal returns a
success ACK to the IM server of the destination network.
[0258] Fig. 15 shows an example of a chat flow from
a Chat mode to a Pager mode. Fig. 15 is a chat flowchart

from a Chat mode to a Pager mode according to an em-
bodiment of the present invention. According to at least
one embodiment as shown in Fig. 15, UE-A is a source
terminal, the IM server in the source network includes an
opposite network and an intercommunication gateway,
UE-B is a destination terminal. Two components exist in
the IM server in the destination network: a new message
component and a service access component, and of
course, the two components are also arranged in differ-
ent servers. The flow may include the following steps.
[0259] At step 1, the UE-A sends an INVITE message
to an opposite network.
[0260] At step 2, the opposite network sends the IN-
VITE message to the intercommunication gateway.
[0261] At step 3, the intercommunication gateway re-
turns a SIP 180 Ringing message to the opposite net-
work.
[0262] At step 4, the opposite network returns the SIP
180 Ringing message to the UE-A.
[0263] At step 5, the intercommunication gateway re-
turns a 202 Accepted message to the opposite network.
[0264] At step 6, the opposite network returns the 202
Accepted message to the UE-A.
[0265] At step 7, the UE-A sends an ACK message to
the opposite network.
[0266] At step 8, the opposite network sends the ACK
message to the intercommunication gateway. By Steps
7 and 8, an MSRP channel between the UE-A and the
opposite network is established, and an MSRP channel
between the opposite network and the intercommunica-
tion gateway is established.
[0267] At step 9, the UE-A sends a chat content to the
opposite network through the established MSRP chan-
nel. That is, the UE-A sends an MSRP SEND message
to the opposite network.
[0268] At step 10, the opposite network sends an
MSRP SEND message to the intercommunication gate-
way.
[0269] At step 11, the intercommunication gateway
stores a chat message sent by the UE-A.
[0270] At step 12, the intercommunication gateway
feeds back a confirmation message, i.e. a 200 OK mes-
sage, to the opposite network.
[0271] At step 13, the opposite network sends the 200
OK message to the UE-A.
[0272] At step 14, the intercommunication gateway
sends a message to the service access component.
[0273] At step 15, the service access component
sends the message to the new message component.
[0274] At step 16, the new message component re-
turns a 202 Accepted message to the service access
component.
[0275] At step 17, the service access component
sends the Accepted message to the intercommunication
gateway.
[0276] At step 18, the new message component sends
a message to the service access component.
[0277] At step 19, the service access component
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sends the message to the UE-B.
[0278] At step 20, the UE-B feeds back a confirmation
message, i.e. a 200 OK message, to the service access
component.
[0279] At step 21, the service access component
sends the 200 OK message to the new message com-
ponent.

Embodiment Five

[0280] A group chat in a SIMPLE IM specification does
not involve a concept of a conference, and a group chat
in a CPM specification involves the concept of the con-
ference.
[0281] An intercommunication flow of a group chat is
described in this embodiment, and the flow includes the
following steps.
[0282] When a group chat of a CPM network includes
a terminal in a SIMPLE network, the flow includes the
following steps.
[0283] At step A, a source IM terminal sends a SIP
INVITE request to an IM server in a source network, and
a number of a group chat server is determined as a called
number, an SDP in a message contains MSRP client link
information and a resource-list contains numbers of other
group members.
[0284] At step B, the IM server in the source network
returns a success ACK to the source IM terminal, and a
message contains an Identifier (ID) of a conference of
the source network and the like.
[0285] At step C, the source IM terminal creates an
MSRP link to a conference server of the source network.
[0286] At step D, the conference server in the source
network sends a SIP INVITE message to the other group
members, and a session is created with the ID of the
conference as a calling party. For a group member of a
different network, the conference server sends a SIP IN-
VITE message to an IM server in the different network
and then the IM server in the different network forwards
the SIP INVITE message to a terminal of the different
network.
[0287] At step E, an IM terminal in a destination net-
work receives the SIP INVITE message for invitation in
a group, returns a success ACK and creates an MSRP
link.
[0288] At step F, when being required to recreate a
group session, the IM terminal in the destination network
sends the SIP INVITE message to an IM server in a des-
tination network, and the ID of the conference is deter-
mined as a called party.
[0289] At step G, the IM server in the destination net-
work forwards a group session recreation message to
the conference server in the source network to recreate
a SIP session.
[0290] At step H, the IM terminal in the destination net-
work recreates an MSRP link of the session.
[0291] At step I, the conference server sends a notifi-
cation message to another member in the group.

[0292] When a group chat of the SIMPLE network in-
cludes a terminal of the CPM network, the flow includes
the following steps.
[0293] At step A, a source IM terminal sends a SIP
INVITE request to an IM server in a source network, and
a number of a group chat server is determined as a called
number, an SDP in a message contains MSRP client link
information and a resource-list contains numbers of other
group members.
[0294] At step B, the IM server in the source network
returns a success ACK to the source IM terminal.
[0295] At step C, the source IM terminal creates an
MSRP link to a group chat server in the source network.
[0296] At step D, the group chat server in the source
network sends a SIP INVITE message to the other group
members, and a session is created with an ID of a group
administrator as a calling party.
[0297] At step E, an IM terminal in a destination net-
work receives the SIP INVITE message for invitation in
a group, returns a success ACK and creates an MSRP
link.
[0298] At step F, when being required to recreate a
group session, the IM terminal in the destination network
sends the SIP INVITE message to a group chat server
in the destination network, and the number of the group
administrator is determined as a called party.
[0299] At step G, the group chat server in the destina-
tion network forwards a session recreation message to
the group chat server in the source network to recreate
a SIP session.
[0300] At step H, the IM terminal in the destination net-
work recreates an MSRP link of the session.
[0301] At step I, the group chat server in the source
network sends a notification message to another member
in the group.
[0302] Fig. 16 shows an example of an intercommuni-
cation flow of a group chat service. Fig. 16 is an inter-
communication flowchart of a group chat service accord-
ing to an embodiment of the present invention. According
to at least one embodiment as shown in Fig. 16, UE-A is
a source terminal, the IM server in the source network
includes a new message component, UE-B and UE-C
are members in a group, and a server in a network where
the UE-B is located includes an intercommunication gate-
way and an opposite network. The flow includes the fol-
lowing steps.
[0303] At step 1, the UE-A sends an INVITE message
to the new message component.
[0304] At step 2, the new message component feeds
back a SIP 180 Ringing message to the UE-A.
[0305] At step 3, the new message component creates
a conference.
[0306] At step 4, the new message component sends
a 200 Accepted message to the UE-A.
[0307] At step 5, the new message component sends
an INVITE message to the intercommunication gateway.
[0308] At step 6, the intercommunication gateway
sends the INVITE message to the opposite network.

25 26 



EP 3 313 037 A1

15

5

10

15

20

25

30

35

40

45

50

55

[0309] At step 7, the intercommunication gateway
feeds back a SIP 180 Ringing message to the new mes-
sage component.
[0310] At step 8, the opposite network feeds back a
SIP 180 Ringing message to the intercommunication
gateway.
[0311] At step 9, the UE-A sends an ACK message to
the new message component.
[0312] At step 10, the new message component sends
an INVITE message to the UE-C.
[0313] At step 11, he UE-C feeds back a SIP 180 Ring-
ing message to the new message component.
[0314] At step 12, the UE-C feeds back a 200 OK mes-
sage to the new message component.
[0315] At step 13, the opposite network feeds back a
200 OK message to the intercommunication gateway.
[0316] At step 14, the intercommunication gateway
feeds back a 200 OK message to the new message com-
ponent.
[0317] At step 15, the new message component sends
an ACK message to the UE-C, and an MSRP channel
between the new message component and the UE-C is
established.
[0318] At step 16, the new message component sends
an ACK message to the intercommunication gateway.
[0319] At step 17, the intercommunication gateway
sends the ACK message to the opposite network.
[0320] At step 18, the UE-A sends a message, i.e.
MSRP SEND, to the new message component through
an MSRP channel pre-established with the new message
component.
[0321] At step 19, after receiving the message sent by
the UE-A, the new message component stores the mes-
sage.
[0322] At step 20, the new message component feeds
back a confirmation message, i.e. MSRP 200 OK, to the
UE-A.
[0323] At step 21, the new message component sends
a message, i.e. an MSRP SEND message, to the UE-C
through the MSRP channel pre-established with the new
message component.
[0324] At step 22, the new message component sends
the MSRP SEND message to the intercommunication
gateway.
[0325] At step 23, the intercommunication gateway
sends the MSRP SEND message to the opposite net-
work.
[0326] At step 24, the UE-C sends an MSRP 200 OK
message to the new message component.
[0327] In 25, the opposite network sends an MSRP
200 OK message to the intercommunication gateway.
[0328] At step 26, the intercommunication gateway
sends the MSRP 200 OK message to the new message
component.
[0329] After the group chat is ended, operations of
Steps 28-34 are executed, including the following oper-
ations.
[0330] At step 27, the new message component sends

a BYE message to the UE-C.
[0331] At step 28, the new message component sends
a BYE message to the UE-A.
[0332] At step 29, the new message component sends
a BYE message to the intercommunication gateway.
[0333] At step 30, the intercommunication gateway
sends the BYE message to the opposite network.
[0334] At step 31, the UE-C feeds back a confirmation
message, i.e. a 200 OK message, to the new message
component.
[0335] At step 32, the UE-A feeds back a confirmation
message, i.e. a 200 OK message, to the new message
component.
[0336] At step 33, the opposite network feeds back a
confirmation message, i.e. a 200 OK message, to the
intercommunication gateway.
[0337] At step 34, the intercommunication gateway
feeds back a confirmation message, i.e. a 200 OK mes-
sage, to the new message component.
[0338] When the opposite network returns an error
ACK or time is out, operations of Steps 36-39 are exe-
cuted, including the following operations.
[0339] At step 35, the intercommunication gateway
sends an INVITE message to the opposite network.
[0340] At step 36, the intercommunication gateway
sends a SIP 180 Ringing message to the new message
component.
[0341] At step 37, the opposite network feeds back a
SIP 180 Ringing message to the intercommunication
gateway.
[0342] At step 38, the opposite network feeds back a
4XX or timeout message to the intercommunication gate-
way.
[0343] At step 39, the intercommunication gateway
feeds back a 4XX message to the new message com-
ponent.
[0344] By the at least some abovementioned embod-
iments of the present invention, interconnection and in-
tercommunication of a message service between two
RCS networks, i.e. intercommunication of different one-
to-one chat services and intercommunication of different
group chat services under different RCS networks, is im-
plemented, and a file transmission function under a mes-
sage type service is supported.
[0345] It is important to note that each of the above-
mentioned components is implemented through software
or hardware, and the latter condition is implemented in,
but not limited to, the following manner: components are
all located in the same processor; or, components are
located in multiple processors respectively.
[0346] Another embodiment of the present invention
further provides a storage medium. In this embodiment,
the storage medium is arranged to store program codes
used for executing the following steps.
[0347] At step S1, a first server in a first network re-
ceives at least one message sent by a first terminal in
the first network, and the at least one message is sent
to a second terminal, and the second terminal is located
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in a second network.
[0348] At step S2, the first server determines a map-
ping relationship between the first terminal and the sec-
ond terminal, and the mapping relationship includes map-
ping from at least one service type supported by the first
network to at least one service type supported by the
second network.
[0349] At step S3, the first server sends the at least
one message to the second terminal according to the
determined mapping relationship.
[0350] Optionally, the storage medium is further ar-
ranged to store program codes used for executing the
following steps.
[0351] At step S1, a group chat server or conference
server in the first network receives a request message
for requesting to recreate a group chat session from one
terminal in a group.
[0352] At step S2, the group chat server or the confer-
ence server sends a notification message to other group
chat members in the group according to the request mes-
sage. And the notification message is used for notifying
the other group chat members in the group to recreate
the group chat session.
[0353] Optionally, in this embodiment, the storage me-
dium includes, but not limited to, various media capable
of storing program codes such as a U disk, a ROM, a
RAM, a mobile hard disk, a magnetic disk or an optical
disk.
[0354] Optionally, specific examples in the embodi-
ment refer to the examples described in the at least some
abovementioned embodiments and exemplary imple-
mentation modes, and will not be elaborated herein.
[0355] Obviously, those skilled in the art should know
that each component or each step of the present inven-
tion is implemented by a universal computing device, and
the components or steps are concentrated on a single
computing device or distributed on a network formed by
a plurality of computing devices, and optionally be imple-
mented by program codes executable for the computing
devices, so that the components or steps are stored in a
storage device for execution with the computing devices,
the shown or described steps may be executed in se-
quences different from those described here in some cir-
cumstances, or form each integrated circuit component
respectively, or multiple components or steps therein
form a single integrated circuit component for implemen-
tation. As a consequence, the present invention is not
limited to any specific hardware and software combina-
tion.
[0356] The above are the exemplary embodiment of
the present invention and not intended to limit the present
invention. For those skilled in the art, the present inven-
tion may have various modifications and variations. Any
modifications, equivalent replacements, improvements
and the like made within the spirit and principle of the
present invention shall fall within the scope of protection
of the present invention.

Industrial Applicability

[0357] As mentioned above, the message sending
method and device provided by at least some embodi-
ments of the present invention have the following bene-
ficial effects: a problem of incomplete intercommunica-
tion rules between a SIMPLE IM specification and a CPM
specification in the related technology is solved, and an
effect of improving the intercommunication rules be-
tween the SIMPLE IM specification and the CPM speci-
fication is further achieved.

Claims

1. A message sending method, comprising:

receiving, by a first server in a first network, at
least one message sent by a first terminal in the
first network, wherein the at least one message
is sent to a second terminal, and the second
terminal is located in a second network;
determining, by the first server, a mapping rela-
tionship between the first terminal and the sec-
ond terminal, wherein the mapping relationship
comprises mapping from at least one service
type supported by the first network to at least
one service type supported by the second net-
work; and
sending, by the first server, the at least one mes-
sage to the second terminal according to the de-
termined mapping relationship.

2. The method as claimed in claim 1, wherein the map-
ping relationship comprises at least one of: a ses-
sion-terminal mapping, a session-session mapping,
a terminal-session mapping and a terminal-terminal
mapping.

3. The method as claimed in claim 1, wherein sending,
by the first server, the at least one message to the
second terminal according to the mapping relation-
ship comprises:

sending, by the first server, the at least one mes-
sage to a second server in the second network
according to the mapping relationship, wherein
the at least one message is sent, by the second
server, to the second terminal.

4. The method as claimed in claim 1, wherein before
sending, by the first server, the at least one message
to the second terminal according to the mapping re-
lationship, the method further comprises:

caching, by the first server, the at least one mes-
sage.
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5. The method as claimed in claim 4, wherein after
caching, by the first server, the at least one message,
the method further comprises:

creating, by the first server, a session between
the first server and the first terminal in a manner
of negotiation with the first terminal.

6. The method as claimed in claim 1, wherein before
receiving, by the first server in the first network, the
at least one message sent by the first terminal in the
first network, the method further comprises:

creating, by the first server, a session between
the first server and the first terminal in a manner
of negotiation with the first terminal.

7. The method as claimed in any one of claims 1-6,
wherein the first network and the second network
are Rich Communication Suite (RCS) networks sup-
porting different specifications.

8. A message sending method, comprising:

receiving, by a group chat server or conference
server in a first network, a request message for
requesting to recreate a group chat session from
a terminal in a group; and
sending, by the group chat server or the confer-
ence server, a notification message to other
group chat members in the group according to
the request message, wherein the notification
message is used for notifying the other group
chat members in the group to recreate the group
chat session.

9. The method as claimed in claim 8, wherein sending,
by the group chat server or the conference server,
the notification message to the other group chat
members in the group according to the request mes-
sage comprises:

when the other group chat members comprise
at least one terminal in a second network, send-
ing, by the group chat server or the conference
server, the notification message to a second
server in the second network, wherein the noti-
fication message is sent, by the second server,
to the at least one terminal in the second net-
work.

10. The method as claimed in claim 8, wherein, when
the first network adopts a conference-based group
chat mode, the conference server in the first network
receives the request message sent by one terminal
in the group; and when the first network adopts a
conference-free group chat mode, the group chat
server in the first network receives the request mes-

sage sent by the one terminal in the group.

11. The method as claimed in claim 8, wherein receiving,
by the group chat server or conference server in the
first network, the request message sent by the one
terminal in the group comprises:

when the one terminal in the group is a terminal
in the first network, receiving, by the group chat
server or the conference server, the request
message sent by the terminal in the group; and
when the one terminal in the group is a terminal
in the second network, receiving, by the group
chat server or the conference server, the request
message sent by the terminal in the group in a
manner of receiving the request message sent
by the second server in the second network.

12. The method as claimed in any one of claims 8-11,
wherein the first network and the second network
are Rich Communication Suite (RCS) networks sup-
porting different specifications.

13. A message sending device, applied to a first server
in a first network and comprising:

a first receiving component, arranged to receive
at least one message sent by a first terminal in
the first network, wherein the at least one mes-
sage is sent to a second terminal, and the sec-
ond terminal is located in a second network;
a determination component, arranged to deter-
mine a mapping relationship between the first
terminal and the second terminal, wherein the
mapping relationship comprises mapping from
at least one service type supported by the first
network to at least one service type supported
by the second network; and
a first sending component, arranged to send the
at least one message to the second terminal ac-
cording to the determined mapping relationship.

14. The device as claimed in claim 13, wherein the map-
ping relationship comprises at least one of: a ses-
sion-terminal mapping, a session-session mapping,
a terminal-session mapping and a terminal-terminal
mapping.

15. The device as claimed in claim 13, wherein the first
sending component comprises:

a first sending element, arranged to send the at
least one message to a second server in the
second network according to the mapping rela-
tionship, wherein the at least one message is
sent, by the second server, to the second termi-
nal.
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16. The device as claimed in claim 13, wherein the de-
vice further comprises:

a caching component, arranged to cache the at
least one message.

17. The device as claimed in claim 16, wherein the de-
vice further comprises:

a first creation component, arranged to create a
session between the first server and the first ter-
minal in a manner of negotiation with the first
terminal.

18. The device as claimed in claim 13, wherein the de-
vice further comprises:

a second creation component, arranged to cre-
ate a session between the first server and the
first terminal in a manner of negotiation with the
first terminal.

19. The device as claimed in any one of claims 13-18,
wherein the first network and the second network
are Rich Communication Suite (RCS) networks sup-
porting different specifications.

20. A message sending device, applied to a group chat
server or conference server in a first network and
comprising:

a second receiving component, arranged to re-
ceive a request message for requesting to rec-
reate a group chat session from a terminal in a
group; and
a second sending component, arranged to send
a notification message to other group chat mem-
bers in the group according to the request mes-
sage, wherein the notification message is used
for notifying the other group chat members in
the group to recreate the group chat session.

21. The device as claimed in claim 20, wherein the sec-
ond sending component comprises:

a second sending element, arranged to, when
the other group chat members comprise at least
one terminal in a second network, send the no-
tification message to a second server in the sec-
ond network, wherein the notification message
is sent, by the second server, to the at least one
terminal in the second network.

22. The device as claimed in claim 20, wherein, when
the first network adopts a conference-based group
chat mode, the conference server in the first network
receives the request message sent by one terminal
in the group; and when the first network adopts a

conference-free group chat mode, the group chat
server in the first network receives the request mes-
sage sent by the one terminal in the group.

23. The device as claimed in claim 20, wherein the sec-
ond receiving component comprises:

a first receiving element, arranged to, when the
one terminal in the group is a terminal in the first
network, receive the request message sent by
the terminal in the group; and
a second receiving element, arranged to, when
the one terminal in the group is a terminal in the
second network, receive the request message
sent by the terminal in the group in a manner of
receiving the request message sent by the sec-
ond server in the second network.
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