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(54) METHOD FOR SLOWING DOWN A SPEECH IN AN INPUT MEDIA CONTENT

(57) The present invention relates to a method for
slowing down speech in an input audio signal constituted
by a sequence of audio frames, comprising performing
steps of:
(a) classifying the audio frames as speech, non-speech,
or pause, so as to divide said audio signal into speech
segments bounded by non-speech segments;
(b) for each speech segment:
1. dividing it into a sequence of intervowel segments;
2. calculating an average intervowel distance (Tavg), and
determining a non-linear stretching transfer function
mapping an input intervowel distance (Tin) to an output
intervowel distance (Tout) as a function of said average
intervowel distance (Tavg) and a given target intervowel
distance (Ttarget);
3. for each intervowel segment, stretching it using the
determined stretching transfer function so as to generate
updated audio frames;

(c) generating as output signal the input audio signal
wherein for each intervowel segment of each speech
segment the corresponding audio frames have been re-
placed by the updated audio frames.

The present invention also relates to an equipment
for carrying out said method.
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Description

FIELD OF THE INVENTION

[0001] The field of this invention is that of audio signal
processing.
[0002] More precisely, the invention relates to a meth-
od for slowing down speech in media content.

BACKGROUND OF THE INVENTION

[0003] Audio-visual media are omnipresent nowa-
days, and a large part of the information is provided in
the form of speech, often with a high speaking rate for
faster distribution.
[0004] This makes the flow of information sometimes
difficult to grasp, especially for the non-native speakers,
the elderly, or the hearing-impaired.
[0005] There is consequently an immediate demand
for a way to increase the intelligibility of fast speech, in
particular by slowing it down to speeds that are more
comfortable for the listener.
[0006] However, it is not possible to simply play an
audio signal containing speech at a slower pace, be-
cause it also results in an alteration of the pitch and warp-
ing of the spectrum. Consequently the speech intelligi-
bility is not increased, but even decreased.
[0007] Thus, there have been proposed approaches
towards "Time Scale Modification" (TSM), i.e. slowing
down or speeding up the audio signal without affecting
the frequency content, such as the perceived pitch of any
tonal components.
[0008] TSM may be performed by processing the audio
signal directly in the time domain, or in a transformation
domain, e.g. in the Fourier domain.
[0009] In particular, "SOLA" (synchronized overlap-
add) is a type of Time-Domain TSM algorithms, which
perform slow-down by repeating segments locally. They
determine the overlap points by finding the maximum
cross-correlation in order to minimize discontinuity dis-
tortion, but such distortion is always there, though typi-
cally attenuated by a cross-fade on the overlap add.
These methods are especially well-suited to speech.
[0010] For example, in the patent document
US7853447, a maximum is found in every search range
defined with the pitch period and speech is divided ac-
cording to these maximums. TSM is done to these seg-
ments with linear cross-fading. The processed sections
of the speech are inserted in between not processed sec-
tions to slow down speech. The processed sections re-
place the not processed sections to speed up the speech.
[0011] In the patent document US6484137, the output
signals are composed according to a table, which con-
tains a pattern of what segments to process and what
segments to pass through. More specifically, low-energy
segments, segments with low probability of containing a
human voice, high-stationarity segments, and/or seg-
ments with no detected distortion are selected with pri-

ority. Linear cross-fading is used to make the data com-
pression/expansion. The correlation is calculated for the
subband that contains the highest energy and the sub-
band that contains the pitch frequency.
[0012] The patent document US7412379 proposes a
dual approach in which unvoiced frames are expanded
using a parametric technique and voiced frames are ex-
panded using a waveform based technique, such as SO-
LA. The unvoiced frames are expanded by inserting
noise colored using linear predictive coefficients extract-
ed from the speech signal.
[0013] In practice, such methods appear to not have
an important effect on intelligibility, as the speech is not
slown down in a "natural way".
[0014] In the document "Methods of Improving Speech
Intelligibility for Listeners with Hearing Resolution Defi-
cit", by A. Kupryjanow and A. Czyzewski 2012, a new
method for real-time time scale modification of speech
signal is proposed in which the syllable rate is estimated,
and a stretching coefficient for every signal frame is cal-
culated based on the syllable rate. This method does
increase intelligibility, but it stretches the audio frame by
frame, only using the speech rate within 1.5 s as context
and the phonetic character of the frame. Thus it fails to
capture the local dynamics in the speech rate as evident
by the variation of the distances between succeeding
vowels. Specifically, it does not put special focus on the
fast segments in an utterance, which impact intelligibility
the most. On the frame level, the method also does not
strategically spread the application of the stretching al-
gorithm across the parts favorable for stretching to re-
duce processing artifacts, instead applying it on the fly
for each frame as it comes.
[0015] Consequently, there is a still a need for a new
method for slowing down speech designed to generate
a high-quality natural sounding speech output, leading
to improved intelligibility and consumer comfort.

SUMMARY OF THE INVENTION

[0016] For these purposes, the present invention pro-
vides according to a first aspect a method for slowing
down speech in an input media content received by an
equipment comprising a processing unit, the input media
content comprising an input audio signal constituted by
a sequence of audio frames, the method being charac-
terized in that it comprises performing by the processing
unit steps of:

(a) classifying the audio frames as speech, non-
speech, or pause, so as to divide said audio signal
of the media content into speech segments bounded
by non-speech segments;
(b) for each speech segment:

1. dividing the speech segment into a sequence
of intervowel segments;
2. calculating an average intervowel distance of
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the speech segment, and determining a non-
linear stretching transfer function mapping an
input intervowel distance to an output intervowel
distance as a function of said average intervowel
distance and a given target intervowel distance;
3. for each intervowel segment of the speech
segment, stretching the intervowel segment us-
ing the determined stretching transfer function
so as to generate updated audio frames of the
intervowel segment;

(c) generating an output media content comprising
as output signal the input audio signal wherein for
each intervowel segment of each speech segment
the corresponding audio frames have been replaced
by the updated audio frames.

[0017] Preferred but non limiting features of the
present invention are as follow:

• step (a) comprises for each audio frame:

- determining whether the audio frame is silent by
analysing the energy of the audio signal within
the frame;

- if the audio frame is not determined as silent,
classifying it as speech or non-speech;

• step (a) further comprises:

- if the audio frame is determined as silent, clas-
sifying it as pause if it is a part of a procession
of a plurality of silent audio frames, else classi-
fying it as speech or non-speech according to
neighbouring classified audio frames;

• said input media content is received as a stream,
audio frames being successively read from an input
buffer of a memory unit of the equipment to be clas-
sified, wherein:

- Step (b) further comprises forwarding the gen-
erated updated audio frames to an output buffer;

- step (a) further comprises:

+ if the presently read audio frame is classi-
fied as speech or pause and if the previously
read audio frame is identically classified, re-
garding it as proper and forwarding it to a
speech or pause segment buffer of the
processing unit;
+ else if the presently read audio frame is
classified as speech or pause and if the pre-
viously read audio frame is not identically
classified, regarding it as not proper and for-
warding it to an internal speech or pause
segment buffer in the processing unit, after
having performed step (b) on the contents

of the speech or pause segment buffer as
a segment and emptied it out.
+ else regarding the presently read audio
frame as non-proper and then forwarding
the presently read audio frame to an output
buffer of the memory unit after having per-
formed step (b) on the contents of the
speech or pause segment buffer as a seg-
ment and emptied it out;

• step (b).1 comprises:

- identifying peaks of a vowel probability function
for the speech segment as candidate vowels;
and

- determining vowels among candidate vowels as
a function of the value of said peaks, and the
time between consecutive peaks;

- Identifying intervowel segments as intervals of
the speech segment between two successive
vowels;

• the average intervowel distance of the speech seg-
ment is calculated in step (b).2 either as the average
value of durations of the identified intervowel seg-
ments, or by using the Kernel Density Estimation al-
gorithm on the durations of the identified intervowel
segments;

• said non-linear stretching transfer function is deter-
mined is a logarithm function mapping the average
intervowel distance to the target intervowel distance;

• determining said non-linear stretching transfer func-
tion in step (b).2 comprises fitting the function
Tout(Tin)=A · ln(Tin)+B such that Tout(Tavg) = Ttarget,
Tout(Tmin) = Tmin and Tout(Tmax) = Tmax, wherein Tmin
and Tmax are given minimum and maximum expect-
ed intervowel distance;

• the input media content also comprises an input vid-
eo signal constituted by a sequence of video frames,
the input audio signal and the input video signal being
synchronized, step (c) comprising generating an out-
put video signal synchronized with the output audio
signal by duplicating video frames when needed;

• step (b).3 comprises for an intervowel segment:

- determining a target number of samples to be
generated for the intervowel segment using the
determined stretching transfer function;

- applying stretching process to update the audio
frames of the intervowel segment up to reach
said target number of samples to be generated.

• said stretching process comprises for a frame of the
intervowel segment:

- calculating a pitch period of the frame;
- for each successive pitch period portion of the

frame:
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+ appending a copy of the next pitch period
portion to said pitch period portion;
+ stretching the two pitch periods portion by
performing a linear cross-fade between the
two pitch periods portion and the copy shift-
ed by a pitch period so as to obtain a three
pitch periods portion;
+ extracting the two first pitch periods portion
for output, and sending the remaining pitch
period back to the input of the stretching
process.

• said stretching process when repeated comprises
for a frame of the intervowel segment:

- calculating a pitch period of the frame;
- for each successive pitch period portion of the

frame:

+ appending a copy of the next pitch period
portion to said pitch period portion;
+ stretching the two pitch periods portion by
performing a linear cross-fade between the
two pitch periods portion and the copy shift-
ed by a pitch period so as to obtain a three
pitch periods portion;
+ extracting all three pitch periods for output.

• the two pitch periods portion is stretched in a first
iteration of the starching process only if the two pitch
period portion is a silence, else the two pitch periods
portion is stretched in a second iteration of the
stretching process only if lag and/or amplitude of an
autocorrelation peak of the two pitch periods portion
is within a given range;

• step (b).3 comprises for an intervowel segment:

- determining a target number of samples to be
generated for the intervowel segment using the
determined stretching transfer function;

- dividing the intervowel segment into a sequence
of periodic, aperiodic or non-stretchable seg-
ments, and distributing said target number of
samples to be generated between the periodic
and aperiodic segments;

- applying a periodic segment stretching process
to update the audio frames of the periodic seg-
ments and an aperiodic stretching process to
update the audio frames of the aperiodic seg-
ments up to reach said target number of samples
to be generated.

• said periodic segment stretching process comprises
for a periodic segment:

- calculating a pitch period of the periodic seg-
ment;

- for each successive pitch period portion of the

periodic segment:

+ extracting said pitch portion for output;
+ determining a target number of samples
to be generated for the pitch period;
+ stretching said pitch period portion by per-
forming a linear cross-fade between said
pitch period portion and the next pitch period
portion of the periodic segment so as to ob-
tain a two pitch periods portion.

• Said periodic segment stretching process further
comprises for each successive pitch period portion
of the periodic segment, after stretching said pitch
portion:

+ if said target number of samples to be gener-
ated for the pitch is exceeded, then further ex-
tracting a suitable number of the next samples
of the periodic segment for output;
+ else if said target number of samples to be
generated for the pitch period is not reached,
then for the next pitch period of the periodic seg-
ment:

1 extracting a suitable number of samples
of said next pitch period portion for output;
1 stretching the last complete pitch period
portion in the output by performing a linear
cross-fade between said pitch period por-
tion and the next pitch period portion of the
periodic segment so as to obtain a two pitch
periods portion;

• the pitch period portion is stretched only if the lag
and/or amplitude of an autocorrelation peak of the
pitch period portion is within a given range;

• said aperiodic segment stretching process compris-
es for an aperiodic segment:

- locating zerocrossings of the aperiodic seg-
ment;

- for each successive interval extending between
a predetermined number of consecutive zero-
crossings of the aperiodic segment:

+ extracting said interval for output;
+ determining a target number of samples
to be generated for the interval;
+ checking whether said interval is truly ape-
riodic;
+ if so, stretching said interval by performing
a linear cross-fade between said interval
and the next interval extending between
said predetermined number of consecutive
zerocrossings of the aperiodic segment;

• said aperiodic segment stretching process compris-
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es for each successive interval extending between
a predetermined number of consecutive zerocross-
ings of the aperiodic segment, after stretching said
interval:

+ If said target number of samples to be gener-
ated for the interval is exceeded, then further
extracting an interval extending between a suit-
able number of consecutive zerocrossings of the
aperiodic segment for output;
+ Else if said target number of samples to be
generated for the interval is not reached, then:

1 extracting an interval extending between
a suitable number of consecutive zero-
crossings of the aperiodic segment for out-
put, inferior to said predetermined number;
1 stretching the last interval extending be-
tween said predetermined number of con-
secutive zerocrossings in the output by per-
forming a linear cross-fade between said in-
terval and the next interval extending be-
tween said predetermined number of con-
secutive zerocrossings of the aperiodic seg-
ment so as to obtain new samples;

• checking whether an interval is truly aperiodic con-
sists in determining if a length of said interval is lower
than a threshold;

• step (b) also comprises, for each pause segment:

1. calculating an output segment duration Tout,
based on the segment duration Tin and the av-
erage intervowel distance Tavg and target inter-
vowel distance Ttarget from the previous speech
segment;
2. stretching the pause segment using the de-
termined output duration, so as to generate up-
dated audio frames of the pause segment.

[0018] In a second aspect, the invention provides an
equipment comprising a processing unit configured to
perform:

- a module for receiving input media content compris-
ing at least an input audio signal constituted by a
sequence of audio frames;

- a module for classifying of the audio frames as
speech, non-speech, or pause, so as to divide said
audio signal of the media content into speech seg-
ments bounded by non-speech segments;

- A module for dividing each speech segment into a
sequence of intervowel segments;

- A module for calculating an average intervowel dis-
tance of each divided speech segment, and for de-
termining a non-linear stretching transfer function
mapping an input intervowel distance to an output
intervowel distance as a function of said average in-

tervowel distance and a given target intervowel dis-
tance;

- A module for stretching each intervowel segment us-
ing the determined stretching transfer function so as
to generate updated audio frames of the intervowel
segment;

- A module for generating an output media content
comprising as output signal the input audio signal
wherein for each intervowel segment of each speech
segment the corresponding audio frames have been
replaced by the updated audio frames.

[0019] Preferred but non limiting features of the
present invention are as follow:

• The equipment comprises a display for displaying
the generated media content.

[0020] According to a third and a fourth aspect, the
invention proposes a computer program product, com-
prising code instructions for executing a method accord-
ing to the first aspect for slowing down speech in an input
media content; and a computer-readable medium, on
which is stored a computer program product comprising
code instructions for executing a method according to
the first aspect for slowing down speech in an input media
content.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] The above and other objects, features and ad-
vantages of this invention will be apparent in the following
detailed description of an illustrative embodiment there-
of, that is to be read in connection with the accompanying
drawings wherein:

- Figure 1 represents a domestic installation in which
the method according to the invention can be per-
formed;

- Figure 2 represents an architecture of an equipment
for performing the method according to the invention;

- Figure 3 is a block diagram illustrating a preferred
embodiment of the method according to the inven-
tion;

- Figure 4 is a block diagram illustrating speech/non-
speech/pause classifying of a preferred embodiment
of the method according to the invention;

- Figure 5 is a block diagram illustrating a speech or
pause segment processing of a preferred embodi-
ment of the method according to the invention;

- Figure 6 represents an example plot of a vector of
calculated segment vowel probabilities with identi-
fied peaks and dips, and the peaks detected to rep-
resent vowels;

- Figure 7 represents an example of a stretching
curve;

- Figures 8a-8b are block diagrams illustrating an in-
tervowel segment processing of first and second pre-
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ferred embodiments of the method according to the
invention;

- Figures 9a-9b represent respectively first and sec-
ond iteration of peak detection in an example speech
segment’s autocorrelation and the choice for pitch
period;

- Figure 10 is a block diagram illustrating an audio
stretch processing of the first preferred embodiment
of the method according to the invention;

- Figure 11 a represents an example audio frame, from
which a two pitch period portion is extracted, the au-
tocorrelation function of this portion is calculated, the
pitch period peak is found and its position and am-
plitude is checked if it is within the set range;

- Figure 11b represents an example of crossfading a
segment comprising two pitch periods, by applying
a fade-out to the second pitch period, then a fade-in
to the first pitch period in its shifted copy, and finally
summing them together to generate an output seg-
ment comprising three pitch periods instead of two;

- Figure 12 is a block diagram illustrating a simplified
audio stretch processing in the case of multiple iter-
ations on a single intervowel segment, of the first
preferred embodiment of the method according to
the invention;

- Figures 13a-13b is a block diagram illustrating an
audio stretch processing in the case of periodic / ape-
riodic intervowel segments, of the second preferred
embodiment of the method according to the inven-
tion;

- Figures 14a-14b represent examples of excess / in-
sufficient stretching and how it’s handled when
processing intervowel segments;

- Figure 15 is a block diagram illustrating output
processing of a preferred embodiment of the method
according to the invention;

- Figure 16 represents an example of the mapping be-
tween the original and the output stretched streams.

DETAILED DESCRIPTION OF A PREFERRED EM-
BODIMENT

[0022] Referring to the drawings, a method according
to a possible embodiment of the invention will now be
described.

System overview

[0023] The present method aims to slow down speech
in an input media content comprising a received input
audio signal, i.e. generating an output media content
comprising as output signal the input signal which has
been processed so to have a speed that is more com-
fortable for the listener.
[0024] In a preferred embodiment, the output audio sig-
nal is slowed down but the intonation and the spectrum
are kept as similar as possible to the input audio signal.
However, as it will be explained, the audio signal may

undergo further treatments so as to change for example
the pitch.
[0025] The input media content may only comprise an
audio signal, or comprise both an audio and a video signal
(visual). Typically, the input media content is a TV stream.
In particular, the content format may be MPEG, H.264 or
other formats, and may also comprise data that is not
compressed.
[0026] As depicted by figure 1, the present method is
performed by an equipment 1, which may be either an
equipment able to directly play the output media content
(for example a television, a computer, a smartphone, a
tablet, etc.) or an equipment that outputs the output media
content to another one which receives it and plays it (for
example a set-top box, a server, etc.).
[0027] In the example of figure 1, the equipment 1 is
connected to a display 2, and the input media content is
streamed from a server 3 connected to the equipment 1
through a network.
[0028] A proposed architecture of the equipment 1 is
given by figure 2. As presented, the equipment 1 com-
prises a processing unit 11, such as a processor, and a
memory unit 12 for the buffers, such as RAM. The equip-
ment 1 further comprises a user interface 13 for control-
ling it.
[0029] As already explained, the input media content
comprise an audio input signal and advantageously a
video audio signal. The input audio signal is constituted
of a sequence of audio frames, and similarly the input
video signal is constituted of a sequence of video frames
(image). Each video frame has an accompanying audio
frame. In the represented example a decoder decodes
the data from the input data stream and outputs data
packets each containing one video frame and the corre-
sponding frame of audio samples. The number of sam-
ples in each audio frame depends on the frame rate of
the video signal Fr and the sampling rate of the audio Fs,
and is equal to their ratio Fs /Fr. A data packet is output
from the decoder every 1/Fr seconds. The decoder does
not necessarily decompress the video data, if frame du-
plication is possible in the coded video stream.
[0030] The Input Buffers block comprises two ring buff-
ers that store the frames of video and audio data. On
demand of the processing unit 11, the Input Buffers for-
ward these frames to it.
[0031] The processing unit 11 in turn, advantageously
keeps track of how many frames are in the Input Buffers
in order to prevent overflow and data loss.
[0032] As it will be shown, the processing unit 11 per-
forms the present method as to modify the audio signal
by stretching the parts comprising speech, so that the
speech rate is reduced to a target speech rate.
[0033] As it will be shown, the processing unit 11 may
produce several output streams that correspond to a set
of such target speech rates. For each stream of proc-
essed audio, this block advantageously also generates
a stream of video that is accordingly modified to maintain
synchronization. The audio/video data streams are out-

9 10 
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put in frames to the Output Buffers, and the processing
unit 11 makes sure that the output buffers always contain
data.
[0034] The Output Buffers store the data frames from
the different processed streams and output one to the
Coder every 1/Fr seconds, based on the settings made
in the User Control interface 13. The interface enables
the user to select a desired output speech rate, in sylla-
bles per second (syll/s), and optionally an output lowering
of the pitch, as well as to rewind the video, and fast for-
ward through it.
[0035] The user can fast forward the processed stream
only if there is a time lag between it and the original input
stream, introduced by the stretching process. The En-
coder on the output end encodes the processed data
back into the original data format, applying the appropri-
ate re-compression to the audio signal and the video sig-
nal if necessary.

Speech/Non-speech/Pause classification

[0036] The functional schematic of a preferred embod-
iment of the processing unit 11 is shown in figure 3.
[0037] The present method starts with a step (a) of
classifying the audio frames as speech, non-speech, or
pause, so as to divide said audio signal of the media
content into speech segments bounded by non-speech
segments.
[0038] A "silence" is a frame without sound (a silent
frame), a "speech" frame is one whose audio is speech,
and a "non-speech" frame applies to anything which is
not silence or speech, such as music or noise. A silent
frame among other silence frames is referred to as a
"pause" frame.
[0039] When said input media content is received as
a stream, audio frames are being successively read from
the input buffer of the memory unit 12 of the equipment
1 to be classified.
[0040] Then, each audio data frame read from the input
buffers is preferably stored in an Auxiliary Circular Buffer
(implemented within the processing unit 11). This buffer
stores a set of audio frames from which the central one
is the current frame to be processed (as it will be seen,
the other neighbouring audio frames to the current one
are preferably needed for Speech/Non-speech/Pause
classification). Preferably the entire content of the Aux-
iliary Circular Buffer is normalized by the Peak Normali-
zation block. This block amplifies the audio signal using
an adaptive gain in the range of 0 -12 dB, that updates
with each audio frame using a gain step factor seeking
to amplify the signal up to the maximum 0 dBFS.
[0041] The block schematic of the classifier of figure 3
is represented with more detail in figure 4. As shown,
step (a) thus advantageously comprises for each audio
frame (from the Auxiliary Circular Buffer):

- determining whether the audio frame is silent by an-
alysing the energy of the audio signal within the

frame;
- if the audio frame is not determined as silent, clas-

sifying it as speech or non-speech.

[0042] The determination of an audio frame being si-
lent can be made based on the following features:

- frame energy - which is an absolute measure of the
energy of the audio signal, and

- frame energy drop - which is a relative difference in
energy level between a given frame and the maxi-
mum energy level found within the previous non-si-
lence audio segment.

[0043] The speech/non-speech classifier preferably
uses a neural network comprising at least three layers:
one input layer, one hidden layer and one output layer.
The input layer of this network is fed features extracted
from the audio signal in the current and neighboring
frames, and the output layer generates a probability that
the content of the input audio signal is speech. The
number of neurons in the input layer equals the number
of features used. The number of hidden units is a critical
parameter, as more neurons increase the network’s com-
plexity and thus its performance, but also decrease its
power to generalize on unseen data. There is only one
neuron in the output layer.
[0044] There are various features that have been found
to work well for speech/non-speech classification that
could be incorporated:

- Energy of the filtered input signal averaged over a
duration of a defined period of time (for example 1
second), in three bands:

+ Lowpass filtered band - a bandwidth of 0 - 80
Hz can be chosen, in order to avoid the funda-
mental frequency of the speech signal, which
rarely goes below 80 Hz for males,
+ Bandpass filtered band - a bandwidth of 80 -
900 Hz can be chosen, in order to capture the
energy of the first harmonics and formants in the
speech signal, and
+ Highpass filtered band - a bandwidth of 900 -
20 000 Hz can be chosen, that covers the rest
of the signal.

- Modified Low Energy Ratio (MLER) - this gives the
ratio of frames with energy lower than a set percent-
age of the maximum within a defined period of time
in the input audio signal or a processed version there-
of. For example, a threshold of 15% and a duration
of 1s are found suitable. The MLER is calculated on
the bandpass filtered input signal.

- Spectral centroid - this gives the "center of mass" of
the spectrum, and it is perceptually related to the
perceived "brightness" of a sound.

11 12 
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[0045] To train the neural network, a training database
of speech and non-speech recordings is used. Training
is stopped when the network’s ability to generalize de-
grades for 6 epochs in a series, as determined using a
cross-validation set. The trained neural network’s per-
formance is then assessed using a test set.
[0046] It would be clear to those versed in the art that
different parameters can be used for the presented fea-
tures, as well as multiple bands. Other features can also
be used, e.g. Root Mean Square (RMS), Zero Crossing
(ZC) Rate, RMS - ZC Correlation, Spectral Rolloff, Spec-
tral Flux, Mel Frequency Cepstral Coefficients (MFCCs),
Voiced to Unvoiced Ratio, Modulation Spectrum, etc. Al-
so, different classification methods can be used, includ-
ing, but not limited to: Hidden Markov Models (HMM),
Gaussian Mixture Models (GMM), and Support Vector
Machines (SVM), K Nearest Neighbors (KNN), as well
as combinations thereof.
[0047] To refine the final classification decision about
the central frame, smoothing is applied to it based on the
decisions made for a subset of frames. In other words,
step (a) further comprises:

- if the audio frame is determined as silent, classifying
it as pause if it is a part of a procession of a plurality
of silent audio frames, else classifying it as speech
or non-speech according to neighbouring classified
audio frames. In particular the Smoothing block fi-
nally classifies a central frame determined as silence
as a pause if it is a part of a procession of at least 5
frames of silence, corresponding to 200 ms for a 25
fps frame rate Fr.

[0048] One simple approach to smoothing is to make
a decision for the current frame based on an average of
the decisions made for neighboring frames. Another is
to take into account the decisions for the neighboring
frames using weights that are a function of their distance
from the current frame.
[0049] The schematic includes a data gate and a de-
multiplexer block that are introduced to control the flow
of audio/video frames according to the outputs of the de-
cision blocks.
[0050] Based on the classification decision and as rep-
resented by figure 3, the current frame is preferably eval-
uated as proper or not, so as to control the gate.
[0051] Thus step (a) further comprises:

- if the presently read audio frame is classified as
speech or pause and if the previously read audio
frame is identically classified, regarding it as proper
and forwarding it (using the demultiplexer) to a
speech or pause segment buffer of the processing
unit 11;

- else if the presently read audio frame is classified as
speech or pause and if the previously read audio
frame is not identically classified (i.e. if the current
frame is speech and the previous one was a pause,

or vice versa), regarding it as not proper and forward-
ing it to an internal speech or pause segment buffer
in the processing unit 11, after having performed next
step (b) of processing the contents of the speech or
pause segment buffer as a segment and having
emptied it out. In other words the data gate is tem-
porarily closed and the contents of the Speech or
Pause Segment Buffer are processed and output,
after which the data gate is reopened and the current
frame is forwarded by the demultiplexer to the
Speech or Pause Segment Buffer.

- else regarding the presently read audio frame as
non-proper and then forwarding the presently read
audio frame to an output buffer of the memory unit
12 after having performed step (b) on the contents
of the speech or pause segment buffer as a segment
and emptied it out. In other words the data gate is
temporarily closed and any contents of the Speech
or Pause Segment Buffer is forwarded to the process
Speech or Pause Segment block, which in turn out-
puts it to the write Output Buffers block. Only then is
the data gate reopened and the current non-proper
frame is forwarded by the demultiplexer to the write
Output Buffers block.

[0052] The Speech or Pause Segment Buffer can con-
tain either speech or pause, as its name implies. The
process Speech or Pause Segment block processes
these frames differently according to their type, as it will
be now explained.

Speech or pause processing

[0053] In a main step (b), the method comprises, for
each speech segment:

1. dividing the speech segment into a sequence of
intervowel segments;
2. calculating an average intervowel distance Tavg
of the speech segment, and determining a non-linear
stretching transfer function mapping an input inter-
vowel distance Tin to an output intervowel distance
Tout as a function of said average intervowel distance
Tavg and a given target intervowel distance Ttarget;
3. for each intervowel segment of the speech seg-
ment, stretching the intervowel segment using the
determined stretching transfer function so as to gen-
erate updated audio frames of the intervowel seg-
ment.

[0054] Advantageously, in the main step (b), the meth-
od also comprises, for each pause segment:

1. calculating an output segment duration Tout,
based on the segment duration Tin and the average
intervowel distance Tavg and target intervowel dis-
tance Ttarget from the previous speech segment;
2. stretching the pause segment using the deter-
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mined output duration, so as to generate updated
audio frames of the pause segment.

[0055] The internal structure of the Process Speech or
Pause Segment block performing said step (b) is shown
in figure 5.
[0056] An "intervowel segment", is a fragment of a
speech segment between two successive vowels. In the
case of a pause segment, the whole segment is treated
as a single intervowel segment.
[0057] If the Speech or Pause Segment Buffer contains
speech it is first analyzed by the Calculate Syllable Rate
block as to perform step (b).1.
[0058] The Calculate syllable rate block estimates the
average intervowel segment length, which corresponds
to the average syllable rate of the speech segment, by
first locating the positions of the vowels in it and then
calculating the intervowel distances between them.
[0059] More precisely, step (b).1 comprises:

- identifying peaks in the vowel probability function of
the speech segment as candidate vowels; and

- determining vowels among candidate vowels as a
function of the absolute and relative values of the
peaks and the time between consecutive peaks;

- Identifying intervowel segments as intervals of the
speech segment between two successive vowels.

[0060] Indeed, a vowel is a sound in spoken language,
pronounced with an open vocal tract, so that the tongue
does not touch the lips, teeth, or roof of the mouth. This
contrasts with consonants, which have a constriction or
closure at some point along the vocal tract. Furthermore,
a vowel carries the peak energy in a syllable.
[0061] Vowels have therefore acoustical characteris-
tics that separate them from consonants, including pro-
nounced periodicity and a concentration of energy in the
lower frequency bands. In order to identify them a neural
network can be used that uses a set of Mel Frequency
Cepstral Coefficients (MFCCs) extracted from short seg-
ments (frames) of the signal as input, and outputs the
probability of that frame being a vowel. Next, local peaks
and dips are identified in the vector of the output vowel
probabilities. The identified peaks are declared to be
vowel candidates. An example plot of the vowel proba-
bility function and the identified peaks and dips is shown
in figure 6.
[0062] In a preferred embodiment, from the identified
vowel candidates only the peaks that meet the following
conditions are declared to represent vowels:

1. The absolute value of the peak is greater than a
predetermined value.
2. The difference between the peak and its preceding
dip is greater than a predetermined value.
3. A sufficient amount of time has passed from the
last peak that was declared to be a vowel.

[0063] Peaks declared to represent vowels are pre-
sented with vertical lines in figure 6.
[0064] It is clear to one versed in the art that any other
machine learning algorithm can be employed to the aim
of finding the vowel positions. Moreover, other features
of the signal can be used to the same end, whether on
their own or in combination with each other. Such fea-
tures include but are not limited to the amplitude enve-
lope, the Low Frequency Modulated Energy (LMFE) and
the high-to-low frequency energy ratio (ER).
[0065] Once all of the intervowel distances have been
determined, they are analyzed to estimate the average
intervowel distance Tavg of the speech segment, and pos-
sibly the average syllable rate for the current speech seg-
ment: SRavg = 1/Tavg.
[0066] This can be done by simply calculating Tavg as
the average of all of the intervowel distances Tiv. Another
approach is to use the Kernel Density Estimation (KDE)
algorithm to estimate Tavg using Gaussian kernels fitted
to the histogram of the intervowel distances Tiv. The larg-
est peak is then chosen to be the average intervowel
distance Tavg.
[0067] The average intervowel distance Tavg(or the av-
erage syllable rate SRavg = 1/Tavg) for the current speech
segment is used to generate the stretching curve, defin-
ing said non-linear stretching that maps an input inter-
vowel distance Tin to an output intervowel distance Tout
as a function of said average intervowel distance Tavg
and a given target average intervowel distance Ttarget.
The stretching curve will be used to process the audio
data in order to obtain an audio stream corresponding to
the target speech rate.
[0068] In the current implementation in addition to the
original stream a plurality of reduced speech rate streams
are generated at different target speech rates, in partic-
ular at 3, 4 and 5 syll/s, or in other words a Ttarget of 1/3,
1/4, 1/5 s. In addition, each output stream may be proc-
essed with a resampling based pitch shift to generate a
plurality of streams with different levels of pitch lowering,
in particular 3. In the present example, this gives a total
of (3 syllable rates + 1 unaltered) x (3 pitch lowerings +
1 unaltered) = 16 output streams.
[0069] The Calculate stretching curve block uses the
average intervowel distance Tavg to calculate the stretch-
ing transfer function of which an example is shown in
figure 7.
[0070] This function defines the mapping between the
intervowel distances in the input speech segment Tin and
the output intervowel distance targets Tout that need to
be obtained using stretching in order to reach the set
target intervowel distance Ttarget.
[0071] In the example of figure 7, the curve is gener-
ated for an input average intervowel distance Tavg of 166
ms and a target syllable rate of 3 syll/s, corresponding
to a target average intervowel distance Ttarget of 333 ms.
Also shown are a line for no stretching (Tout = Tin, green
dotted line) and a line for double stretching (Tout = 2Tin,
black dotted line).
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[0072] The nonlinearity of the stretching curve assures
larger stretching of smaller intervowel distances, which
are harder to perceptually process, and less stretching
for longer ones, which do not impede comprehension.
Additionally, this nonlinearity deals effectively with bursts
of increased speech rate that might be embedded within
the speech segment.
[0073] Said non-linear stretching transfer function in
the preferred implementation is determined as a loga-
rithm function mapping the average intervowel distance
Tavg to the target intervowel distance Ttarget.
[0074] Preferably, determining said non-linear stretch-
ing transfer function in step (b).2 comprises fitting the
function Tout(Tin) = A · ln(Tin) + B such that Tout(Tavg) =
Ttarget, Tout(Tmin) = Tmin and Tout(Tmax) = Tmax, wherein
Tmin and Tmax are given minimum and maximum expect-
ed intervowel distance.
[0075] More precisely, the stretching transfer function
can be calculated by the least squares fitting of a loga-
rithm function: 

to the three points (T1, Tout1), (T2, Tout2) and (T3, Tout3)
defined as: 

[0076] At the end, the fitted logarithm function is ad-
vantageously compared with a line function with a slope
k equal to 1 (i.e. the identity function), shown in figure 7,
so that the final stretching curve is a maximum of the two
functions, i.e. Tout(Tin) = max(A· ln(Tin) + B, Tin). This is
done to avoid requiring shortening of the speech audio.
[0077] In order to assure maximum output quality, it is
preferred to not let the stretching factor go above the
maximum stretching factor of 2. To do this, the stretching
curve is advantageously further compared with a line with
slope k equal to 2 which goes through the origin, also
shown in figure 7, so that the final stretching curve is the
minimum of the two functions, i.e. Tout(Tin) = min(A ·
ln(Tin) + B, 2 · Tin).
[0078] An additional possible enhancement of the
stretching curve is its adaptation to current speech dy-
namics through temporal group analysis of consecutive
detected intervowel distances. This helps further target-

ing bursts of fast speech embedded in periods of slow
speech. It also potentially discovers insertion errors
made by the vowel detection algorithm.
[0079] Once the stretching curve has been calculated
the speech segment is split in intervowel segments based
on the determined vowel locations, and it is processed
one intervowel segment at a time in step (b).3.
[0080] These intervowel segments are extracted by
the Extract Intervowel Segment block that writes them to
the Intervowel Segment Buffer and are stretched by the
Process Intervowel Segment block, which sends its out-
put to the Write to Output Buffers block. This procedure
is repeated until the whole speech segment is processed.

Intervowel segment processing - First embodiment

[0081] The structure of a first embodiment of a Process
Intervowel Segment block performing said step (b).3 is
shown in Fig. 8a.
[0082] In this embodiment, for an intervowel segment
to be stretched:

- a target number of samples to be generated for the
intervowel segment is determined using the deter-
mined stretching transfer function;

- a stretching process is iteratively applied to update
the audio frames of the intervowel segment up to
reach said target number of samples to be generat-
ed.

[0083] To this end a target duration of the segment is
calculated by the stretching curve, from which the
number of audio samples to be generated for the whole
segment is calculated. Frames of the audio segment are
stored for processing in a Work Buffer by the Create Work
Buffer block.
[0084] Then, a target number of samples to be gener-
ated for the current audio frame in the Work Buffer is
calculated by the Update Number of Frame Samples to
Generate block. This block updates the target number of
samples to generate for the current frame, with the
number of samples that were targeted but not achieved
in the stretching of the previous frame. This number is
input into the Stretch Audio block together with a calcu-
lated pitch period (see below).
[0085] Indeed, said stretching process advantageous-
ly comprises for a frame:

- calculating a pitch period of the frame;
- for each successive pitch period portion of the frame:

+ appending a copy of the next pitch period por-
tion to said pitch period portion;
+ stretching the two pitch periods portion by per-
forming a linear cross-fade between the two
pitch periods portion and a copy shifted by a
pitch period so as to obtain a three pitch periods
portion.
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[0086] To determine the pitch period, pitch extraction
approaches are known by the skilled person. Alternative-
ly, the pitch period is determined by performing an iter-
ative procedure as illustrated by the example of figures
9a-9b.
[0087] In this iterative procedure, first, an autocorrela-
tion of the speech signal in the frame of audio is calcu-
lated. Second, local peaks are located in the autocorre-
lation function by finding points that are greater than their
immediate predecessors and successors. Boundary
points cannot be peaks as they have no predecessor or
successor. To determine which of the detected peaks
corresponds to the pitch period, they are put in a vector,
and new peaks are detected in this vector in an iterative
procedure that ends when there are less than 3 peaks
left. In the example, figure 9a shows the first iteration and
figure 9b the second iteration of peak detection.
[0088] From the peaks output at the last iteration the
highest one is selected. The pitch period is then calcu-
lated as the distance between the central peak of the
autocorrelation and the lag of said selected peak.
[0089] Advantageously, if the calculated pitch period
is outside set minimum and maximum pitch periods (de-
fining expected bounds of the pitch in speech), the result
is discarded and the previously determined pitch period
is used. The bounds may be set to 3 and 20 ms, which
correspond to a pitch range between 50 and 333 Hz.
[0090] Then, the Stretch Audio block stretches the cur-
rent frame. The Stretch Audio block’s internal structure
is shown in figure 10.
[0091] As already mentioned, the audio frame stored
in the Work Buffer is preferably analyzed pitch period by
pitch period, i.e. one pitch period long portions of the
frame are considered. At the start, the beginning pitch
period portion is transferred to the First Pitch Period Buff-
er. Then the next one is appended to it, and both are
transferred to the Two Pitch Periods Buffer. An example
content of the Work Buffer and the Two Pitch Periods
Buffer is shown in figure 11 a.
[0092] These two pitch periods can then be processed
to generate three pitch periods if they satisfy the neces-
sary conditions.
[0093] This block preferably stretches the audio frame
in the Work Buffer in a two iteration process that assures
maximum stretching quality. In the first iteration the audio
frames containing silence are stretched. Stretching si-
lence periods gives almost no noticeable processing ar-
tifacts. In the second iteration frames with pronounced
periodicity are stretched, as they are favorable for
processing with the Pitch Synchronized Overlap Add
(PSOLA) based algorithm.
[0094] To this end, first the two pitch period portion is
identified as silence or speech. Then its autocorrelation
is calculated, also shown in figure 11 a. If it is speech,
the lag of the maximum autocorrelation peak above the
minimum pitch period lag is determined. If it is silence,
then the maximum autocorrelation peak above the cur-
rent pitch lag is determined. This information is used to

evaluate the suitability of the data for stretching. The data
will be advantageously stretched only if the target number
of samples to be generated has not been reached and
either of the following two conditions are satisfied:

1. If it is the first iteration of the Stretch Audio block
and the two pitch period portion is a silence.
2. If it is the second iteration of the Stretch Audio
block and the data is speech, and additionally the
lag and amplitude of the autocorrelation peak are
within the set range, as illustrated with the red rec-
tangle in figure 11a. This assures pronounced peri-
odicity in the speech signal.

[0095] Both conditions assure for minimal processing
artifacts in the output speech. Moreover, since the dura-
tion of pauses and vowels changes noticeably in naturally
slow speech, these conditions contribute to the natural-
ness of the output speech.
[0096] If the data is to be processed, the Linear Cross
Fade block stretches as explained the audio signal by
generating a linear cross-fade between the two pitch pe-
riod portion and its copy shifted by the calculated overlap,
as illustrated in figure 11 b. This process results in a
segment of three pitch periods instead of two.
[0097] After the stretching, in a first case the first two
pitch periods are split from the third one and output to
the Processed Work Buffer. The third leftover pitch period
is transferred back to the First Pitch Period Buffer where
a new pitch period will be appended to it. When the two
pitch period portion is not stretched, the two pitch periods
are also split, the first one is output through the generate
output block, and the second one is again returned to the
First Pitch Period Buffer. If not all pitch periods from the
Work Buffer have been processed, the algorithm repeats.
[0098] In a second case, the Stretch Audio block is run
an additional time by the Process Intervowel Segment
block, which is the case when the target number of ad-
ditional audio samples to be generated was not reached,
the Stretch Audio block’s internal structure simplifies to
the one shown in figure 12. All three pitch periods are
extracted for output. This assures that successions of
artificially generated pitch periods are kept at minimum
length. Namely, if the processed intervowel segment is
input to the Stretch Audio block in the Process Intervowel
Segment block a second time, then a maximum of two
generated consecutive pitch periods can occur in its out-
put. If it is passed an additional third time, which is rarely
needed, then this maximum grows to three consecutive
pitch periods.
[0099] In case of an audio/video signal, the processed
output (i.e. the stretched audio frame) is sent to the Gen-
erate Output Audio/Video Frame block. This block accu-
mulates the processed audio data, uses it to construct
audio frames and combines these audio frames with the
corresponding video frame received from the Create
Work Buffer block. If there is more than one audio frame
of accumulated data, multiple audio frames are created
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and combined with copies of the same video frame. In
this way synchronization between the audio and video
streams is maintained.
[0100] This process repeats until the whole intervowel
segment is processed. At the end if the target number of
samples to generate is not reached the output processed
intervowel segment stored in the Processed Intervowel
Segment Buffer is treated as input and the whole process
repeats. The Update Intervowel Number of Samples to
Generate block calculates the new target number of sam-
ples to generate. If the contents of the Processed Inter-
vowel Segment Buffer are the same with that of the input
Intervowel Segment Buffer at the end of the processing,
and additional samples need to be generated, the
stretching criteria for pronounced periodicity evaluated
in the Stretch Audio block are relaxed.

Intervowel segment processing - second embodiment

[0101] The structure of a Process Intervowel Segment
block performing a second embodiment of said step (b).3
is shown in Fig. 8b.
[0102] In this embodiment step (b).3 comprises for an
intervowel segment:

- determining a target number of samples to be gen-
erated for the intervowel segment using the deter-
mined stretching transfer function;

- dividing the intervowel segment into a sequence of
periodic, aperiodic or non-stretchable segments,
and distributing said target number of samples to be
generated between the periodic and aperiodic seg-
ments;

- applying a periodic segment stretching process to
update the audio frames of the periodic segments
and an aperiodic stretching process to update the
audio frames of the aperiodic segments to reach said
target number of samples to be generated.

[0103] In other words, as in the first embodiment, the
current intervowel segment is also stretched in an itera-
tive manner to the target duration as calculated by the
stretching curve.
[0104] However, in this embodiment, the segment is
evaluated for stretching, i.e. divided into "elementary
segments" (sub-parts of the intervowel segment) such
that all of the elementary segments that are favorable for
stretching are identified. This can be done using the am-
plitude and estimated periodicity of the speech signal in
each frame of the intervowel segment. Frames are ex-
tracted using a sliding window. Advantageously, the el-
ementary segments are specifically classified between
those which:

1. Have pronounced periodicity. These elementary
segments, referred to as "periodic segments" are
voiced sounds, such as vowels, and can be stretched
with high quality using an algorithm for periodic

stretching, in particular a PSOLA based algorithm.
2. Have low or no periodicity. These elementary seg-
ments, referred to as "aperiodic segments", are often
fricatives and affricate consonants, and can be
stretched with high quality using an algorithm for
aperiodic stretching. Plosives are naturally excluded
from this class, by way of using a longer sliding win-
dow in the analysis.

[0105] Elementary segments which have low ampli-
tude, i.e. represent silence are treated as aperiodic seg-
ments. These elementary segments can be stretched
without generating audible artifacts.
[0106] Other elementary segments are considered as
"non-stretchable segments".
[0107] For assessing the periodicity, also known as
probability of voicing, there are a range of approaches
known in the prior art, including methods based on the
autocorrelation, spectrum of the signal, signal models
etc. One state-of-the-art method presented in the docu-
ment Ghahremani, Pegah, Bagher Baba Ali, Daniel Pov-
ey, Korbinian Riedhammer, Jan Trmal, and Sanjeev Khu-
danpur. "A pitch extraction algorithm tuned for automatic
speech recognition." In 2014 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing
(ICASSP), pp. 2494-2498. IEEE, 2014, uses the Normal-
ized Cross Correlation Function (NCCF).
[0108] The portions favorable for stretching are found
by thresholding the amplitude and estimated periodicity
for each frame. In the preferred embodiment, two thresh-
olds are used for the normalized amplitude of the auto-
correlation peak located in the pitch region, in a way in
which a high amplitude pitch related peak is used to iden-
tify periodic segments favorable for stretching, and a low
amplitude peak is used to detect aperiodic segments fa-
vorable for stretching.
[0109] The decision is at the end smoothed. In addition
to recognizing the segments favorable for stretching, this
block also calculates the pitch period for each frame of
the signal, in particular by using the method described
for the first embodiment (see figures 9a-9b).
[0110] Once these stretchable elementary segments
are identified, the number of audio samples to be gener-
ated for the whole intervowel segment is distributed
equally among them, calculating the number of samples
to be generated per input sample for these segments.
Next, the algorithm goes through the contents of the in-
tervowel segment buffer that was segmented into stretch-
able and not stretchable parts. It loads these elementary
segments one by one in the Extracted Segment Buffer
and processes them accordingly. If the elementary seg-
ment has pronounced periodicity (periodic segment) it is
forwarded to the process periodic segment block, if it has
pronounced aperiodicity (aperiodic segment, including
silences as explained), then it is forwarded to the process
aperiodic segment block. Finally, if the elementary seg-
ment is not favorable for stretching (non-stretchable seg-
ment) it is forwarded directly to the Processed Intervowel
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Segment Buffer, where the data from the process peri-
odic segment and process aperiodic segment is also out-
put.
[0111] The Process Periodic Segment block’s internal
structure is shown in figure 13a. The periodic segment
processing is quite similar to the audio stretching of the
first embodiment.
[0112] In other words, said periodic segment stretching
process advantageously comprises for a periodic seg-
ment:

- calculating a pitch period of the periodic segment (as
already explained it can be performed earlier while
assessing the periodicity of the elementary seg-
ment);

- for each successive pitch period portion of the peri-
odic segment:

+ extracting said pitch portion for output;
+ determining a target number of samples to be
generated for the pitch portion (based on the
target number of samples to be generated per
input sample);
+ stretching said pitch period portion by perform-
ing a linear cross-fade between said pitch period
portion and the next pitch period portion of the
periodic segment so as to obtain a two pitch pe-
riods portion.

[0113] More precisely, the first pitch period from the
periodic audio segment stored in the Extracted Segment
Buffer is output to the Processed Intervowel Buffer,
based on the pitch found for that elementary segment.
Next, the target number of samples to generate for this
pitch period is calculated based on the target number of
samples to be generated per input sample. Next, the last
pitch period from the Processed Intervowel Segment
Buffer is taken and the next pitch period from the Extract-
ed Segment Buffer is appended to it. Both pitch periods
are processed by the Generate New Pitch Period Block.
[0114] These two pitch periods can then be processed
to generate three pitch periods if they satisfy the neces-
sary conditions. As already explained for the first embod-
iment, the data will be advantageously stretched only if
the target number of samples to be generated has not
been reached, and if the lag and amplitude of the auto-
correlation peak are within the set range, as illustrated
with the red rectangle in figure 11 a. This assures pro-
nounced periodicity in the speech signal.
[0115] If the conditions for stretching are met then the
Generate New Pitch Period Block stretches the audio
signal by generating a linear cross-fade between the two
pitch period portion and its copy shifted by the calculated
overlap, as illustrated in figures 11 b. This process results
in a segment of three pitch periods instead of two.
[0116] After the stretching, the newly generated pitch
period is forwarded to the Processed Intervowel Segment
Buffer where it is concatenated to the first pitch period,

which was forwarded there previously. When the two
pitch period portion is not stretched, nothing is forwarded
to the Processed Intervowel Segment Buffer.
[0117] Next, the target number of samples to generate
is updated with the samples generated, i.e. if a new pitch
period was generated then its length is subtracted from
this target.
[0118] If the result of this update is negative, i.e. ex-
cessive new samples have been generated, then a suit-
able amount of input samples are extracted and forward-
ed directly to the Processed Intervowel Segment Buffer.
By "suitable", it is meant in this case the number of input
samples that would require a number of target samples
to be generated equal to the ones already generated in
excess. Such direct forwarding to compensate for the
"over-generation" of samples inserts a shift in the pitch
period portions, which adds a randomization factor to the
stretching that effectively increases the output quality.
[0119] On the other hand, if the result of the update is
positive, then we haven’t reached the target number of
samples to be generated with the new pitch period, and
nothing more is done, at this iteration.
[0120] More precisely, and as it will be explained, if
said target number of samples to be generated for the
pitch period is not reached, then for the next pitch period
of the periodic segment, the periodic segment processing
comprises:

- extracting a suitable (see below) number of samples
of said next pitch period portion for output;

- stretching the last complete pitch period portion of
the output (i.e. the complete pitch period of the last
extracted samples) by performing a linear cross-fade
between said pitch period portion and the next pitch
period portion of the periodic segment so as to obtain
a two pitch periods portion.

[0121] Next, in the case of audio/video signal, the
number of samples accumulated in the Processed Inter-
vowel Segment Buffer is evaluated, and if it has reached
a length that corresponds to the video frame rate then a
video frame is taken from the Extracted Segment Buffer
corresponding to the second pitch period from the two
used in the Generate New Pitch Period Block, and it is
added to audio stream in the Processed Intervowel Seg-
ment Buffer.
[0122] After the synchronization of video frames has
been taken care of, the next pitch period is extracted from
the Extracted Segment Buffer to the Processed Intervow-
el Segment Buffer. In the case when not enough new
samples have been generated, only a suitable number
of samples of the next pitch period are extracted. In this
case, the "suitable" number is preferably obtained when
the pitch period is reduced by the number of samples
that still have to be generated. This allows the algorithm
to effectively catch up on the target number of samples
to generate the next time it generates a new pitch period.
The target number of samples to generate is then updat-
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ed for the added input samples to the Processed Inter-
vowel Segment Block. If the end of the Extracted Seg-
ment Buffer has been reached the Process Periodic Seg-
ment algorithm terminates.
[0123] Two examples cover the cases when there is
an excess of generated samples, and when there is an
insufficiency of generated samples, in order to clarify the
algorithm.
[0124] Example 1 - Excess stretching, figure 14a. As-
suming that 0.8 new samples have to be generated per
input sample and the pitch period is 200 samples, then
after extracting the first pitch period to the Processed
Intervowel Segment Buffer, 200 * 0.8 = 160 new samples
have to be generated for it (1°). If a new pitch period is
generated, then its length of 200 samples means that
after updating the target number of samples to generate
160 - 200 = -40 samples are obtained, meaning that 40
samples have been generated in excess (1°). To com-
pensate for this 40 / 0.8 = 50 input samples are extracted
from the Extracted Segment Buffer directly to the Proc-
essed Intervowel Segment Buffer (2°). For these 50 sam-
ples the processing means 11 would have had to gener-
ate new 50 * 0.8 = 40 samples, but this has already been
done, making the number of samples to generate equal
to 0. After this, the algorithm extracts the next pitch period
from the Extracted Segment Buffer to the Processed In-
tervowel Segment Buffer (3°). The target number of sam-
ples to generate is again updated and it will again equal
200 * 0.8 = 160, assuming the size of the pitch period
hasn’t changed. The process continues from here in the
same fashion. We can see how step (2°) inserts a shift
in the pitch period portions which adds a randomization
factor to the stretching that effectively increases the out-
put quality.
[0125] Example 2 - Insufficient stretching, figure 14b.
This time assuming 1.25 new samples have to be gen-
erated per input sample and the pitch period is again 200
samples, for the first pitch period in the Processed Inter-
vowel Segment Buffer 200 * 1.25 = 350 new samples
have to be generated (1°). A generated new pitch period
will have 200 samples, which means that after updating
the target number of samples to generate 350 - 200 =
150 additional samples should still be generated (1°).
Because of this, when taking the next pitch period from
the Extracted Segment Buffer, the processing means 11
shortens it by 150 samples, i.e. extracts only the first 50
samples from it (2°). The target number of samples to
generate will now equal 150 + 50 * 1.25 ≈ 212. In order
to generate the next new pitch period, a whole pitch pe-
riod from the Processed Intervowel Segment Buffer is
now taken, which will comprise the 50 samples extracted
and forwarded from the Extracted Segment Buffer pre-
ceded by 150 samples from the pitch period previously
generated. The next pitch period from the Extracted Seg-
ment Buffer is then taken and a new pitch period is gen-
erated and forwarded to the Processed Intervowel Seg-
ment Buffer. The update of the target number of samples
to generate will now give 212 - 200 = 12 samples that

still should be generated. Which means that the next pitch
period that will be forwarded to the output will be reduced
by 12 samples. And the process continues. Again, we
can see how step (2°) introduces a shift in the pitch period
portions adding a randomization factor to the stretching.
[0126] The Process Aperiodic Segment Block, see fig-
ure 13b, works in a similar fashion to the Process Peri-
odic Segment Block, in that instead of working with pitch
periods it works with intervals of the speech signal ex-
tending between a predetermined number N+1 (for ex-
ample chosen between ten and fifty, advantageously
around thirty) of zerocrossings with a positive slope, re-
ferred to as ’N-interzerocrossings interval’. More precise-
ly, each said N-interzerocrossings interval is to be un-
derstood as the union of N consecutive sub-intervals
each extending between two consecutive zerocrossings,
i.e. the union of N ’1-interzerocrossings intervals’, the
latter being referred to simply as an ’interzerocrossing’
interval.
[0127] In other words, said aperiodic segment stretch-
ing process advantageously comprises for an aperiodic
segment:

- locating zerocrossings of the aperiodic segment with
positive slope;

- for each successive interval extending between said
predetermined number of N+1 consecutive zero-
crossings of the aperiodic segment (for instance if a
given N-interzerocrossings interval extends be-
tween zerocrossings numbers i and i+N, the next N-
interzerocrossings interval extends between zero-
crossings numbers i+N and i+2N, etc.):

+ extracting said interval for output;
+ determining a target number of samples to be
generated for the interval;
+ checking whether said interval is truly aperiodic
(Practically, the checking of the aperiodicity may
be for two N-interzerocrossings segments, i.e.
the one in the output and the next one, see be-
low);
+ if so, stretching said interval by applying a linear
cross-fade to it and the said next such interval
of the aperiodic segment (the interval between
the next N consecutive zerocrossings), thus
generating new samples (M new samples in the
schematic of figure 13b).

[0128] More precisely, firstly the speech signal in the
Extracted Segment Buffer is analyzed so that all of the
zerocrossings with a positive slope are located in it. The
algorithm is then initialized by copying the first N-interze-
rocrossings interval, and any preceding samples, into the
Processed Intervowel Segment Buffer. Next, the target
number of samples is calculated based on the length of
this interval and the target number of samples to generate
per input sample.
[0129] The next N-interzerocrossings interval is then

25 26 



EP 3 327 723 A1

15

5

10

15

20

25

30

35

40

45

50

55

extracted from the Extracted Segment Buffer and for-
warded to the Generate new M samples Block, which
checks whether the interval is truly aperiodic, by checking
its length, in particular by verifying that the length of the
signal is below a threshold, which is preferably an upper
threshold. Indeed, in addition a lower threshold is advan-
tageously also set in order to: 1) guarantee high-quality
in the aperiodic stretching process, which gives worse
results with shorter segments, and 2) in the case when
the aperiodic segment for stretching represents a short
plosive segment this stops it from being processed. It is
to be noted that alternatively, said next interval taken
from the Extracted Segment Buffer is appended to the
last interval forwarded to the Processed Intervowel Seg-
ment Buffer, so that the Generate new M samples Block,
checks whether the whole resulting interval is truly ape-
riodic (in other words, as explained the checking of the
aperiodicity may be for two N-interzerocrossings seg-
ments).
[0130] If it’s too large as determined by said upper
threshold, this would point to the presence of low fre-
quency content in the interval, and linear cross fading is
not applied, i.e. the interval is directly forwarded to the
Processed Intervowel Segment Buffer.
[0131] If it is short enough as determined by the (upper)
threshold, linear cross fading is applied between it and
a shifted copy of itself and the resulting new samples are
forwarded to the Processed Intervowel Segment Buffer.
[0132] After this, the target number of samples to gen-
erate is updated in a similar fashion to previously in the
Process Periodic Segment Buffer. Again, if there is an
excess of samples generated, a suitable amount of data
is extracted from the Extracted Segment Buffer to the
Processed Intervowel Segment Buffer. The difference
here is that only whole interzerocrossings intervals are
copied in this process. This means that the exact number
of samples will almost never be copied, so as few interze-
rocrossings intervals as needed (i.e. a k-interzerocross-

ings interval with  as small as possible) are cop-
ied to get a positive target number of samples for gener-
ation. As in the periodic stretching, such direct forwarding
to compensate for the "over-generation" of samples in-
serts a shift in the N-interzerocrossings intervals (if k≠N),
which adds a randomization factor to the aperiodic
stretching that effectively increases the output quality.
[0133] On the other hand, if the target number of sam-
ples has not been reached, only a reduced number of
interzerocrossings, less than the predetermined number
N (i.e. a shorter k-interzerocrossings interval, with k<N)
of the aperiodic segment will be extracted and forwarded
to the output. The next stretching will be done on the last
complete N-interzerocrossings interval in the output
Process Periodic Segment Buffer, i.e. the interval con-
stituted of said k-interzerocrossings interval preceded by
the sub-interval (a ’(N-k)-interzerocrossings interval’) of
the last whole N-interzerocrossings interval extracted.
[0134] To sum up, the aperiodic segment processing

preferably comprises, for an interval extending between
N consecutive zerocrossings with positive slope as-
sessed as truly aperiodic:

- stretching said interval by performing a linear cross-
fade between said interval and the next such interval
of the aperiodic segment so as to obtain new sam-
ples, and

- If said target number of samples to be generated for
the interval is exceeded, then:

+ further extracting an interval extending be-
tween a suitable number of consecutive zero-
crossings of the aperiodic segment for output,
else:

+ extracting an interval between a reduced
number of the next consecutive zerocross-
ings of the aperiodic segment for output,
and then stretching the last complete N-in-
terzerocrossings interval from the output
(by linear cross-fading between said inter-
val and the next such interval of the aperi-
odic segment).

[0135] Next, the number of added samples in the Proc-
essed Intervowel Segment Buffer is evaluated for adding
a video frame from the Extracted Segment Buffer. If it is
sufficient, the video frame that corresponds to the last
interzerocrossing interval is added.
[0136] The next N-interzerocrossings intervals then
extracted and forwarded to the Processed Intervowel
Segment Buffer, and the target number of samples to
generate is updated accordingly. If the algorithm has
reached the end of the Extracted Segment Buffer then it
terminates, otherwise the process repeats.
[0137] After each elementary segment is processed
the number of generated samples is evaluated in terms
of the target number of samples for that segment.
[0138] Finally, after all of the elementary segments
have been processed, the number of generated inter-
vowel samples is checked. If it has been reached, then
the contents of the Processed Intervowel Segment Buffer
are forwarded to the Write to Output Buffers Block. If not,
then the whole process is repeated with the contents of
the Processed Intervowel Segment Buffer forwarded to
replace the contents of the Intervowel Segment Buffer.
The number of samples to be generated at this iteration
is updated accordingly. If the target number of samples
has not been reached in two iterations of stretching, than
the selection criteria used in the recognition of segments
favorable for stretching, and the criteria used to check
for periodicity and aperiodicity in the stretching block are
relaxed. This produces more and larger segments for
stretching, albeit reducing the quality of the stretching.

27 28 



EP 3 327 723 A1

16

5

10

15

20

25

30

35

40

45

50

55

Outputting the processed data

[0139] In a final step (c) the processing unit 11 gener-
ates an output media content comprising as output signal
the input audio signal wherein for each intervowel seg-
ment of each speech segment the corresponding audio
frames have been replaced by the updated audio frames.
[0140] In the case of video signal, step (c) also com-
prises generating an output video signal synchronized
with the output audio signal by duplicating video frames
when needed, as explained.
[0141] To this end, the Read from Output Buffers block
controls what is sent to the encoder that generates the
output data stream. The internal structure of the Read
from Output Buffers block is shown in figure 15.
[0142] This block advantageously further gives the us-
er three functionalities, which can be accessed through
the user interface 13 (the User Control block):

1 To set the desired output speech rate through the
syll/s parameter. This user input determines which
from the several processed audio/video streams will
be read from the Output Buffers and thus output from
the system. In order to facilitate seamless switching
between the different streams, first the original au-
dio/video frame is found that corresponds to the cur-
rent frame in the present stream, and then the output
is redirected to its position in the requested stream.
An example of the mapping between the original and
the output stretched streams is shown in figure 16.
2 Activate an optional pitch change in the output au-
dio stream. Since this is done by the resampling of
the audio/video stream, the process shifts the whole
spectrum of the audio signal towards the low fre-
quencies. This can potentially improve intelligibility
for people with high frequency hearing loss, i.e. pres-
bycusis, as found in the elderly.
3 Rewind (RW) or Fast-Forward (FF) through the
processed audio/video data. This is easily accom-
plished through changing the location to be read from
the Output Buffers via updating the memory pointer.
FF is only possible if there is a built up delay between
the currently output frame of the slowed-down data
stream and the frame currently output by the
Processing Unit in that stream. These two options
will not process the audio in any way and will only
skip through it.

Claims

1. A method for slowing down speech in an input media
content received by an equipment (1) comprising a
processing unit (11), the input media content com-
prising an input audio signal constituted by a se-
quence of audio frames, the method being charac-
terized in that it comprises performing by the
processing unit (11) steps of:

(a) classifying the audio frames as speech, non-
speech, or pause, so as to divide said audio sig-
nal of the media content into speech segments
bounded by non-speech segments;
(b) for each speech segment:

1. dividing the speech segment into a se-
quence of intervowel segments;
2. calculating an average intervowel dis-
tance (Tavg) of the speech segment, and de-
termining a non-linear stretching transfer
function mapping an input intervowel dis-
tance (Tin) to an output intervowel distance
(Tout) as a function of said average inter-
vowel distance (Tavg) and a given target in-
tervowel distance (Ttarget);
3. for each intervowel segment of the
speech segment, stretching the intervowel
segment using the determined stretching
transfer function so as to generate updated
audio frames of the intervowel segment;

(c) generating an output media content compris-
ing as output signal the input audio signal where-
in for each intervowel segment of each speech
segment the corresponding audio frames have
been replaced by the updated audio frames.

2. A method according to claim 1, wherein step (a) com-
prises for each audio frame:

- determining whether the audio frame is silent
by analysing the energy of the audio signal with-
in the frame;
- if the audio frame is not determined as silent,
classifying it as speech or non-speech.

3. A method according to claim 2, wherein step (a) fur-
ther comprises for each audio frame:

- if the audio frame is determined as silent, clas-
sifying it as pause if it is a part of a procession
of a plurality of silent audio frames, else classi-
fying it as speech or non-speech according to
neighbouring classified audio frames.

4. A method according to any one of claims 1 to 3,
wherein said input media content is received as a
stream, audio frames being successively read from
an input buffer of a memory unit (12) of the equipment
(1) to be classified, wherein:

- Step (b) further comprises forwarding the gen-
erated updated audio frames to an output buffer;
- step (a) further comprises:

+ if the presently read audio frame is classi-
fied as speech or pause and if the previously
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read audio frame is identically classified, re-
garding it as proper and forwarding it to a
speech or pause segment buffer of the
processing unit (11);
+ else if the presently read audio frame is
classified as speech or pause and if the pre-
viously read audio frame is not identically
classified, regarding it as not proper and for-
warding it to an internal speech or pause
segment buffer in the processing unit (11),
after having performed step (b) on the con-
tents of the speech or pause segment buffer
as a segment and emptied it out.
+ else regarding the presently read audio
frame as non-proper and then forwarding
the presently read audio frame to an output
buffer of the memory unit (12) after having
performed step (b) on the contents of the
speech or pause segment buffer as a seg-
ment and emptied it out.

5. A method according to any one of claims 1 to 4,
wherein step (b).1 comprises:

- identifying peaks of a vowel probability function
for the speech segment as candidate vowels;
and
- determining vowels among candidate vowels
as a function of the value of said peaks, and the
time between consecutive peaks;
- Identifying intervowel segments as intervals of
the speech segment between two successive
vowels.

6. A method according to claim 5, wherein the average
intervowel distance (Tavg) of the speech segment is
calculated in step (b).2 either as the average value
of durations of the identified intervowel segments, or
by using the Kernel Density Estimation algorithm on
the durations of the identified intervowel segments.

7. A method according to any one of claims 1 to 6,
wherein said nonlinear stretching transfer function
is determined is a logarithm function mapping the
average intervowel distance (Tavg) to the target int-
ervowel distance (Ttarget).

8. A method according to claim 7, wherein determining
said nonlinear stretching transfer function in step
(b).2 comprises fitting the function Tout(Tin) = A·
ln(Tin) + B such that Tout(Tavg) = Ttarget, Tout(Tmin) =
Tmin and Tout(Tmax) = Tmax, wherein Tmin and Tmax
are given minimum and maximum expected inter-
vowel distance.

9. A method according to any one of claims 1 to 8,
wherein the input media content also comprises an
input video signal constituted by a sequence of video

frames, the input audio signal and the input video
signal being synchronized, step (c) comprising gen-
erating an output video signal synchronized with the
output audio signal by duplicating video frames when
needed.

10. A method according to any one of claims 1 to 9,
wherein step (b).3 comprises for an intervowel seg-
ment:

- determining a target number of samples to be
generated for the intervowel segment using the
determined stretching transfer function;
- applying stretching process to update the audio
frames of the intervowel segment up to reach
said target number of samples to be generated.

11. A method according to claim 10, wherein said
stretching process comprises for a frame of the int-
ervowel segment:

- calculating a pitch period of the frame;
- for each successive pitch period portion of the
frame:

+ appending a copy of the next pitch period
portion to said pitch period portion;
+ stretching the two pitch periods portion by
performing a linear cross-fade between the
two pitch periods portion and the copy shift-
ed by a pitch period so as to obtain a three
pitch periods portion;
+ extracting the two first pitch periods portion
for output, and sending the remaining pitch
period back to the input of the stretching
process.

12. A method according to claim 10, wherein said
stretching process when repeated comprises for a
frame of the intervowel segment:

- calculating a pitch period of the frame;
- for each successive pitch period portion of the
frame:

+ appending a copy of the next pitch period
portion to said pitch period portion;
+ stretching the two pitch periods portion by
performing a linear cross-fade between the
two pitch periods portion and the copy shift-
ed by a pitch period so as to obtain a three
pitch periods portion;
+ extracting all three pitch periods for output.

13. A method according to any one of claims 11 and 12,
wherein the two pitch periods portion is stretched in
a first iteration of the starching process only if the
two pitch period portion is a silence, else the two
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pitch periods portion is stretched in a second iteration
of the stretching process only if lag and/or amplitude
of an autocorrelation peak of the two pitch periods
portion is within a given range.

14. A method according to any one of claims 1 to 9,
wherein step (b).3 comprises for an intervowel seg-
ment:

- determining a target number of samples to be
generated for the intervowel segment using the
determined stretching transfer function;
- dividing the intervowel segment into a se-
quence of periodic, aperiodic or non-stretchable
segments, and distributing said target number
of samples to be generated between the periodic
and aperiodic segments;
- applying a periodic segment stretching process
to update the audio frames of the periodic seg-
ments and an aperiodic stretching process to
update the audio frames of the aperiodic seg-
ments up to reach said target number of samples
to be generated.

15. A method according to claim 14, wherein said peri-
odic segment stretching process comprises for a pe-
riodic segment:

- calculating a pitch period of the periodic seg-
ment;
- for each successive pitch period portion of the
periodic segment:

+ extracting said pitch portion for output;
+ determining a target number of samples
to be generated for the pitch period;
+ stretching said pitch period portion by per-
forming a linear cross-fade between said
pitch period portion and the next pitch period
portion of the periodic segment so as to ob-
tain a two pitch periods portion.

16. A method according to claim 15, wherein said peri-
odic segment stretching process further comprises,
for each successive pitch period portion of the peri-
odic segment, after stretching said pitch portion:

+ if said target number of samples to be gener-
ated for the pitch is exceeded, then further ex-
tracting a suitable number of the next samples
of the periodic segment for output;
+ else if said target number of samples to be
generated for the pitch period is not reached,
then for the next pitch period of the periodic seg-
ment:

1 extracting a suitable number of samples
of said next pitch period portion for output;

1 stretching the last complete pitch period
portion in the output by performing a linear
cross-fade between said pitch period por-
tion and the next pitch period portion of the
periodic segment so as to obtain a two pitch
periods portion.

17. A method according to any one of claims 15 and 16,
wherein the pitch period portion is stretched only if
the lag and/or amplitude of an autocorrelation peak
of the pitch period portion is within a given range.

18. A method according to any one of claims 14 to 17,
wherein said aperiodic segment stretching process
comprises for an aperiodic segment:

- locating zerocrossings of the aperiodic seg-
ment;
- for each successive interval extending be-
tween a predetermined number of consecutive
zerocrossings of the aperiodic segment:

+ extracting said interval for output;
+ determining a target number of samples
to be generated for the interval;
+ checking whether said interval is truly ape-
riodic;
+ if so, stretching said interval by performing
a linear cross-fade between said interval
and the next interval extending between
said predetermined number of consecutive
zerocrossings of the aperiodic segment.

19. A method according to claim 18, wherein said ape-
riodic segment stretching process further comprises,
for each successive interval extending between a
predetermined number of consecutive zerocross-
ings of the aperiodic segment, after stretching said
interval:

+ If said target number of samples to be gener-
ated for the interval is exceeded, then further
extracting an interval extending between a suit-
able number of consecutive zerocrossings of the
aperiodic segment for output;
+ Else if said target number of samples to be
generated for the interval is not reached, then:

1 extracting an interval extending between
a suitable number of consecutive zero-
crossings of the aperiodic segment for out-
put, inferior to said predetermined number;
1 stretching the last interval extending be-
tween said predetermined number of con-
secutive zerocrossings in the output by per-
forming a linear cross-fade between said in-
terval and the next interval extending be-
tween said predetermined number of con-
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secutive zerocrossings of the aperiodic seg-
ment so as to obtain new samples.

20. A method according to any one of claims 18 and 19,
wherein checking whether an interval is truly aperi-
odic consists in determining if a length of said interval
is lower than a threshold.

21. A method according to any one of claims 1 to 20,
wherein step (b) also comprises, for each pause seg-
ment:

1. calculating an output segment duration Tout,
based on the segment duration Tin and the av-
erage intervowel distance Tavg and target inter-
vowel distance Ttarget from the previous speech
segment;
2. stretching the pause segment using the de-
termined output duration, so as to generate up-
dated audio frames of the pause segment.

22. An equipment (1) comprising a processing unit (11)
configured to perform:

- a module for receiving input media content
comprising at least an input audio signal consti-
tuted by a sequence of audio frames;
- a module for classifying of the audio frames as
speech, non-speech, or pause, so as to divide
said audio signal of the media content into
speech segments bounded by non-speech seg-
ments;
- A module for dividing each speech segment
into a sequence of intervowel segments;
- A module for calculating an average intervowel
distance (Tavg) of each divided speech segment,
and for determining a non-linear stretching
transfer function mapping an input intervowel
distance (Tin) to an output intervowel distance
(Tout) as a function of said average intervowel
distance (Tavg) and a given target intervowel dis-
tance (Ttarget);
- A module for stretching each intervowel seg-
ment using the determined stretching transfer
function so as to generate updated audio frames
of the intervowel segment;
- A module for generating an output media con-
tent comprising as output signal the input audio
signal wherein for each intervowel segment of
each speech segment the corresponding audio
frames have been replaced by the updated au-
dio frames.

23. An equipment according to claim 22, comprising a
display (2) for displaying the generated media con-
tent.

24. A computer program product, comprising code in-

structions for executing a method according to any
one of claims 1 to 21 for slowing down speech in an
input media content.

25. A computer-readable medium, on which is stored a
computer program product comprising code instruc-
tions for executing a method according to any one
of claims 1 to 21 for slowing down speech in an input
media content.
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