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(67)  The presentinvention relates to a device for de-
termining the presence of a road sign. It is described to
provide (210) at least one image, the at least one image
relating to a scene external to a vehicle. Dictionary infor-
mation is provided (220), wherein the dictionary informa-
tion is generated on the basis of a plurality of images,
and wherein at least some of the image data of the plu-
rality of images is image data associated with at least

™

DEVICE FOR DETERMINING THE PRESENCE OF A ROAD SIGN

one road sign. It is determined (230) if a particular type
of road sign is present in the at least one image on the
basis of image processing of the at least one image and
the dictionary information. The image processing com-
prises determining (232) a distance and spatial relation-
ship for at least one pixel value in the at least one image.
Driving warning information is output (240) if the partic-
ular type of road sign is determined to be present.
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Description
FIELD OF THE INVENTION

[0001] The presentinvention relates to a device for determining the presence of a road sign, to a system for determining
the presence of a road sign, to a method for determining the presence of a road sign, as well as to a computer program
element.

BACKGROUND OF THE INVENTION

[0002] The general background of this invention is the field of driving warning and information provision systems.
[0003] Drivers when driving may not see a road sign, such as a stop sign or no entry sign, because they are distracted
or are otherwise concentrating on driving the vehicle. This can lead to a situation that can be dangerous, for example if
the road sign was a stop sign or no entry sign.

[0004] There is a need to address this situation.

SUMMARY OF THE INVENTION

[0005] It would be advantageous to have improved apparatus for determining the presence of a road sign, and for
distinguishing between road signs and light sources.

[0006] The object of the present invention is solved with the subject matter of the independent claims, wherein further
embodiments are incorporated in the dependent claims. It should be noted that the following described aspects and
examples of the invention apply also for the device for determining the presence of a road sign, the system for determining
the presence of aroad sign, the method fordetermining the presence of a road sign, and for the computer program element.
[0007] In a first aspect, there is provided a device for determining the presence of a road sign, comprising:

- aninput unit;
- aprocessing unit; and
- an output unit (40).

[0008] The input unitis configured to provide the processing unit with at least one image, the atleast one image relating
to a scene external to a vehicle. The input unitis also configured to provide the processing unit with dictionary information,
wherein the dictionary information is generated on the basis of a plurality of images, and wherein at least some of the
image data of the plurality of images is image data associated with at least one road sign. The processing unit is configured
to determine if a particular type of road sign is present in the at least one image on the basis of image processing of the
at least one image and the dictionary information. The image processing comprises a determination of a distance and
spatial relationship for at least one pixel value in the at least one image. The output unit is configured to output driving
warning information if the particular type of road sign is determined to be present.

[0009] In this way, dictionary information containing information relating to imagery of road signs can be utilised along
with image processing relating to how different combinations of pixel brightness values occur in an acquired image to
improve the determination of whether a road sign is present in the acquired image. In other words, the distributions of
co-occurring values in an image can be utilised along with dictionary information relating to road sign imagery, to enable
the discrimination between non-road sign and road sign images in an acquired image.

[0010] In this manner, the device provides driving warning information that suffers from less confusions between road
signs, such as no entry signs, and light sources within acquired imagery, and false positives are reduced.

[0011] To put this another way, a new filter is provided that enables imagery to be analysed to differentiate between
road signs, and other image data such as that associated with light sources.

[0012] In anexample, the at least one image provided from the input unit to the processing unit, is a plurality of images
relating to the scene external to the vehicle, and by processing a plurality of images rather than just one a more confident
output can be arrived at.

[0013] In an example, determination of the distance and spatial relationship comprises utilisation of a Gray Level Co-
Occurrence Matrix.

[0014] In this way, an efficient way of processing the imagery to extract features that can be utilised with dictionary
information to determine the presence, or not, of a road sign is provided. To put this another way, the way of determining
the presence of a road sign has been improved, including the ability to differentiate between road signs and differentiate
between a road sign and a light source.

[0015] In an example, the determination if a particular sign is present comprises utilisation of a decision tree classifier.
[0016] In this way, an efficient predictive model can be utilised as part of the determination of whether a particular sign
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is present, that can continually account for improvements in the dictionary information and improvements in image
processing. Thus, an adaptive process for determining if a particular sign is present is enabled.

[0017] In an example, the determination if a particular sign is present comprises utilisation of shape classification
image processing algorithm.

[0018] In this manner, more accurate prediction of whether a particular sign is present is provided. This is because
not only are the different combinations of pixel brightness values that occur in an acquired image determined, but this
can be associated with a shape that is consistent with the external shape, or internal feature structure, of a road sign.
In other words, a particular distance and spatial relationship for pixel values that occurs in a region of an image could
be indicative of a particular road sign. If however, this distribution is found within a global shape that is not consistent
with that road sign, then this can be used to reduce the confidence level that that road sign is present.

[0019] In an example, the shape classification image processing algorithm is configured to analyse the at least one
image to determine if a shape corresponding to the shape of the particular type of road sign is present.

[0020] In an example, the determination if a particular sign is present comprises a determination of an intensity level
of a luminance spread within a region of interest associated with the shape corresponding to the shape of the particular
type of road sign.

[0021] In an example, dependent upon a result of the shape classification image processing algorithm the at least one
image can be added to the plurality of images.

[0022] In this manner, the dictionary information can be continually improved as imagery is acquired.

[0023] Inan example, at least some of the image data of the plurality of images is image data associated with at least
one light source.

[0024] In other words, image data that has road signs and image data that has light sources, where a frequent problem
encountered is that reflections from road signs can appear to be similar to light sources themselves leading to existing
systems determining light sources to be road signs. However, by already knowing which data has road signs and which
data has light sources - as ground truths - enables appropriate dictionary information to be compiled, from which the
presence of a particular type of road sign in acquired image data can be determined on the basis of image processing
of that image data along with the dictionary information.

[0025] In an example, generation of the dictionary information comprises utilisation of a Gray Level Co-Occurrence
Matrix.

[0026] In this way, the pr ovision of dictionary information can match how the device is processing acquired imagery
to determine distributions of co-occurring values in imagery.

[0027] In an example, generation of the dictionary information comprises utilisation of a decision tree classifier.
[0028] In this way, the provision of dictionary information can match how the device is processing acquired imagery
and classifying that imagery, to match how the device is processing imagery in real time in order to improve the real
time classification of acquired imagery, to determine if a particular type of road sign is present.

[0029] In an example, the particular type of sign comprises a stop sign. In an example, the particular type of sign
comprises a no entry sign.

[0030] In other words, appropriate driving warning information can be provided if a driver is approaching a stop sign
or a no entry sign. For example, if the driver is approaching the stop sign or no entry sign in a manner indicating that
they may not have seen it, for example if a vehicle is not decelerating, then a warning can be provided to the driver that
there is a stop sign (or no entry sign) ahead. The warning can be visible or audible.

[0031] Inasecond aspect, there is provided a vehicle configured to determine the presence of a road sign, comprising:

- at least one data acquisition unit; and
- adevice for determining the presence of a road sign according to the first aspect; and
- atleast one vehicle operational system.

[0032] The at least one image acquisition unit comprises a camera configured to acquire the at least one image. The
device is configured to cooperate with the at least one vehicle operational system to control the at least one vehicular
operational system.

[0033] In this manner, the at least one vehicular operational system can provide warning information to the driver. For
example, a loudspeaker can made a warning noise, or provide a synthesized human voice to the driver to warn the
driver. Also, a VDU can present the driver with warning information.

[0034] In a third aspect, there is provided a method for determining the presence of a road sign, comprising:

a) providing at least one image, the at least one image relating to a scene external to a vehicle;

c) providing dictionary information, wherein the dictionary information is generated on the basis of a plurality of
images, and wherein at least some of the image data of the plurality of images is image data associated with at
least one road sign;
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d) determining if a particular type of road sign is present in the at least one image on the basis of image processing
of the at least one image and the dictionary information; wherein, the image processing comprises:

d1) determining a distance and spatial relationship for at least one pixel value in the at least one image; and
e) outputting (240) driving warning information if the particular type of road sign is determined to be present.

[0035] According to another aspect, there is provided a computer program element controlling apparatus as previously
described which, in the computer program element is executed by processing unit, is adapted to perform the method
steps as previously described.

[0036] There is also provided a computer readable medium having stored the computer element as previously de-
scribed.

[0037] Advantageously, the benefits provided by any of the above aspects equally apply to all of the other aspects
and vice versa.

[0038] The above aspects and examples will become apparent from and be elucidated with reference to the embod-
iments described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS
[0039] Exemplary embodiments will be described in the following with reference to the following drawings:

Fig. 1 shows a schematic set up of an example of a device for determining the presence of a road sign
Fig. 2 shows a schematic set up of an example of a system for determining the presence of a road sign;
Fig. 3 shows a method for determining the presence of a road sign; and

Fig. 4 shows an example of a detailed workflow for determining the presence of a road sign.

DETAILED DESCRIPTION OF EMBODIMENTS

[0040] Fig. 1 shows an example of a device 10 for determining the presence of a road sign. The device 10 comprises
an input unit 20, a processing unit 30, and an output unit 40. The input unit 20 is configured to provide the processing
unit 30 with at least one image, the at least one image relating to a scene external to a vehicle. This is done via wired
orwireless communication. The input unit 20 is also configured to provide the processing unit 30 with dictionary information
again via wired or wireless communication. The dictionary information is generated on the basis of a plurality of images,
and at least some of the image data of the plurality of images is image data associated with at least one road sign. The
processing unit 30 is configured to determine if a particular type of road sign is present in the at least one image on the
basis of image processing of the at least one image and the dictionary information. The image processing comprises a
determination of a distance and spatial relationship for at least one pixel value in the at least one image. The output unit
40 is configured to output driving warning information if the particular type of road sign is determined to be present.
[0041] In an example, a plurality of images are provided from the input unit to the processing unit.

[0042] According to an example, determination of the distance and spatial relationship comprises utilisation of a Gray
Level Co-Occurrence Matrix.

[0043] According to an example, the determination if a particular sign is present comprises utilisation of a decision
tree classifier.

[0044] According to an example, the determination if a particular sign is present comprises utilisation of shape clas-
sification image processing algorithm.

[0045] In an example, utilisation of the shape classifier image processing algorithm occurs before the determination
of the distance and spatial relationship for the at least one pixel value. In other words, a shape detection and shape
classifier processing step is provided before image features are further processed to determine if a particular type of
sign is present. In an example, only images that contain shapes that are consistent with road signs and/or the particular
type of road signs are further processed by the processing unit to determine the distance and spatial relationship of pixel
values. In this manner, computational efficiency is provided, because only suitable imagery, that could indicate the
presence of a particular type of sign, is processed.

[0046] According to an example, the shape classification image processing algorithm is configured to analyse the at
least one image to determine if a shape corresponding to the shape of the particular type of road sign is present.
[0047] According to an example, the determination if a particular sign is present comprises a determination of an
intensity level of a luminance spread within a region of interest associated with the shape corresponding to the shape
of the particular type of road sign.

[0048] According to an example, dependent upon a result of the shape classification image processing algorithm the
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at least one image can be added to the plurality of images.

[0049] In an example, only images that have been determined to contain image data consistent with a road sign,
and/or the particular type of road sign, being present are added to the plurality of images to augment the dictionary
information.

[0050] According to an example, at least some of the image data of the plurality of images is image data associated
with at least one light source.

[0051] According to an example, generation of the dictionary information comprises utilisation of a Gray Level Co-
Occurrence Matrix.

[0052] According to an example, generation of the dictionary information comprises utilisation of a decision tree clas-
sifier.

[0053] According to an example, the particular type of sign comprises a stop sign or a no entry sign.

[0054] Fig. 2 shows an example of a vehicle 100 configured to determine the presence of a road sign. The vehicle
100 comprises at least one data acquisition unit 110, and a device 10 for determining the presence of a road sign as
described with reference to Fig. 1. The vehicle 100 also comprises at least one vehicle operational system 120. The at
least one image acquisition unit 110 comprises a camera 112 configured to acquire the at least one image. The device
10 is configured to cooperate with the at least one vehicle operational system 120 to control the at least one vehicular
operational system.

[0055] In an example, the at least one image acquisition unit is configured to acquire the plurality of images.

[0056] In an example, the camera is configured to acquire the plurality of images.

[0057] In an example, the at least one vehicle operational system comprises an audio unit of the car. In this manner,
a driver can be provided with an audible warning if a stop sign or no entry sign has been detected.

[0058] In an example, the at least one vehicle operational system comprises a visual display unit of the car. In this
manner, a driver can be provided with a visual warning if a stop sign has been detected.

[0059] In an example, the at least one vehicle operational system comprises a braking system of the car. In this
manner, a car can be automatically decelerated or brought to a stop if a stop sign (or no entry sign) has been detected,
and the driver has not responded.

[0060] Fig. 3 shows a method 200 for determining the presence of a road sign in its basic steps. The method 200
comprises:

in a providing step 210, also referred to as step a), providing at least one image, the at least one image relating to
a scene external to a vehicle;

in a providing step 220, also referred to as step c), providing dictionary information, wherein the dictionary information
is generated on the basis of a plurality of images, and wherein at least some of the image data of the plurality of
images is image data associated with at least one road sign;

in a determining step 230, also referred to as step d), determining if a particular type of road sign is present in the
atleastone image on the basis ofimage processing of the at least one image and the dictionary information; wherein,
the image processing comprises: a determining step 232, also referred to as step d1), involving determining a
distance and spatial relationship for at least one pixel value in the at least one image; and

in an outputting step 240, also referred to as step e), outputting driving warning information if the particular type of
road sign is determined to be present.

[0061] In an example, step a) comprises providing the at least one image from an input unit to a processing unit.
[0062] In an example, step c) comprises providing the dictionary information from the input unit to the processing unit.
[0063] In an example, in step d) the processing is carried out by the processing unit.

[0064] In an example, in step e) the outputting is carried out by an output unit.

[0065] In an example, the method comprises step b), generating 250 the dictionary information on the basis of the
plurality of images. In other words, already provided dictionary information can be utilised, that was acquired offline, or
the method can generate the dictionary information.

[0066] In an example, step d1) comprises utilising a Gray Level Co-Occurrence Matrix.

[0067] In an example, step d) comprises utilising a decision tree classifier.

[0068] In an example, step d) comprises utilising a shape classification image processing algorithm.

[0069] In an example, utilising the shape classification image processing algorithm comprises analysing the at least
one image to determine if a shape corresponding to the shape of the particular type of road sign is present.

[0070] Inanexample, step d) comprises determining an intensity level of a luminance spread within a region of interest
associated with the shape corresponding to the shape of the particular type of road sign.

[0071] In an example, the method comprises adding, dependent upon a result of the shape classification image
processing algorithm, the at least one image to the plurality of images.

[0072] Inan example, at least some of the image data of the plurality of images is image data associated with at least
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one light source.

[0073] In an example, step b) comprises utilising a Gray Level Co-Occurrence Matrix.

[0074] In an example, step b) comprises utilising a decision tree classifier.

[0075] The device, system and method are now described in further detail with respect to Fig. 4.

[0076] Fig. 4 shows a detailed work flow for determining the presence of a road sign, and reduces false positives
relating to determining the presence of a sign such as a stop sign, or no entry sign.

[0077] Referring to Fig. 4, one or more cameras acquires images of a scene outside a vehicle, as would normally be
acquired by a camera forming part of an advanced driver assist system (ADAS). The imagery can be acquired by such
a camera, but can also be acquired by other cameras that need not to be associated with the vehicle, for example
handheld cameras that form part of library imagery. The camera imagery contains object information such as a road
scene, including different road signs, different lighting scenes and sources, road signs being illuminated by light sources
such that light is being reflected from them, and road signs that are not being illuminated. The camera imagery contains
imagery of streetlights, the headlights and taillights of cars, the sun in different parts of the imagery, and various other
possible light sources in different parts of the imagery.

[0078] With continued reference to Fig.4 camera imagery also relates to real-time imagery acquired by an on-board
vehicle camera, which is used by the device, system and method to determine the presence of a road sign, and classify
thatroad sign such as identifying a road sign is present and that that road sign is a no entry sign (or stop sign). Appropriate
warning information can then be provided to the driver.

[0079] Before the device, system and method is run in real-time on a vehicle, utilising the workflow as shown in Fig.
4, the device, system and method is trained using the above described camera imagery. In such off-line training, camera
imagery is divided into one third evaluation data and two thirds development data. This is just one example, and different
ratios of evaluation to development data can be utilised. Indeed, the evaluation data is used to determine the efficacy
of the device, system and method once training has been undertaken using the development data and need not actually
be used. Therefore, referring to the detailed workflow Fig. 4 the left hand side of the figure, along with the shape detection
and circle sign classification steps shown at the top on the right-hand side of the figure, shows how camera imagery is
used to provide a dictionary storing decision information about active light sources and different road signs. The right
hand side of Fig. 4 then can be considered to be the real-time utilisation of the device, system and method for example
in a vehicle. Here, real-time acquired imagery is used with the same dictionary that was developed during training during
real-time processing to determine the presence of a road sign and classify it, for example determining that the scene
ahead contains a stop sign (or no entry sign). This enables, for example the differentiation of light reflected from road
signs with light sources themselves, reducing false positive identification of light sources as road signs.

[0080] Continuing with the off-line training phase, as shown in Fig. 4 and as referred to above, from the development
data training samples are generated based on the ground truth information (such as exactly what s visible in the camera
imagery, as determined for example by a technician) along with overlapping ratio. Therefore, the detection and classi-
fication system running off-line on the development data set is provided with recognition information for road signs such
as no entry signs that have light reflected from them and is provided with recognition information for light sources. Such
light sources can be falsely recognized as road sign, such as a no entry sign, in existing systems. In other words, the
development data has been pipelined using ground truth data for feature extraction and classifier training to make the
dictionary. That same dictionary is then used during real-time processing to determine the presence, and classification
of, road signs, enabling the differentiation for example between a road sign suffering from light reflected from its surface
and a light source itself such as a street lamp.

[0081] As shown in Fig. 4 in both the off-line training and an online real time processing, shape detection and circle
sign classification is implemented, which as discussed above is utilised with ground truth for off-line training. A circular
sign is detailed here as an example, but other signs such as square, rhomboid, or other shaped road signs can also be
detected and classified. The camera imagery is processed with image processing algorithms to detect a circular shape,
or substantially circular shape indicative of a circular road sign viewed from an angle, and the image data within the
boundary of that circular shape is captured. A circle sign classification step utilises a principle component analysis (PCA)
classifier to determine if a feature in the camera imagery is consistent with being a road sign, such as no entry sign. As
part of this process the input image is acquired by the camera is converted into the well-known "Y" and "V" images, and
processing considering these 2 image planes (Y/V) proceeds. Thus PCA features are used along with a polynomial
classifier for circle sign classification. However, at this stage the road sign suffering from reflected light from the surface
can be similar to imagery of a light source. Therefore, in order to ensure that a road sign suffering from light reflection
is detected and classified, at this stage such image data along with image data that does not have a road sign but that
is just light source is passed onwards to the co-occurrence luma feature extraction step. This step forms both part of
the off-line training. In real time the image passed can have a road sign or a light source or both. It can be processed
independently to obtain the result (the other image pair not required since the dictionary already has trained data). In
the co-occurrence luma feature extraction step, a grey level co-occurrence matrix (GLCM) in effect checks the saturation
level of the luminance spread within the detected a region of interest of what could be a road sign. Thus, one can consider
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that a circular region of interest was detected at the circle sign classification step, and that image region is now being
processed by the GLCM. To recall, the output of the circle sign classification step is a region of interest that could contain
a road sign, such as a stop sign (or no entry sign). In the GLCM processing that region of interest is cut into 9 blocks,
for example a square image region can be cut into 9 sections with 2 vertical cuts and 2 horizontal cuts, where the region
of interest could be square, circular, elliptical or any other shape. Cutting of the region of interest 9 blocks is one example,
in the region known interest could be cut into any number of blocks. Images are quantised into 8 levels, such that 8-bit
images (0-255) are being dealt with. As discussed above a "sign" cut out is divided into 9 blocks, and for each block
pixels are considered pairwise and the co-occurrence matrix is formed for each pair. A comparative result can then be
determined based on that the co-occurrence matrix value can be incremented.

[0082] TheY and V images are discussed above, and are determined in the well done way as shown below:

Y' = WgR+ WG + WgB = 0.299R + 0.587G + 0.114B

‘ B-Y' "
U = Upgax ———— = 0.492(B - Y")
V«-w %{a%ﬁ MQSTT(R"—Y)

[0083] With continued reference to Fig. 4, the output of the co-occurrence Luma feature extraction step, implemented
via a GLCM as discussed above, is passed to a decision tree classifier. The classify decision making starts marooned
level and stops at point with the confidence value is good enough to make a conclusion. As discussed above a single
cutout is divided into 9 blocks the feature extraction and calculating the GLCM. Considering the 2 planes (Y/V images)
there are a total of 9 * 64 * 12 offset * 2 = 13824 features. Here, the 9 refers to the number of blocks of the cutout, 64 =
8*8, and the offset example of 12 relates to the offset at which the distribution of co-occurring pixel values is determined
within the GLCM, and 2 relates to the two images, Y and V. The offset rather than being 12 in the above example, could
be any value from 2 to 31, and the block size rather than being 9 could be any value 2 to 24. Thus, there are a number
of feature sets upon which decision can be made as to whether an image contains a road sign, such as a stop sign (or
no entry sign) that may be suffering from light being reflected from a surface, or whether that image just contains light
source such as a streetlamp. The decision tree classifier can be used to minimise the computational complexity, because
for example if the classify decision of the first feature set itself is giving enough confidence to make a decision (differ-
entiating a light source from a road sign that could have light reflecting from its surface) then further features do not
need to be evaluated. In this manner, a conclusion can be reached as to whether the image and more particularly the
region of interest within the image is a road sign or a light source using less than all the features. For example 20% of
the features can be analysed. Thus, computational time feel evaluating the complete feature set is saved.

[0084] The above process, is used along with ground truth information in providing the dictionary information during
off-line training. The above process is then used in real-time, within for example an ADAS system on a vehicle that is
processing acquired imagery in real-time, and making use of the dictionary information determined during the off-line
training to determine the presence of a road sign in imagery, and indeed without road sign is a particular type of road
signs such as a stop sign or no entry sign.

[0085] The co-occurrence Luma feature extraction step shown on the left and right hand signs of Fig. 4, implemented
by a GLCM that has the same functionality. Referring to the GLCM | shown on the left hand side used during off-line
training, to recall camera imagery is provided with associated ground truth as to what is being shown in that imagery.
The GLCM then creates a feature descriptor. When the cutout data of the region of interest is known to come from a
light source, and a class label -1 is provided associated with imagery. When the cutout data of the region of interest is
known to come from for example a no entry sign board cutout data, a class label of +1 is provided associated with
imagery. This is indicated by the 2 arrows in Fig. 4 that extend from the co-occurrence Luma feature extraction box to
the decision tree classifier box, and is utilised when making the dictionary information. Thus, image data having class
labels is provided for the dictionary information, which is derived from ground truth and the matching accelerator which
is being fed with information from shape detection and circle sign classification steps.

[0086] The following provides further detail on elements utilized in determining the presence of a road sign, and
distinguishing between a road sign and a light source.
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Circle Detector
[0087] The Circle detector has 2 main parts - Course Detector and Detection Verification

1. Course Detector

[0088] The primary detection of the circles in the images is performed on an image sub-scaled by the factor of two.
The following steps are performed in course detection stage.

[0089] Edge Detection: For Edge detection a well known Sobel filter is used in this system since it provides good
performance in speed as well as detection rate. To ease the computational cost in later steps of the algorithm and to
better define the position of the edges a non-maximum suppression scheme is used.

[0090] Hough Accumulator: The main detection step is established by the use of the fast generalized Hough Trans-
form. To reduce memory consumption and computation time the radius range and centre positions to be scanned is
quantized

[0091] Low pass filter on Accumulator and Maximum Extraction: In this step the highest entries of the accumulator
image are extracted and entered into a list structure. A low pass filter is used on the accumulator images and a fixed
number of maxima extracted and passed on to the next step. The list of points is submitted to a connected components
search. The weighted centre of the connected components comprises the candidates handed on to the detection veri-
fication stage.

2. Detection Verification:

[0092] The circle candidates detected in the previous steps are quantized to two pixels accuracy in position and to a
limited number of radius range segments in size. For later tracking and classification the circles have to be measured
more accurately. As an additional effect this step verifies the circle candidates. Since through the rough estimation in
the coarse detector phantom candidates are created, especially in areas containing many edges, tree branches or
bushes for example. These phantom candidates are eliminated in this step. Chamfer matching algorithm is used for this
process. The algorithm is based on a distance transform in which the value of each pixel in the transformed image
represents the distance to the closest pixel set in the binary input image, in this case the edge image. The output is the
sum of accumulated values under a mask applied to the distance transformed image, the so-called Chamfer image.

Sign Tracker:

[0093] The tracker is the central component in the system. It is used to collect the traffic sign candidates in the image
sequence from the detector, accumulate the detected circles over time and position and hand the tracks over to the
classification system, administrating the classification results as well. The type of tracker used is an oy tracker.

Classifier:

[0094] Prior to classification, a Normalization process is performed on the image cutout to remove as many systematic
differences (like their size, brightness, and grade of blurring) as possible between the patterns to be recognized.
[0095] The exemplar classifier implemented is a two stage hierarchical classifier.

The first stage is used to reject the main part of the patterns not representing a sign and has the second function of
determining the type of the sign. For the classification of one stage in the hierarchy the number of features resented to
the classifier has to be reduced, and in this example this is done using the principal component analysis (PCA). The
dimensionality of the classification problem is reduced to allow an efficient training of the classifier. For the classification
process, polynomial classifier of second degree is being used due to its good classification performance, computational
speed and ease of retraining.

Track Classification:

[0096] The last step in the classification process is the combination of the single pattern classification results to a
conclusion for the whole track, meaning to conclude from a sequence of image objects which class the corresponding
real world object belongs to. The accumulated result is the weighted sum of these probabilities, the decision being made
by the maximum relative probability. The relative probability has to be above a threshold, otherwise the classification is
rejected and set to the result class "Garbage". An additional rejection step has been introduced by thresholding the sum
of single probabilities for the resulting class. This addresses the issue thatz since the relative probability compared to
the other classes may be high, but the absolute sum might still be low when the track was short or many of the entries
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could not be identified due to the being rejected by the single pattern classification system.

[0097] In another exemplary embodiment, a computer program or computer program element is provided that is
characterized by being configured to execute the method steps of the method according to one of the preceding em-
bodiments, on an appropriate system.

[0098] The computer program element might therefore be stored on a computer unit, which might also be part of an
embodiment. This computing unit may be configured to perform or induce performing of the steps of the method described
above. Moreover, it may be configured to operate the components of the above described apparatus and/or system.
The computing unit can be configured to operate automatically and/or to execute the orders of a user. A computer
program may be loaded into a working memory of a data processor. The data processor may thus be equipped to carry
out the method according to one of the preceding embodiments.

[0099] According to a further exemplary embodiment of the present invention, a computer readable medium, such as
a CD-ROM, is presented wherein the computer readable medium has a computer program element stored on it which
computer program element is described by the preceding section.

[0100] It has to be noted that embodiments of the invention are described with reference to different subject matters.
In particular, some embodiments are described with reference to method type claims whereas other embodiments are
described with reference to the device type claims. However, a person skilled in the art will gather from the above and
the following description that, unless otherwise notified, in addition to any combination of features belonging to one type
of subject matter also any combination between features relating to different subject matters is considered to be disclosed
with this application. However, all features can be combined providing synergetic effects that are more than the simple
summation of the features.

[0101] While the invention has been illustrated and described in detail in the drawings and foregoing description, such
illustration and description are to be considered illustrative or exemplary and not restrictive. The invention is not limited
to the disclosed embodiments. Other variations to the disclosed embodiments can be understood and effected by those
skilled in the art in practicing a claimed invention, from a study of the drawings, the disclosure, and the dependent claims.
[0102] In the claims, the word "comprising" does not exclude other elements or steps, and the indefinite article "a" or
"an" does not exclude a plurality. A single processor or other unit may fulfill the functions of several items re-cited in the
claims. The mere fact that certain measures are re-cited in mutually different dependent claims does not indicate that
acombination of these measures cannot be used to advantage. Any reference signs in the claims should not be construed
as limiting the scope.

Claims
1. A device (10) for determining the presence of a road sign, comprising:

- an input unit (20);
- a processing unit (30); and
- an output unit (40);

wherein, the input unit is configured to provide the processing unit with at least one image, the at least one image
relating to a scene external to a vehicle;

wherein, the input unit is configured to provide the processing unit with dictionary information, wherein the dictionary
information is generated on the basis of a plurality of images, and wherein at least some of the image data of the
plurality of images is image data associated with at least one road sign;

wherein, the processing unit is configured to determine if a particular type of road sign is present in the at least one
image on the basis of image processing of the at least one image and the dictionary information;

wherein, the image processing comprises a determination of a distance and spatial relationship for at least one pixel
value in the at least one image; and

wherein, the output unit is configured to output driving warning information if the particular type of road sign is
determined to be present.

2. Device according to claim 1, wherein determination of the distance and spatial relationship comprises utilisation of
a Gray Level Co-Occurrence Matrix.

3. Device according to any of claims 1-2, wherein the determination if a particular sign is present comprises utilisation
of a decision tree classifier.

4. Device according to any of claims 1-3, wherein the determination if a particular sign is present comprises utilisation
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of shape classification image processing algorithm.

5. Device according to claim 4, wherein the shape classification image processing algorithm is configured to analyse
the at least one image to determine if a shape corresponding to the shape of the particular type of road sign is present.

6. Device according to any of claims 4-5, wherein the determination if a particular sign is present comprises a deter-
mination of anintensity level of a luminance spread within a region of interest associated with the shape corresponding
to the shape of the particular type of road sign.

7. Device according to any of claims 4-5, wherein dependent upon a result of the shape classification image processing
algorithm the at least one image can be added to the plurality of images.

8. Device according to any of claims 1-7, wherein at least some of the image data of the plurality of images is image
data associated with at least one light source.

9. Device according to any of claims 1-8, wherein generation of the dictionary information comprises utilisation of a
Gray Level Co-Occurrence Matrix.

10. Device according to any of claims 1-9, wherein generation of the dictionary information comprises utilisation of a
decision tree classifier.

11. Device according to any of claims 1-10, wherein the particular type of sign comprises a stop sign.
12. A vehicle (100) configured to determine the presence of a road sign, comprising:

- at least one data acquisition unit (110); and
- a device (10) for determining the presence of a road sign according to any one of the preceding claims; and
- at least one vehicle operational system (120);

wherein, the at least one image acquisition unit comprises a camera (112) configured to acquire the at least one
image; and

wherein, the device is configured to cooperate with the at least one vehicle operational system to control the at least
one vehicular operational system.

13. A method (200) for determining the presence of a road sign, comprising:

a) providing (210) at least one image, the at least one image relating to a scene external to a vehicle;

c) providing (220) dictionary information, wherein the dictionary information is generated on the basis of a
plurality ofimages, and wherein atleast some of the image data of the plurality ofimages isimage data associated
with at least one road sign;

d) determining (230) if a particular type of road sign is present in the at least one image on the basis of image
processing of the at least one image and the dictionary information; wherein, the image processing comprises:

d1) determining (232) a distance and spatial relationship for at least one pixel value in the at least one
image; and

e) outputting (240) driving warning information if the particular type of road sign is determined to be present.

14. A computer program element for controlling an apparatus according to any one of claims 1 to 11 and/or a system
according to claim 12, which when executed by a processor is configured to carry out the method of claim 13.

10
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