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(54) VIDEO DISPLAY APPARATUS AND METHOD OF OPERATING THE SAME

(57) The present invention provides a video display
apparatus (100) at least comprising a display screen (10),
at least one loudspeaker for emitting a sound in associ-
ation with at least one still or moving image displayed on
the display screen (10), at least two spatially separated
microphones (1, 2, 3), and an audio signal processing
unit (20) configured to separate the sound emitted by the
loudspeaker from a sound received by the microphones.
The present invention also provides a method of operat-
ing a video display apparatus, wherein the method at
least comprises displaying on a display screen of the

apparatus at least one still or moving image, emitting a
sound from a loudspeaker of the apparatus in association
with displaying the at least one still or moving image,
receiving a sound by at least two spatially separated mi-
crophones of the apparatus, and separating the sound
emitted from the loudspeaker from the sound received
by the microphones. Such a method allows for three-di-
mensional localization and separation of sound sources
to receive and execute voice commands for control of a
video display apparatus, such as a television, without the
need for a remote control.
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Description

[0001] The present invention relates to a video display apparatus according to claim 1 and to a method of operating
a video display apparatus according to claim 12.

Background of the Invention

[0002] At present, video display apparatuses, such as televisions, video games machines and computer monitors,
are typically operated either by touch, using one or more push buttons, a keyboard, keypad, joystick, and/or touch screen
of the display apparatus, or by transmitting electromagnetic signals to the apparatus, for example, infrared or radio
waves, using a separate device, such as a dedicated remote control and/or smart phone. It is hard to operate a video
display apparatus using sound, such as voice commands, because apart from comprising a display screen, such a video
display apparatus typically also comprises at least one loudspeaker, which itself emits sound in association with still or
moving images displayed on the display screen, for example as a sound track accompanying a film or television pro-
gramme or as sound effects accompanying a video game. It is difficult for sound signals intended to operate the video
display apparatus to be discriminated from these sounds emitted by the display apparatus itself, as well as from echoes,
which are hard to model and predict, and from background noise.

Object of the Invention

[0003] It is therefore an object of the invention to provide a video display apparatus and a method of operating a video
display apparatus.

Description of the Invention

[0004] The object of the invention is solved by a video display apparatus according to claim 1. The video display
apparatus at least comprises a display screen, at least one loudspeaker for emitting a sound in association with at least
one still or moving image displayed on the display screen, at least two spatially separated microphones, and an audio
signal processing unit configured to separate the sound emitted by the loudspeaker from a sound received by the
microphones.
[0005] This solution is beneficial since such a video display apparatus is relatively much larger than a portable device
like a remote control unit or a smart phone, so that the at least two microphones can be positioned sufficiently far apart
from each other to give good spatial resolution for discriminating sound sources from each other. Moreover, since the
audio signal processing unit can receive the sound emitted by the loudspeaker directly as an electronic signal before,
during or after its emission, the sound emitted by the loudspeaker can be separated from the sound received by the
microphones with a high degree of certainty and echoes can be easily identified and accounted for.
[0006] Advantageous embodiments of the invention may be configured according to any claim and/or part of the
following description.
[0007] At least one of the microphones is preferably located adjacent the display screen, facing the same direction as
the display screen. This improves the chances that at least one of the microphones will be facing a viewer of the display
screen. More preferably, at least two of the microphones are located on either side of the display screen with the display
screen between them, facing the same direction as the display screen. This is beneficial in increasing the horizontal
resolution of the microphones.
[0008] Preferably, at least one pair of the at least two microphones are spatially separated by at least 400 mm, more
preferably by at least 500 mm, more preferably still by at least 600 mm, and most preferably by at least 700 mm from
each other. This is advantageous because the spatial resolution of the microphones increases in proportion to their
spatial separation.
[0009] In a preferred embodiment, the at least two microphones comprise three microphones arranged in a triangle.
This is beneficial because it allows sound sources to be discriminated from each other in two dimensions. For example,
if the triangle has one horizontal and one vertical side, this will give corresponding spatial resolution of sound sources
in the horizontal and vertical directions.
[0010] Preferably, the video display apparatus further comprises a sound source locating unit. The sound source
locating unit may locate the source of sounds, based upon the differences between the sound signals received by
different ones of the at least two microphones. For example, the sound source locating unit may locate the source of
sounds based on the different times of arrival of the sound from a single, common source at different ones of the at least
two microphones.
[0011] Preferably, the video display apparatus further comprises a voice recognition unit. This is beneficial because
it can allow the video display apparatus to adopt one of a plurality of different user profiles according to the voice of a
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user recognized by the voice recognition unit.
[0012] If so, the video display apparatus preferably further also comprises a voice command execution unit. This is
beneficial because it can allow the video display apparatus to be controlled by a user issuing voice commands, such as
"switch to channel A", "increase volume", and so on, without the need for a separate control device, such as a dedicated
remote control or a smart phone. It also allows the video display apparatus to be used in hands-free multimedia and
gaming applications.
[0013] In one possible embodiment, the video display apparatus further comprises a multi-view display unit configured
to display at least two different still or moving images on the display screen simultaneously. Multi-view is an existing
display technology allowing at least two different still or moving images to be displayed on the display screen simulta-
neously, for example by displaying the different images with different polarizations from each other. A plurality of viewers
with multi-view glasses of correspondingly different polarizations may then watch respective ones of the different still or
moving images simultaneously without the need for a split screen. For example, one viewer may watch a film or television
programme whilst another viewer browses an album of photos or plays a video game on the same display screen.
Typically in such a case, one or more viewers may wear head or earphones supplied by the video display apparatus
with a respective sound signal appropriate to the image or images being watched by the viewer in question.
[0014] If so, and if the video display apparatus also comprises a sound source locating unit and a voice command
execution unit, the voice command execution unit is preferably configured to execute a command in relation to a respective
one of the simultaneously displayed still or moving images and/or a sound signal generated by the video display apparatus
according to a location of a sound source issuing the command identified by the sound source locating unit. This is
beneficial because a plurality of viewers of the display screen may then control whatever they are watching by issuing
one or more voice commands which only affect the images they are viewing and/or the sound signal they are receiving
and not the different images or sound of another simultaneous viewer. It also allows for display of the different images
and/or the corresponding sound signals to be adapted to the respective locations of the simultaneous viewers. For
example, the respective images may track the location of a viewer as they move. According to this example, if two
simultaneous viewers swap positions, one of the viewers may call out "I’m over here" as a voice command, and the
video display apparatus may then redirect the displayed images and/or the accompanying sound signals accordingly.
[0015] In one possible embodiment, the video display apparatus may further comprise a television receiver. This allows
the video display apparatus to display television programmes and for the programmes to be selected and controlled
using voice commands, instead of using a separate device, such as a dedicated remote control or smart phone.
[0016] Preferably, the audio signal processing unit is further configured to separate environmental noise from the
sound received by the microphones. This is beneficial because it can be used to improve the accuracy of sound source
location, voice recognition and execution of voice commands. The separation of environmental noise from the sound
received by the microphones may be carried out by sampling the sound received by the microphones at times when the
loudspeaker of the video display apparatus is silent and when no rapid variations in the volume of sound received by
the microphones is detected, which might otherwise be indicative of a user’s voice, and then using these samples as
examples of environmental noise.
[0017] The present invention further relates to a method of operating a video display apparatus. The method at least
comprises displaying on a display screen of the apparatus at least one still or moving image, emitting a sound from a
loudspeaker of the apparatus in association with displaying the at least one still or moving image, receiving a sound by
at least two spatially separated microphones of the apparatus, and separating the sound emitted from the loudspeaker
from the sound received by the microphones.
[0018] Preferably, the method further comprises locating at least one source of the sound received by the microphones.
[0019] Preferably, the method further comprises recognizing at least one voice in the sound received by the micro-
phones.
[0020] If so, the method preferably further comprises executing a command issued by the at least one voice according
to the location of the sound source issuing the command.
[0021] The present invention further relates to a computer program product or a program code or system for executing
one or more than one of the herein described methods.
[0022] Further features, goals and advantages of the present invention will now be described in association with the
accompanying drawings, in which exemplary components of the invention are illustrated. Components of the apparatuses
and methods according to the invention which are at least essentially equivalent to each other with respect to their
function can be marked by the same reference numerals, wherein such components do not have to be marked or
described in all of the drawings.
[0023] In the following description, the invention is described by way of example only with respect to the accompanying
drawings.
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Brief Description of the Drawings

[0024]

Fig. 1 is a schematic plan view of different viewer positions relative to a display screen of a video display apparatus;

Fig. 2 is a schematic diagram of separating and processing sound signals received from a plurality of different
sources by stereo microphones;

Fig. 3 is a schematic representation of an embodiment of a video display apparatus comprising a plurality of spatially
separated microphones;

Fig. 4 schematically represents a three-dimensional method of calculating the distances of a plurality of spatially
separated microphones from a single source of sound;

Fig. 5 is a schematic block diagram of signal processing sound signals from two different sources;

Fig. 6 is a graph representing sound signals received from a single source by two spatially separated microphones;
and

Fig. 7 is a graph representing sound wave power dissipation over distance.

Detailed Description

[0025] Fig. 1 schematically shows a plan view of different positions P0, P1, P2, P3 of a viewer relative to a display
screen 10 of a video display apparatus. Only when the viewer is positioned somewhere in a plane equidistant between
the two horizontal extremities of the display screen 10, is the viewer in a "sweetspot", as represented in Fig. 1 by position
P0. In this position, a pair of spatially separated microphones, each respectively located adjacent one of the two horizontal
extremities of the display screen 10, will receive the same sound emitted by the viewer as each other. In all other
positions, such as those represented by P1, P2, P3 in Fig. 1, the viewer is at a greater distance from one of the two
horizontal extremities of the display screen 10 than from the other. In any one of these other positions, the sound received
by one of the pair of spatially separated microphones located adjacent one of the horizontal extremities of the display
screen 10 will be different from the sound received by the other such microphone so that it is possible to effectively
separate the sound emitted by the loudspeaker from a surrounding sound received by the microphones.
[0026] Fig. 2 schematically represents separating and processing sound signals received from a plurality of different
sound sources Source 1, Source 2, Source 3 by stereo microphones 1, 2 by means of an audio signal processing unit
20. The stereo microphones 1, 2 produce left and right channel audio signals as illustrated in Fig. 2. The audio signal
processing unit 20 compares these left and right channel audio signals and extracts from them estimates Estimate 1,
Estimate 2, Estimate 3, each of which respectively corresponds to one of the sounds produced by Source 1, Source 2,
Source 3.
[0027] Fig. 3 schematically represents an embodiment of a video display apparatus 100. The video display apparatus
100 comprises a display screen 10 and a plurality of spatially separated microphones 1, 2, 3. The microphones 1, 2, 3
are located adjacent the display screen and are arranged in a triangle. The pair of microphones 1, 2 are spatially separated
from each other by more than 400 mm, the pair of microphones 2, 3 are spatially separated from each other by more
than 500 mm, and the pair of microphones 1, 3 are spatially separated from each other by more than 600 mm.
[0028] The video display apparatus 100 further comprises several loudspeakers (not visible in Fig. 3) for emitting a
sound in association with the display of at least one still or moving image on the display screen 10. The video display
apparatus 100 also contains a television receiver and an audio signal processing unit, neither of which are visible in Fig.
3. The audio signal processing unit is configured to separate the sound emitted by the loudspeakers from a sound
received by the microphones 1, 2, 3.
[0029] Fig. 4 schematically represents a method of calculating the distances in three-dimensions of a plurality of
spatially separated microphones, Mic 0, Mic 1, Mic 2, Mic 3 from a single source of sound, S. In this example, the sound
source, S, is located at co-ordinates x, y, z in an arbitrarily defined three-dimensional Cartesian co-ordinate system and
emits a sound at time, t. As may be seen from Fig. 4, the plurality of spatially separated microphones, Mic 0, Mic 1, Mic
2, Mic 3 comprises four different combinations of three microphones arranged in a triangle. Mic 0 is located at co-
ordinates x0, y0, z0 and receives the sound from source S at time to. Mic 1 is located at co-ordinates x1, y1, z1 and
receives the sound from source S at time t1. Similarly, Mic 2 is located at co-ordinates x2, y2, z2 and receives the sound
from source S at time t2. Finally, Mic 3 is located at co-ordinates x3, y3, z3 and receives the sound from source S at
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time t3. The distance = (x0 - x, y0 - y, z0 - z) of Mic 0 from the sound source S is therefore given by the speed of sound,
c, multiplied by the difference between the time, t0, of reception of the sound by Mic 0 and the time, t, of its emission:
c*(t0 - t). Similarly, the distance of Mic 1 from the sound source S is given by c*(t1-t), the distance of Mic 2 from the
sound source S is given by c*(t2-t), and the distance of Mic 3 from the sound source S is given by c*(t3 -t). Thus by
comparing the different times of reception of the sound at the different microphones Mic 0, Mic 1, Mic 2, Mic 3, the
location x, y, z of the sound source in the co-ordinate system may be calculated. Such a method as that described in
relation to Fig. 4 may be carried out by a sound source locating unit of a video display apparatus according to an
embodiment of the invention.
[0030] Fig. 5 schematically represents how two different sound signals respectively received from two different sources
of sound may be modelled. In the example shown in Fig. 5, a first sound signal sine1 having a frequency of 10 Hz is
emitted from a first source of sound and a second sound signal sine2 having a frequency of 20 Hz is emitted from a
second source of sound. Purely for the sake of this example, sine1 and sine2 are both represented as having a sinusoidal
waveform, although in practice, they may have any waveform and any other audio frequency or range of frequencies.
Sine1 and sine2 are both received by each one of a pair of spatially separated microphones. The first microphone may
be modelled by two amplifiers gain1, gain2 and by an adder labelled add1 in Fig. 5. The second microphone may be
modelled by two further amplifiers gain3, gain4 and by a second adder labelled add2. Since the first sound source is
nearer to the first microphone than it is to the second, the sound signal sine1 may be modelled as passing through the
amplifier gain1 with a gain, k = 0.9 and through the amplifier gain3 with a gain of only k = 0.3. On the other hand, since
the second sound source is nearer to the second microphone than it is to the first, the sound signal sine2 may instead
be modelled as passing through the amplifier gain2 with a gain of only k = 0.3 and through the amplifier gain4 with a
gain, k = 0.9. Subsequent to these respective amplifications, the sound signals sine1, sine2 are added to each other by
the adders add1, add2 of each microphone as shown in Fig. 5.
[0031] Fig. 6 schematically represents two sound signals 61, 62, each respectively received by one of two spatially
separated microphones from a single, common source. The graph of Fig. 6 plots the amplitude, A, of the two sound
signals 61, 62 on the y-axis or ordinate against time, t, on the x-axis or abscissa. As may be seen from Fig. 6, whereas
the two sound signals 61, 62 have the same frequency as each other and a similar waveform to each other (which, for
the sake of this example, is a sinusoid) the amplitude A of the sound signal 61 differs from that of the sound signal 62,
since the common source of the two signals 61, 62 is located further from one of the two microphones than the other.
[0032] Fig. 7 schematically represents sound wave power dissipation over distance. The graph of Fig. 7 plots the
amplitude, A, of a sound wave 71 on the y-axis or ordinate against distance, x, on the x-axis or abscissa from the emission
of the sound wave 71 by a source, S, to its reception, R. As may be seen from Fig. 7, the amplitude, A, of the sound
wave 71 progressively diminishes between the source, S, and its reception, R. The power of the sound wave 71, which
is proportional to the square of the amplitude, A, therefore also dissipates accordingly.
[0033] In summary, therefore, the present invention provides a video display apparatus at least comprising a display
screen, at least one loudspeaker for emitting a sound in association with at least one still or moving image displayed on
the display screen, at least two spatially separated microphones, and an audio signal processing unit configured to
separate the sound emitted by the loudspeaker from a sound received by the microphones. The present invention also
provides a method of operating a video display apparatus, wherein the method at least comprises displaying on a display
screen of the apparatus at least one still or moving image, emitting a sound from a loudspeaker of the apparatus in
association with displaying the at least one still or moving image, receiving a sound by at least two spatially separated
microphones of the apparatus, and separating the sound emitted from the loudspeaker from the sound received by the
microphones. Such a method allows for three-dimensional localization and separation of sound sources to receive and
execute voice commands for control of a video display apparatus, such as a television, without the need for a remote
control.

Reference Numerals:
1,2,3 Spatially separated 

microphones
gain1, gain2, gain3, 
gain4

Amplifiers

10 Display screen
20 Audio signal processing unit Mic 0, Mic 1, Mic 2, 

Mic 3
Plurality of spatially separated 
microphones30 Model of two sound signals

61 First audio signal
62 Second audio signal P0, P1, P2, P3 Different positions of viewer
71 Sound wave
100 Video display apparatus R Reception
A Amplitude S Sound source
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Claims

1. A video display apparatus (100) at least comprising:

a display screen (10);
at least one loudspeaker for emitting a sound in association with at least one still or moving image displayed
on the display screen (10);
at least two spatially separated microphones (1, 2, 3; Mic 0, Mic 1, Mic 2, Mic 3); and
an audio signal processing unit (20) configured to separate the sound emitted by the loudspeaker from a sound
received by the microphones.

2. A video display apparatus according to claim 1, wherein at least one of the microphones (1, 2, 3; Mic 0, Mic 1, Mic
2, Mic 3) is located adjacent the display screen (10), facing the same direction as the display screen.

3. A video display apparatus according to claim 1 or claim 2, wherein at least one pair (1, 2; 2, 3; 1, 3) of the at least
two microphones (1, 2, 3; Mic 0, Mic 1, Mic 2, Mic 3) are spatially separated from each other by at least 400 mm.

4. A video display apparatus according to any one of the preceding claims, wherein the at least two microphones (1,
2, 3; Mic 0, Mic 1, Mic 2, Mic 3) comprise three microphones arranged in a triangle.

5. A video display apparatus according to any one of the preceding claims, further comprising a sound source locating
unit.

6. A video display apparatus according to any one of the preceding claims, further comprising a voice recognition unit.

7. A video display apparatus according to claim 6, further comprising a voice command execution unit.

8. A video display apparatus according to any one of the preceding claims, further comprising a multi-view display unit
configured to display at least two different still or moving images on the display screen (10) simultaneously.

9. A video display apparatus according to claim 8 as dependent on claim 7 and claim 5, wherein the voice command
execution unit is configured to execute a command in relation to at least one of a respective one of the simultaneously
displayed still or moving images and a sound signal generated by the video display apparatus according to a location
of a sound source (S) issuing the command identified by the sound source locating unit.

10. A video display apparatus according to any one of the preceding claims, further comprising a television receiver.

11. A video display apparatus according to any one of the preceding claims, wherein the audio signal processing unit
(20) is further configured to separate environmental noise from the sound received by the microphones (1, 2, 3; Mic
0, Mic 1, Mic 2, Mic 3).

12. A method of operating a video display apparatus (100), the method at least comprising:

displaying on a display screen (10) of the apparatus at least one still or moving image;
emitting a sound from a loudspeaker of the apparatus in association with displaying the at least one still or
moving image;
receiving a sound by at least two spatially separated microphones (1, 2, 3; Mic 0, Mic 1, Mic 2, Mic 3) of the
apparatus; and
separating the sound emitted from the loudspeaker from the sound received by the microphones.

(continued)

add1, add2 Adders Source 1, Source 2, 
Source 3

Plurality of sound sources

Estimate 1, Estimate 2, 
Estimate 3

Estimates of sounds produced 
by sound sources

sine1, sine2 Different sound signals
t Time
x Distance
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13. A method according to claim 12, further comprising locating at least one source (S) of the sound received by the
microphones (1, 2, 3; Mic 0, Mic 1, Mic 2, Mic 3).

14. A method according to claim 12 or claim 13, further comprising recognizing at least one voice in the sound received
by the microphones (1, 2, 3; Mic 0, Mic 1, Mic 2, Mic 3).

15. A method according to claim 14 as dependent on claim 13, further comprising executing a command issued by the
at least one voice according to the location of the sound source (S) issuing the command.
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