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(54) HANDHELD TERMINAL

(57) A handheld terminal with a transparent display
unitis provided. The handheld terminal comprises: a first
transparent display unit disposed on one of a front side
and a back side of the handheld terminal; a second trans-
parent display unit disposed on the other side, or a first
and a second gesture detection units disposed on the
two sides respectively; a drive module comprising a first
display drive module for the first transparent display unit,
and one of the following two constituent parts: a second
display drive module for the second transparent display

unit, or a first and a second gesture detection drive mod-
ules for the first and second gesture detection units re-
spectively; and a processing module configured to cause
an image to be displayed on the first transparent display
unit, and to perform one of the two operations of: causing
the image or another image different from the image to
be displayed on the second transparent display unit; or
processing a gesture input detected via at least one of
the first and second gesture detection units.
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Description

[0001] The present application claims the priority of
Chinese patent application No. 201510680612.4, filed
on October 19, 2015, the disclosure of which is hereby
entirely incorporated by reference.

TECHNICAL FIELD

[0002] Embodiments of the present invention relate to
handheld terminal.

BACKGROUND

[0003] With the development of electronic technology
and wireless communication technology, mobile phone
has evolved, from a single-function terminal with only ca-
pabilities for phone calls and short messages, to a multi-
function terminal with further capabilities for Internet surf-
ing, office work and entertainment. At present, mobile
phone users can download various apps from an app
store and install them. These apps cover various aspects
of life, thereby greatly enriching the functions of a mobile
phone. In addition to mobile phones, various other hand-
held terminals, such as tablet PCs, personal digital as-
sistants and so on, are also playing an increasingly im-
portant role in people’s lives. Therefore, there is a de-
mand to constantly enrich the functions of a handheld
terminal.

SUMMARY

[0004] One of the objects of the present invention is to
provide a handheld terminal having a novel construction,
thereby enriching the functions of the handheld terminal.
[0005] According to a first aspect of the presentinven-
tion, there is provided a handheld terminal which enables
a user to see the opposite side through a portion of the
handheld terminal. The handheld terminal comprises: a
first transparent display unit disposed on one of a front
side and a back side of the handheld terminal; a second
transparent display unit disposed on the other of the front
side and the back side, or a first and a second gesture
detection units disposed on the front side and the back
side respectively; a drive module comprising a first dis-
play drive module for the first transparent display unit,
and one of the following two constituent parts: a second
display drive module for the second transparent display
unit; or a first and a second gesture detection drive mod-
ules for the first and second gesture detection units re-
spectively; and a processing module configured to cause
an image to be displayed on the first transparent display
unit, and to perform one of the two operations of: causing
the image or another image different from the image to
be displayed on the second transparent display unit; or
processing a gesture input detected via at least one of
the first and second gesture detection units.

[0006] Accordingtothe above configuration, the hand-
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held terminal can have a double-side display function or
a double-side manipulation function, thereby improving
the usability of the handheld terminal.

[0007] Optionally, according to a second aspect of the
present invention, the handheld terminal comprises the
second transparent display unit and the first and second
gesture detection units, the drive module further com-
prises the other of the two constituent parts, and the
processing module is further configured to perform the
other of the two operations.

[0008] According to the above configuration, the hand-
held terminal can have both the double-side display func-
tion and the double-side manipulation function, thereby
improving the usability of the handheld terminal.

[0009] Optionally, according to a third aspect of the
present invention, the first and second transparent dis-
play units comprise a first and a second OLED light emit-
ting layers respectively. The firstand second transparent
display units share one substrate, or comprise a first and
a second substrates respectively, wherein the first and
second substrates are combined together.

[0010] Optionally, according to a fourth aspect of the
present invention, the first and second transparent dis-
play units each comprise an OLED display panel,an LCD
display panel, or a projection type display panel.

[0011] Optionally, according to a fifth aspect of the
present invention, the first and second gesture detection
units each comprise a capacitive touch panel, a resistive
touch panel, aninfrared touch panel, or a somatosensory
unit.

[0012] Optionally, according to a sixth aspect of the
present invention, the processing module is further con-
figured to cause an image to be displayed on a corre-
sponding transparent display unit according to one of a
front display mode, a back display mode, and a double-
side display mode.

[0013] According to the above configuration, the hand-
held terminal can flexibly display an image on any one
of the two transparent display unit, thereby improving the
usability of the handheld terminal.

[0014] Optionally, according to a seventh aspect of the
present invention, the processing module is further con-
figured to, according to a gesture input detected via at
least one of the first and second gesture detection units,
cause an appearance of an object in a to-be-displayed
image to change correspondingly.

[0015] According to the above configuration, the hand-
held terminal enables a user to manipulate the object in
the display image with different fingers on the front side
and the back side of the handheld terminal simultane-
ously, to change the appearance of the object, thereby
enhancing the interactivity between the handheld termi-
nal and the user and expanding the use of the handheld
terminal in for example entertainment games.

[0016] Optionally, according to an eighth aspect of the
presentinvention, the handheld terminal further compris-
es a sensor module for sensing information related to a
rotation of the handheld terminal relative to a horizontal
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direction. The processing module is further configured
to: rotate a to-be-displayed image according to the infor-
mation such that the rotated image does not rotate rela-
tive to the horizontal direction; or cause a motion state
of an object in a to-be-displayed image to change corre-
spondingly according to the information.

[0017] Accordingtothe above configuration, the hand-
held terminal can exhibit the same image display effect
no matter how the handheld terminal rotates, or the user
can interact with the object in the image displayed on the
handheld terminal by rotating the handheld terminal,
thereby improving the usability of the handheld terminal.
[0018] Optionally, according to a ninth aspect of the
invention, the sensor module comprises an acceleration
sensor, or comprises an acceleration sensor and a gy-
roscope.

[0019] Optionally, according to a tenth aspect of the
presentinvention, the handheld terminal further compris-
es a camera module for viewing and photographing an
object, and a communication module for performing wire-
less communication. The camera module is configured
to, under a control of the processing module, take an
image of a front object when the handheld terminal is
facing the object. The communication module is config-
ured to, under a control of the processing module, trans-
mit data which is related to the image of the object taken
by the camera module, to a server having an augmented
reality function, and to receive related information of the
object from the server. The processing module is config-
ured to cause the related information to be displayed on
a corresponding transparent display unit.

[0020] Accordingtothe above configuration, the hand-
held terminal enables a user to see the opposite side
through a portion of the handheld terminal. The portion
can be directly used as a view finder to observe the front
object, and the related information of the object can be
directly superimposed on the corresponding transparent
display unit, such that the handheld terminal has a novel
augmented reality (AR) function.

[0021] Optionally, according to an eleventh aspect of
the present invention, the processing module comprises:
a graphics processor for generating the image; and an
image processing module configured to cause the image
to be displayed on the corresponding transparent display
unit, according to one of the front display mode, the back
display mode, and the double-side display mode.
[0022] Optionally, according to a twelfth aspect of the
present invention, the processing module comprises: a
graphics processor for generating the image; and an im-
age processing module configured to, according to the
gesture input detected via at least one of the first and
second gesture detection units, cause the appearance
of the object in the to-be-displayed image to change cor-
respondingly.

[0023] Optionally, according to a thirteenth aspect of
the present invention, the processing module comprises:
a graphics processor for generating the image; and an
image processing module configured to: rotate the to-be-
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displayed image according to the information such that
the rotated image does notrotate relative to the horizontal
direction; or cause the motion state of the object in the
to-be-displayed image to change correspondingly ac-
cording to the information.

[0024] Optionally, according to a fourteenth aspect of
the present invention, the processing module comprises
a central processor configured to control the camera
module and the communication module, and to cause
the related information to be displayed on the corre-
sponding transparent display unit.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] In order to more clearly illustrate the technical
solution of embodiments of the present invention, the
drawings are simply introduced below. Apparently, the
schematic structure diagrams in the following drawings
are not necessarily drawn to scale, but exhibit various
features in a simplified form. Moreover, the drawings in
the following description relate merely to some embodi-
ments of the present invention, and are not intended to
limit the present invention.

Fig. 1 is a schematic structure diagram showing an
example of a transparent portion of a handheld ter-
minal according to Embodiment 1 of the present in-
vention;

Fig. 2is asystem block diagram showing an example
of a handheld terminal according to Embodiment 1
of the present invention;

Fig. 3 is a schematic structure diagram showing an
example of a transparent portion of a handheld ter-
minal according to Embodiment 2 of the present in-
vention;

Fig. 4 is a schematic structure diagram showing an
example of a transparent portion of a handheld ter-
minal according to Embodiment 3 of the present in-
vention;

Fig. 5 is a schematic structure diagram showing an
example of a transparent portion of a handheld ter-
minal according to Embodiment 4 of the present in-
vention; and

Fig. 6 is a diagram showing a practical application
scenario of a handheld terminal according to an em-
bodiment of the present invention.

DETAILED DESCRIPTION

[0026] In order to make the objectives, technical solu-
tions and advantages of embodiments of the present in-
vention apparent, the technical solutions of embodiments
ofthe presentinvention will be described clearly and com-
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pletely hereinafter in conjunction with the drawings. Ap-
parently, embodiments described herein are merely a
part of but not all embodiments of the present invention.
Based on embodiments of the present invention de-
scribed herein, those skilled in the art can obtain other
embodiments without any creative work, which should
be within the scope of the present invention.

[0027] Ahandheld terminal of the presentinvention en-
ables a user to see the opposite side through a portion
of the handheld terminal, and comprises: a first transpar-
ent display unit disposed on one of a front side and a
back side of the handheld terminal; a second transparent
display unit disposed on the other of the front side and
the back side, or a first and a second gesture detection
units disposed on the front side and the back side re-
spectively; a drive module comprising a first display drive
module for the first transparent display unit, and one of
the following two constituent parts: a second display drive
module for the second transparent display unit; or a first
and a second gesture detection drive modules for the
firstand second gesture detection units respectively; and
a processing module configured to cause animage to be
displayed on the first transparent display unit, and to per-
form one of the two operations of: causing the image or
another image different from the image to be displayed
on the second transparent display unit; or processing a
gesture input detected via at least one of the first and
second gesture detection units.

[0028] In the specification of the present application,
the handheld terminal comprises, but not limited to, a
mobile phone, a tablet PC, a personal digital assistant
(PDA), and the like. Moreover, for a handheld terminal
having a physical keyboard, the front side of the handheld
terminal may be a side provided with the physical key-
board. For a handheld terminal having no physical key-
board, the front side of the handheld terminal may be a
side provided with a home key. However, the present
invention is not limited thereto. The front side and the
back side of a handheld terminal may also be arbitrarily
set. Hereinafter, the handheld terminal of the present in-
vention will be specifically described with reference to
four embodiments.

Embodiment 1
1. Structure of transparent portion

[0029] Fig. 1is a schematic structure diagram showing
an example of a transparent portion of a handheld termi-
nal according to Embodiment 1 of the present invention.
In Fig. 1, the upward direction represents the forward
direction (i.e., the front side of the handheld terminal),
and the downward direction represents the backward di-
rection (i.e., the back side of the handheld terminal). As
shown in Fig. 1(a), the transparent portion comprises a
forward transparent display unit 102, a backward trans-
parent display unit 102’, a forward gesture detection unit
104, and a backward gesture detection unit 104’. In this
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example, the forward and backward transparent display
units 102, 102’ both are transparent OLED display pan-
els, and the forward and backward gesture detection
units 104, 104’ both are touch panels. The forward and
backward transparent OLED display panels may be im-
plemented by using any existing techniques for manu-
facturing transparent OLED display panels. The forward
and backward touch panels may each comprise a capac-
itive touch panel, a resistive touch panel, or an infrared
touch panel, and may be the same type or different types
of touch panels.

[0030] However, Embodiment 1 of the present inven-
tion is not limited to the example shown in Fig. 1. As
another example of Embodiment 1, the forward and back-
ward transparent display units may each comprise an
OLED display panel, an LCD display panel, or a projec-
tion type display panel (e.g., similar to a vehicle-mounted
projection-type head-up display (HUD)), and may be the
same type or different types of display panels. As still
another example, the forward and backward gesture de-
tection units may both be somatosensory units, similar
to optical sensors used in somatosensory techniques
such as EyeToy of Sony and Kinect of Microsoft. In this
case, the transparent portion of the handheld terminal
comprises the forward and backward transparent display
units, but does not comprise the forward and backward
somatosensory units. That is, the forward and backward
gesture detection units may each comprise a capacitive
touch panel, a resistive touch panel, an infrared touch
panel, or a somatosensory unit, and may be the same
type or different types of gesture detection units. When
at least one of the forward and backward gesture detec-
tion units employs a somatosensory unit, the transparent
portion of the handheld terminal does not comprise the
at least one gesture detection unit.

[0031] In the example of Fig. 1(a), the forward trans-
parent display unit 102 comprises a substrate 106 and a
forward OLED light emitting layer 108 disposed on the
substrate 106. The forward OLED light emitting layer 108
comprises an anode 110, a hole transport layer 112, an
organic light emitting layer 114, an electron transport lay-
er 116, and a cathode 118. The substrate 106 may be
made of, for example, transparent glass or plastic. The
anode 110 is disposed on the substrate 106, and may
be made of, for example, transparent indium tin oxide
(ITO). The hole transport layer 112 is disposed on the
anode 110, and may be made of, for example, aromatic
amine fluorescent compounds. The organic light emitting
layer 114 is disposed on the hole transport layer 112,
and may be made of, for example, small molecule light
emitting materials (such as a dye, a metal complex) or
high molecule light emitting materials (such as a conju-
gated polymer). The electron transport layer 116 is dis-
posed on the organic light emitting layer 114, and may
be made of, for example, fluorescent dye compounds.
The cathode 118 is disposed on the electron transport
layer 116, and may be made of, for example, a composite
transparent electrode having a bimolecular layer struc-



7 EP 3 367 641 A1 8

ture (such as Sr/Ag, Ca/Ag, Ba/Ag, or the like) or a die-
lectric/metal/dielectric (DMD) structure (such as
ITO/AU/ITO, or the like).

[0032] Thebacktransparent display unit 102’ compris-
es a substrate 106 and a backward OLED light emitting
layer 108’ disposed on the substrate 106. That is, in this
example, the forward and backward transparent display
units 102, 102’ share one substrate 106. The backward
OLED light emitting layer 108’ comprises an anode 110’,
a hole transport layer 112’, an organic light emitting layer
114’, an electrontransportlayer 116’, and a cathode 118’.
These components may be identical to the components
of the forward OLED light emitting layer 108, and may
be different from the components of the forward OLED
light emitting layer 108 in terms of preparation material,
and will not be detailed here again.

[0033] The method for manufacturing an assembly of
the forward and backward transparent display units 102,
102’ comprises the following steps. Firstly, the substrate
106 is prepared. Then, the forward and backward OLED
light emitting layers 108, 108’ are formed on the front
side and the back side of the substrate 106 respectively.
The forward and backward OLED light emitting layers
108, 108" may be formed simultaneously, or may also be
formed one after another. This step may be implemented
by using any existing techniques for forming a transpar-
ent OLED light emitting layer. For example, for a small
molecule organic light emitting material, a vacuum ther-
mal evaporation process may be employed. For a high
molecule organic light emitting material, a spin coating
or spray printing process may be employed.

[0034] The example of Fig. 1(b) is substantially identi-
cal to the example of Fig. 1(a), except that in the example
of Fig. 1(b), the forward and backward transparent dis-
play units 102, 102’ comprise a forward and a backward
substrates 106, 106’ respectively, wherein the forward
and backward substrates 106, 106’ are combined togeth-
er. The both may be bonded together using a transparent
adhesive, or any other suitable securing manner (e.g.,
using a support frame to fix the assembly of the forward
and backward transparent display units) may also be
used.

[0035] Inthe example of Fig. 1(b), the method for man-
ufacturing an assembly of the forward and backward
transparent display units 102, 102’ comprises the follow-
ing steps. Firstly, two substrates 106, 106’ are prepared.
Then, the forward and backward OLED light emitting lay-
ers 108, 108’ are formed on the substrates 106, 106’
respectively. Then, the faces of the two substrates 106,
106’ which are not provided with an OLED light emitting
layer are combined together.

2. System composition of handheld terminal

[0036] Fig. 2 is a system block diagram showing an
example of a handheld terminal according to Embodi-
ment 1 of the present invention. The dotted box repre-
sents an optional configuration. As shown, in addition to

10

15

20

25

30

35

40

45

50

55

a forward transparent display unit 202 (which comprises
a forward OLED light emitting layer 208 and a shared
substrate 206 in this example), a backward transparent
display unit 202’ (comprising a backward OLED light
emitting layer 208’ and the shared substrate 206 in this
example), a forward gesture detection unit 204 (in this
example, aforward touch panel), and abackward gesture
detection unit 204’ (in this example, a backward touch
panel) which have been described above, the handheld
terminal may further comprise a forward display drive
module 210, a backward display drive module 210’, a
forward gesture detection drive module 212, a backward
gesture detection drive module 212’, and a processing
module 214.

[0037] The forward display drive module 210 may drive
the forward transparent display unit 202 to display an
image. The image to be displayed may come from the
processing module 214. In the example of Fig. 2, the
forward display drive module 210 may be implemented
by using any existing techniques for driving an OLED
display panel to display an image. For example, the for-
ward display drive module 210 may employ an active or
passive drive mode. In the case of passive drive mode,
the anode layer and the cathode layer of the forward
transparent display unit 202 may take the form of a plu-
rality of strips perpendicular to each other, and the inter-
sections of these strips form pixels. At this time, the for-
ward display drive module 210 may be located in the non-
transparent portion of the handheld terminal. In the case
of active drive mode, the forward display drive module
210 may comprise a transparent thin film transistor (TFT)
array disposed between the substrate and the anode lay-
er of the forward transparent display unit 202 to control
which pixels will emit light. At this time, the TFT array of
the forward display drive module 210 is located in the
transparent portion of the handheld terminal, while the
other portions may be located in the non-transparent por-
tion. The backward display drive module 210’ may drive
the backward transparent display unit 202’ to display an
image, and may be implemented by using a drive mode
identical to or different from that of the forward display
drive module 210.

[0038] However, the invention is not limited to the ex-
ample described above. As described above, the forward
and backward transparent display units may each com-
prise an OLED display panel, an LCD display panel, or
a projection type display panel, and may be the same
type or different types of display panels. Accordingly,
when at least one of the forward and backward transpar-
ent display units is an LCD display panel or a projection
type display panel, its corresponding display drive mod-
ule may be implemented by using any existing tech-
niques for driving an LCD display panel or a projection
type display panel to display an image.

[0039] Theforward gesture detection drive module212
may drive the forward gesture detection unit 204 to detect
a gesture input by a user. In the example of Fig. 2, the
forward gesture detection drive module 212 may be im-
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plemented by using any existing techniques for driving a
touch panel such as a capacitive touch panel, a resistive
touch panel, an infrared touch panel, or the like. The
backward gesture detection drive module 212’ may drive
the backward gesture detection unit 204’ to detect a ges-
ture input by a user, and may be implemented by using
a technique identical to or different from that for the for-
ward gesture detection drive module 212, depending on
the type of the touch panel. In addition, the forward and
backward gesture detection drive modules 212,212’ may
be located in the non-transparent portion of the handheld
terminal.

[0040] However, the invention is not limited to the ex-
ample described above. As described above, the forward
and backward gesture detection units may each com-
prise a capacitive touch panel, a resistive touch panel,
an infrared touch panel, or a somatosensory unit, and
may be the same type or different types of gesture de-
tection units. Accordingly, when at least one of the for-
ward and backward gesture detection units is a somato-
sensory unit, its corresponding gesture detection drive
module may be implemented by using any existing tech-
niques for driving a somatosensory unit. For example,
the corresponding gesture detection drive module may
be a drive module for an optical sensor used in somato-
sensory techniques such as EyeToy of Sony and Kinect
of Microsoft.

[0041] The processing module 214 may be configured
to cause an image to be displayed on one of the forward
and backward transparent display units 202, 202’ such
that the image or another image different from the image
is displayed on the other of the forward and backward
transparent display units 202, 202’, and to process a ges-
ture input detected via at least one of the forward and
backward gesture detection units 204, 204’. The other
functions of the processing module 214 will be further
described in the following "Double-side display function”,
"Double-side manipulation function”, "Rotation function"
and "Augmented reality function". In addition, the
processing module 214 may be located in the non-trans-
parent portion of the handheld terminal.

[0042] Asanexample,the processingmodule 214 may
comprise a graphics processor 216 for generating an im-
age, and animage processing module 218. The graphics
processor 216 may employ, for example, a commercially
available graphics processor for a handheld terminal.
The image processing module 218 may be configured to
cause the image generated by the graphics processor
216, to be displayed on one of the forward and backward
transparent display unit 202, 202’, to cause the image or
another image generated by the graphics processor 216
different from the image, to be displayed on the other of
the forward and backward transparent display units 202,
202’, and to process a gesture input detected via at least
one of the forward and backward gesture detection units
204, 204’. The image processing module 218 may be
implemented as an application specific integrated circuit
(ASIC), a field programmable gate array (FPGA), or the
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like. In this example, optionally, the processing module
214 may further comprise a central processor for con-
trolling the following mentioned optional modules, e.g.,
the sensor module, camera module, communication
module, or the like.

[0043] As another example, the processing module
214 may be a central processor configured to perform
the functions of the graphics processor 216 and the im-
age processing module 218. The central processor may
employ, for example, a commercially available central
processor for a handheld terminal.

[0044] Asstillanother example, the processingmodule
214 may comprise a graphics processor 216 for gener-
ating animage, and a central processor. The central proc-
essor is configured to perform the functions of the image
processing module 218, and may employ, for example,
a commercially available central processor for a hand-
held terminal.

[0045] Optionally, the handheld terminal may further
comprise a sensor module 220 for sensing information
related to a rotation of the handheld terminal relative to
a horizontal direction. The sensor module 220 may com-
prise an N-axis acceleration sensor (N is for example 2,
3, or 6). The acceleration sensor may employ, for exam-
ple, a commercially available accelerometer chip such
as accelerometer chips from Freescale, Invensense, or
the like. Optionally, the sensor module 220 may also com-
prise an N-axis gyroscope (N is for example 3). The gy-
roscope may employ, for example, a commercially avail-
able gyroscope chip such as a gyroscope chip from STMi-
croelectronics, Freescale, or the like. The use of the sen-
sor module 220 will be further described in the following
"Rotation function" section. The sensor module 220 may
be located in the non-transparent portion of the handheld
terminal.

[0046] Optionally, the handheld terminal may also
comprise a camera module 222 for viewing and photo-
graphing an object, and a communication module 224
for performing wireless communication. The camera
module 222 may employ, for example, a commercially
available camera module for a handheld terminal. The
communication module 224 may employ, for example, a
commercially available communication module for a mo-
bile phone. The use of the camera module 222 and the
communication module 224 will be further described in
the following "Augmented reality function" section. The
camera module 222 and the communication module 224
may be located in the non-transparent portion of the
handheld terminal.

[0047] However, the system composition of Embodi-
ment 1 of the present invention is not limited thereto.
Optionally, depending on the requirement, the handheld
terminal may also comprise other modules (e.g., audio
processing modules, speakers, or the like) which are typ-
ically used for mobile phones, tablet PCs, or the like.
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3. Double-side display function

[0048] Optionally, the processing module 214 may be
configured to cause an image to be displayed on a cor-
responding transparent display unit according to one of
afront display mode, a back display mode, and a double-
side display mode. As described hereinbefore, this func-
tion may be performed by the image processing module
218 or the central processor.

[0049] In one example, the three display modes may
be set by a physical switch installed on the handheld
terminal. The user can set a corresponding display mode
by moving the physical switch to one of three positions.
In another example, these three display modes may be
setin a setup menu of the operating system of the hand-
held terminal. In still another example, both setting
modes described above may be present at the same
time.

[0050] The above functions may be implemented by
the processing module 214 (e.g., the image processing
module 218 or the central processor) by performing the
following process. Firstly, the currentimage display mode
is detected. For example, the currentimage display mode
may be represented by a mode flag stored in a memory
of the handheld terminal. Then, an image data to be dis-
played is transmitted to a corresponding display drive
module according to the current image display mode,
such that the image is displayed on the corresponding
transparent display unit.

[0051] Optionally, the double-side display mode may
be subdivided into a double-side synchronous display
mode and a double-side asynchronous display mode. In
the double-side synchronous display mode, different us-
ers located respectively on the front side and the back
side of the handheld terminal can see the same image
displayed by the handheld terminal. In the double-side
asynchronous display mode, different users located re-
spectively on the front side and the back side of the hand-
held terminal can see different images displayed by the
handheld terminal. For example, two different users lo-
cated respectively on the front side and the back side
can simultaneously touch the touch panel on the side
corresponding thereto, to manipulate different apps in-
stalled on the handheld terminal.

[0052] In the double-side asynchronous display mode
described above, the processing module 214 (e.g., the
graphics processor 216 or the central processor) may
generate an image for a corresponding transparent dis-
play unit, according to gesture inputs detected via differ-
ent gesture detection units, and add a corresponding flag
in the image data of the image to identify the correspond-
ing transparent display unit. Then, the processing module
214 (e.g.,theimage processing module 218 orthe central
processor) may transmit the image data of the to-be-dis-
played image to a corresponding display drive module
according to the flag.
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4. Double-side manipulation function

[0053] Optionally, the processing module 214 may be
configured to, according to a gesture input detected via
at least one of the forward and backward gesture detec-
tion units 210, 210’, cause an appearance of an object
in a to-be-displayed image to change correspondingly.
As described hereinbefore, this function may be per-
formed by the image processing module 218 or the cen-
tral processor.

[0054] Similar to the double-side display function, the
double-side manipulation function can also be divided
into a front manipulation mode, a back manipulation
mode and a double-side manipulation mode. A user can
set a corresponding manipulation mode by a physical
switch, or may also set a corresponding manipulation
mode in a setup menu of the operating system of the
handheld terminal.

[0055] The object in the to-be-displayed image may
comprise, but not limited to, an object in an image of a
game app, an object in a user interface, or the like. The
appearance of the object may comprise, but not limited
to, the shape of the object, the concave/convex state,
positions of part of constituent elements, or the like. As
an example, in a game app, the user can press a balloon
displayed on the handheld terminal with different fingers
on both sides of the handheld terminal simultaneously,
such that a corresponding recess appears at the pressed
position of the balloon, and the recess appearing on the
back side of the balloon may be shown by using a per-
spective view, thereby increasing the interactivity be-
tween the user and the game app and expanding the use
of the handheld terminal in entertainment games. As an-
other example, in a poker game app, the user may use
different fingers to swipe a set of displayed playing cards
in two opposite directions on both sides of the handheld
terminal respectively, such that the set of playing cards
are fanned out as in a real environment, thereby enhanc-
ing the game’s verisimilitude and interestingness. As a
further example, in a user interface for adjusting the vol-
ume of the handheld terminal, the user can move a point-
er of a circular knob displayed on the handheld terminal
with different fingers on both sides of the handheld ter-
minal simultaneously, thereby adjusting the volume to a
desired magnitude. The portions of the circular knob oth-
er than the pointer may be in a transparent state, so as
to facilitate the user’'s manipulation from both sides si-
multaneously.

[0056] The functions described above may be imple-
mented by the processing module 214 (e.g., the image
processing module 218 or the central processor) by per-
forming the following process. Firstly, the processing
module 214 (e.g., the image processing module 218 or
the central processor) may determine which preset input
condition in the targeted application is met by the gesture
input detected via at least one of the forward and back-
ward gesture detection units 210, 210’. Then, the
processing module 214 (e.g., the graphics processor216
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or the central processor) may generate a corresponding
image specified in the application according to the deter-
mined input condition. For example, the application may
prepare a corresponding image material in advance for
each preset input condition. When a preset input condi-
tion is satisfied, its corresponding image material can be
used to generate a corresponding image.

5. Rotation function

[0057] Optionally, the processing module 214 may be
configured to: rotate a to-be-displayed image according
to the information which is related to a rotation of the
handheld terminal relative to a horizontal direction and
is sensed by the sensor module 220, such that the rotated
image does not rotate relative to the horizontal direction;
or cause a motion state of an object in a to-be-displayed
image to change correspondingly according to the infor-
mation.

5.1 Image rotation function

[0058] Corresponding to the double-side display func-
tion, the image rotation function may implement a front
image rotation, a back image rotation, and a double-side
image rotation.

[0059] Theimage rotation function may be implement-
ed by the processing module 214 (e.g., the image
processing module 218 or the central processor) by per-
forming the following process. Firstly, the rotation angle
and the rotation direction may be determined based on
the information. When the sensor module 220 comprises
an N-axis acceleration sensor (N is for example 2, 3 or
6), the sensed information related to the rotation of the
handheld terminal relative to the horizontal direction com-
prises the accelerations of the handheld terminal in N
axes. The processing module 214 (e.g., the image
processing module 218 or the central processor) may
perform low pass filtering on the acceleration data of the
N axes to obtain the components of the gravitational ac-
celeration on the N axes, and calculate the rotation angle
of the x-axis or y-axis of the display plane of the handheld
terminal relative to the horizontal direction according to
these components. For example, the algorithms for de-
termining the rotation angle of the handheld terminal in
Android operating system may be employed. Optionally,
when the sensor module 220 further comprises an N-
axis gyroscope (N is for example 3), the sensed informa-
tion related to the rotation of the handheld terminal rela-
tive to the horizontal direction further comprises angular
velocities of the handheld terminal relative to the N axes.
The processing module 214 (e.g., the image processing
module 218 or the central processor) may more accu-
rately calculate the rotation angle of the x-axis or y-axis
of the display plane of the handheld terminal relative to
the horizontal direction, by any existing accelerome-
ter/gyroscope fusion algorithm (e.g., the relevant algo-
rithms in Android or iOS operating system). The step of
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determining the rotation angle may be periodically per-
formed at a certain time interval. The processing module
214 (e.g., theimage processing module 218 or the central
processor) may determine the rotation direction by de-
termining a change in the rotation angle between adja-
centtime intervals. However, the present invention is not
limited thereto. The rotation direction may also be deter-
mined by using any existing algorithms for determining
the rotation direction of the handheld terminal (e.g., the
relevant algorithms in Android or iOS operating system).
[0060] Then, the processing module 214 (e.g., the im-
age processing module 218 or the central processor)
may rotate the to-be-displayed image according to the
rotation angle and the rotation direction, such that the
rotated image does not rotate relative to the horizontal
direction. The to-be-displayed image comprises, but not
limited to, a desktop of a handheld terminal, an interface
of a web browser, an interface of a text browser, an in-
terface of a media player, or the like. For example, the
processing module 214 (e.g., the image processing mod-
ule 218 or the central processor) may rotate the to-be-
displayed image by an angle that is opposite to the rota-
tion angle. This step may be implemented by using any
existing image rotation algorithms. Likewise, this step
may be performed periodically at a certain time interval.
In this way, no matter how the handheld terminal rotates,
the to-be-displayed image can be keptin real time in such
a state without rotation relative to the horizontal direction,
thereby facilitating the user’s viewing.

5.2 Rotation manipulation function

[0061] The rotation manipulation function may be im-
plemented by the processing module 214 (e.g., theimage
processing module 218 or the central processor) by per-
forming the following process. Firstly, the rotation angle
and/or rotation direction may be determined based on
the information. The rotation angle and/or rotation direc-
tion may be determined as described in section 5.1, and
will not be detailed here again.

[0062] Then, the motion state of the object in the to-
be-displayed image may be changed correspondingly
according to the rotation angle and/or rotation direction.
The object may comprise, but not limited to, an object in
an image of a game application, an object in a user in-
terface, or the like. The change in the motion state may
comprise, but not limited to, a change from static state
to moving state, a change in the moving direction/veloc-
ity, or the like. As an example, in a game app, the rolling
direction/velocity of an object (e.g., a water drop, a ball)
in a game image may be changed by rotating the hand-
held terminal.

[0063] For example, the processing module 214 (e.g.,
the image processing module 218 or the central proces-
sor) may determine which preset input condition in the
targeted application is met by the rotation angle and/or
rotation direction, and then generate a corresponding im-
age specified in the application according to the deter-
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mined input condition. For example, the application may
prepare a corresponding image material in advance for
each preset input condition. When a preset input condi-
tion is satisfied, its corresponding image material may be
used to generate a corresponding image, such that the
motion state of the object in the displayed image is
changed.

6. Augmented reality function

[0064] Optionally, the cameramodule 220 may be con-
figured to, under the control of the processing module
214 (e.g., the central processor), take an image of a front
object when the handheld terminal is facing the object.
The communication module 224 may be configured to,
under the control of the processing module 214 (e.g., the
central processor), transmit data which is related to the
image of the object taken by the camera module 224, to
a server having an augmented reality function, and to
receive related information of the object from the server.
The processing module 214 (e.g., the center processor)
may be configured to cause the related information to be
displayed on a corresponding transparent display unit.
[0065] As an example, the user may turn on the aug-
mented reality mode by a physical switch installed on the
handheld terminal, or may also turn on the augmented
reality mode through a setting menu of the operating sys-
tem of the handheld terminal. The processing module
214 (e.g., the central processor) may determine whether
the augmented reality mode is currently turned on by
detecting an augmented reality flag stored in a memory
of the handheld terminal. When in the augmented reality
mode, the processing module 214 (e.g., the central proc-
essor) may control the camera module 220 to track a
target object by using a view finder of the camera module
220, and to take an image of the object. The image taken
may be stored, for example, in a memory of the handheld
terminal.

[0066] Then,the processingmodule 214 (e.g., the cen-
tral processor) may control the communication module
224 to transmit data related to the image of the object to
a server with augmented reality function, and to receive
related information of the object from the server. The data
related to the image of the object may be, for example,
raw data of the image, or may also be data compressed
or preprocessed by the processing module 214 (e.g., the
central processor). For example, the data may be ob-
tained by performing a feature extraction algorithm. The
server with augmented reality function may be imple-
mented by using any existing augmented reality technol-
ogies. For example, the server may be a database server
on cloud side which may match the received image re-
lated data of the object with the data in the database, to
obtain the related information of the object.

[0067] Then,the processingmodule 214 (e.g., the cen-
tral processor) may cause the related information to be
displayed on a corresponding transparent display unit.
In this way, the transparent portion of the handheld ter-
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minal can be directly used as a view finder to observe
the front object, and the related information of the object
can be directly superimposed on the corresponding
transparent display unit, such that the handheld terminal
has a novel augmented reality function.

[0068] In summary, the handheld terminal according
to Embodiment 1 of the present invention has a novel
double-side display function, a novel double-side manip-
ulation function, a novel rotation function and a novel
augmented reality function due to its novel construction,
thereby greatly improving the usability of the handheld
terminal.

Embodiment 2
1. Structure of transparent portion

[0069] Fig. 3isaschematic structure diagram showing
an example of a transparent portion of the handheld ter-
minal according to Embodiment 2 of the present inven-
tion. The handheld terminal shown in Fig. 3 is substan-
tially the same as that of Embodiment 1, except that the
handheld terminal of Fig. 3 is provided with a gesture
detection unit only on one side. Specifically, in Fig. 3(a),
only a forward gesture detection unit 304 is provided,
while in Fig. 3(b), only a backward gesture detection unit
304’ is provided.

2. System composition of handheld terminal

[0070] Accordingly, the system composition of the
handheld terminal according to Embodiment 2 of the
present invention is substantially the same as that of the
handheld terminal of Embodiment 1, except that the
handheld terminal of Embodiment 2 is provided with only
one gesture detection drive module. Specifically, in the
case of Fig. 3(a), only a forward gesture detection drive
module is provided, while in Fig. 3(b), only a backward
gesture detection drive module is provided.

3. Double-side display function

[0071] Accordingly, the double-side display function of
the handheld terminal according to Embodiment 2 of the
present invention is substantially the same as that of the
handheld terminal of Embodiment 1, except that in the
double-side asynchronous display mode of the handheld
terminal of Embodiment 2, the user located on one side
may manipulate the handheld terminal with fingers such
thatdifferent userslocated on both sides can see different
images, but two different users located respectively on
the front side and the back side cannot touch the touch
panel on the corresponding side simultaneously to ma-
nipulate different apps installed on the handheld terminal.

4. Manipulation function

[0072] Since the handheld terminal according to Em-
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bodiment 2 of the present invention is provided with a
gesture detection unit only on one side, it has only the
one-side manipulation function and does not have the
double-side manipulation function of the handheld termi-
nal of Embodiment 1.

5. Rotation function and augmented reality function

[0073] The handheld terminal of Embodiment 2 of the
present invention may have the same rotation function
and augmented reality function as those of the handheld
terminal of Embodiment 1.

Embodiment 3
1. Structure of transparent portion

[0074] Fig. 4 is a schematic structure diagram showing
an example of a transparent portion of a handheld termi-
nal according to Embodiment 3 of the present invention.
The handheld terminal shown in Fig. 4 is substantially
the same as that of Embodiment 1, except that the hand-
held terminal of Fig. 4 does not have a gesture detection
unit.

2. System composition of handheld terminal

[0075] Accordingly, the system composition of the
handheld terminal according to Embodiment 3 of the
present invention is substantially the same as that of the
handheld terminal of Embodiment 1, except that the
handheld terminal of Embodiment 3 does not have a ges-
ture detection drive module.

3. Double-side display function

[0076] Accordingly, the double-side display function of
the handheld terminal according to Embodiment 3 of the
present invention is substantially the same as that of the
handheld terminal of Embodiment 1, except that in the
double-side asynchronous display mode of the handheld
terminal of Embodiment 3, two different users located
respectively on the front side and the back sides of the
handheld terminal cannot touch the touch panel on the
corresponding side simultaneously to manipulate differ-
ent apps installed on the handheld terminal. Optionally,
a user located on one side may manipulate the handheld
terminal by using, for example, a physical keyboard or
button or the like, so as to enable different users located
on both sides to see different images.

4. Manipulation function

[0077] Since the handheld terminal according to Em-
bodiment 3 of the present invention does not have a ges-
ture detection unit, it does not have the double-side ma-
nipulation function of the handheld terminal of Embodi-
ment 1.
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5. Rotation function and augmented reality function

[0078] The handheld terminal of Embodiment 3 of the
present invention may have the same rotation function
and augmented reality function as the handheld terminal
of Embodiment 1.

Embodiment 4
1. Structure of transparent portion

[0079] Fig. 5isaschematic structure diagram showing
an example of a transparent portion of a handheld termi-
nal according to Embodiment 4 of the present invention.
The handheld terminal shown in Fig. 5 is substantially
the same as that of Embodiment 1, except that the hand-
held terminal of Fig. 5 is provided with a transparent dis-
play unit only on one side. Specifically, in Fig. 5(a), only
a forward transparent display unit 502 is provided, while
in Fig. 5(b), only a backward transparent display unit 502’
is provided.

2. System composition of handheld terminal

[0080] Accordingly, the system composition of the
handheld terminal according to Embodiment 4 of the
present invention is substantially the same as that of the
handheld terminal of Embodiment 1, except that the
handheld terminal of Embodiment 4 is provided with only
one display drive module. Specifically, in the case of Fig.
5(a), only a forward display drive module is provided,
while in Fig. 5(b), only a backward display drive module
is provided.

3. Display function

[0081] Accordingly, since the handheld terminal ac-
cording to Embodiment 4 of the present invention is pro-
vided with only one transparent display unit, it does not
have the double-side display function of Embodiment 1,
and has only the one-side display function.

4. Double-side manipulation function, rotation function
and augmented reality function

[0082] The handheld terminal of Embodiment 4 of the
present invention may have the same double-side ma-
nipulation function, rotation function and augmented re-
ality function as those of the handheld terminal of Em-
bodiment 1.

[0083] The present invention has been described
above by means of four embodiments. Fig. 6 is a diagram
showing a practical application scenario of a handheld
terminal according to an embodiment of the present in-
vention. As can be seen from the figure, the user can see
the opposite side through the handheld terminal, and can
manipulate the handheld terminal through the touch pan-
el.
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[0084] It should be noted that the embodiments de-
scribed above are merely exemplary embodiments of the
presentinvention, but are not used to limit the protection
scope of the present invention. The protection scope of
the presentinvention should be defined by the appended
claims.

Claims

1. Ahandheld terminal which enables a user to see the
opposite side through a portion of the handheld ter-
minal, comprising:

a first transparent display unit disposed on one
of a front side and a back side of the handheld
terminal;

a second transparent display unit disposed on
the other of the front side and the back side, or
a first and a second gesture detection units dis-
posed on the front side and the back side re-
spectively;

a drive module comprising a first display drive
module for the first transparent display unit, and
one of the following two constituent parts:

a second display drive module for the sec-
ond transparent display unit, or

a first and a second gesture detection drive
modules for the first and second gesture de-
tection units respectively; and

a processing module configured to cause anim-
age to be displayed on the first transparent dis-
play unit, and to perform one of the two opera-
tions of:

causing the image or another image differ-
ent from the image to be displayed on the
second transparent display unit, or
processing a gesture input detected via at
least one of the first and second gesture de-
tection units.

2. Thehandheld terminal according to claim 1, wherein
the handheld terminal comprises the second trans-
parent display unit and the first and second gesture
detection units, the drive module further comprises
the other of the two constituent parts, and the
processing module is further configured to perform
the other of the two operations.

3. The handheld terminal according to claim 1 or 2,
wherein the first and second transparent display
units comprise a first and a second OLED light emit-
ting layers respectively; and
wherein the first and second transparent display
units share one substrate, or comprise a first and a
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10.

second substrates respectively, the first and second
substrates being combined together.

The handheld terminal according to claim 1 or 2,
wherein the first and second transparent display
units each comprise an OLED display panel, an LCD
display panel, or a projection type display panel.

The handheld terminal according to any one of
claims 1 to 4, wherein the first and second gesture
detection units each comprise a capacitive touch
panel, a resistive touch panel, an infrared touch pan-
el, or a somatosensory unit.

The handheld terminal according to any one of
claims 1 to 5, wherein the processing module is fur-
ther configured to cause an image to be displayed
on a corresponding transparent display unit accord-
ing to one of a front display mode, a back display
mode, and a double-side display mode.

The handheld terminal according to any one of
claims 1 to 6, wherein the processing module is fur-
ther configured to, according to a gesture input de-
tected via at least one of the first and second gesture
detection units, cause an appearance of an object
in a to-be-displayed image to change correspond-

ingly.

The handheld terminal according to any one of
claims 1 to 7, further comprising a sensor module
for sensing information related to a rotation of the
handheld terminal relative to a horizontal direction;
wherein the processing module is further configured
to:

rotate a to-be-displayed image according to the
information such thatthe rotated image does not
rotate relative to the horizontal direction, or
cause a motion state of an object in a to-be-
displayed image to change correspondingly ac-
cording to the information.

The handheld terminal according to claim 8, wherein
the sensor module comprises an acceleration sen-
sor, or comprises an acceleration sensor and a gy-
roscope.

The handheld terminal according to any one of
claims 1 to 9, further comprising a camera module
for viewing and photographing an object, and a com-
munication module for performing wireless commu-
nication;

wherein the camera module is configured to, under
a control of the processing module, take an image
of afront object when the handheld terminal is facing
the object;

wherein the communication module is configured to,
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under a control of the processing module, transmit
data which is related to the image of the object taken
by the camera module, to a server having an aug-
mented reality function, and to receive related infor-
mation of the object from the server; and

wherein the processing module is configured to
cause the related information to be displayed on a
corresponding transparent display unit.

The handheld terminal according to claim 6, wherein
the processing module comprises:

a graphics processor for generating the image;
and

an image processing module configured to
cause the image to be displayed on the corre-
sponding transparent display unit, according to
one of the front display mode, the back display
mode, and the double-side display mode.

12. The handheld terminal according to claim 7, wherein

the processing module comprises:

a graphics processor for generating the image;
and

an image processing module configured to, ac-
cording to the gesture input detected via at least
one of the first and second gesture detection
units, cause the appearance of the object in the
to-be-displayed image to change correspond-

ingly.

13. The handheld terminal according to claim 8, wherein

the processing module comprises:

a graphics processor for generating the image;
and
an image processing module configured to:

rotate the to-be-displayed image according
to the information such that the rotated im-
age does not rotate relative to the horizontal
direction, or

cause the motion state of the object in the
to-be-displayed image to change corre-
spondingly according to the information.

14. The handheld terminal according to claim 10, where-

in the processing module comprises a central proc-
essor configured to control the camera module and
the communication module, and to cause the related
information to be displayed on the corresponding
transparent display unit.
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