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Description

[0001] RELATED APPLICATIONS: This application
claims priority to U.S. provisional application S.N.
61/382,204 filed September 13, 2010. This application
is a continuation-in-part of U.S. application S.N.
13/173,671 filed on June 30, 2011, entited METHOD
AND APPARATUIS FOR GENERATING ENCODED
CONTENT USING DYNAMICALLY OPTIMIZED CON-
VERSION and claiming priority to U.S. Provisional patent
application S.N. 61/360,088 filed on June 30, 2010, all
applications being incorporated herein by reference in
their entirety.

BACKGROUND OF THE INVENTION
A. Field of Invention

[0002] This invention pertains to a method and appa-
ratus of enhancing a 3D movie by using 3D space infor-
mation associated with at least some of the charac-
ters/objects that are either part of the scene or off scene
to position associated audio objects in 3D space.

B. Description of the Prior Art

[0003] Inthe past, 3D movie or episodic visual content
was prepared for analog film distribution or other rela-
tively low fidelity analog or digital transmission, storage,
projection and/or display 3D formats, e.g. anaglyph. Ad-
vances in 3D encoding formats, presentation technology,
and digital signal processing have resulted in 3D movie
or episodic visual content produced or post-produced on
film or video, converted to digital formats where neces-
sary, and then transmitted, projected and/or displayed
digitally in higher quality 3D formats, e.g., stereoscopic
HD 1920 x 1080p 3D Blu-ray Disc. In the present appli-
cation, the term ’digital 3D movie’ is used to refer to a 3D
movie, episodic, or other 3D audiovisual content record-
ed, produced and/or converted into a digital format. This
also includes content produced in 2D and then post-pro-
duced from 2D to 3D, as well as rendered from 3D ani-
mation systems.

[0004] The formats for the audio component of digital
3D movies can vary in terms of production, encoding,
transmission and/or presentation. Typical presentation
formats for the audio component may vary from mono to
stereo to multi-channel such as 5.1, 6.1 or 7.1. Some of
these audio formats include audio cues for depth percep-
tion such as amplitude differences, phase differences,
arrival time differences, reverberant vs. direct sound
source level ratios, tonal balance shifts, masking, and/or
surround or multi-channel directionality. These cues can
be tailored to enhance the presentation of a digital 3D
movie so that audio 3D space perception complements
the visual 3D space perception. In this manner, a digital
3D movie looks and 'feels’ more realistic if the 3D position
of a visual object of interest and associated audio are
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coincident.

[0005] When a digital 3D movie is prepared for distri-
bution in some format or distribution channel, there may
be relevant 3D visual information determined by analysis
software and/or by an operator on a frame by frame,
group of frames, or scene by scene basis and recorded
in a respective log.

[0006] The conventional method of representing 3D
depth information is via a z-axis depth map, which con-
sists of a single 2-dimensional image that has the same
spatial resolution as the 3D imagery (e.g. 1920x1080 for
HD video). Each pixel of the image contains a gray-scale
value corresponding to the depth of that particular pixel
in the scene. For example, for an 8-bit data representa-
tion a gray-scale value of 256 (pure white) could repre-
sent the maximum positive 3D parallax (into the screen)l,
while a value of 0 (pure black) could represent the max-
imum negative parallax (out of the screen). The values
can then be normalized based on the depth budget of
the scene, e.g. a value of 256 could represent a pixel that
is 100 feet away from the viewer whereas a value of 0
could represent a pixel which is 10 feet away from the
viewer.

[0007] Another possible data representation of 3D
depth information is a 3-dimensional depth volume,
whereby each pixel in the 3D volume of the scene is
represented by a particular value. Unlike the z-axis depth
map the 3D depth volume is not limited to a single gray-
scale value, and instead for each pixel both the color
value (i.e. RGB value) of that particular pixel as well as
the x-y-z coordinate of that pixel can be represented.
Computer generated 3D imagery or other 3D visual ef-
fects techniques may more easily lend themselves tocre-
ating 3D depth volumes versus utilizing a 2D z-axis depth
map. Such 3D representations of the depth information
could be used for future display systems including holo-
graphic projection. Other data representations can be
used to represent the depth information in a given scene
including, but not limited to, 2D disparity maps and ei-
genvectors.

[0008] A 3D space map of whole frames’ visual con-
tent, or of objects of interest within frames, may be de-
termined when preparing to position subtitles or other
graphics in 3D space over the background video.
[0009] Some objects of audio interest could have on-
screen visual counterparts that can be tracked spatially.
For example, as an on-screen actor moves and speaks
in a scene, his position can be tracked both audially and
visually. For example, there are visual object-tracking
software systems and software development kits (such
as the SentiSight 3.0 kit of Neurotechnology, Vilnius,
Latvia,) that can detect and recognize visual objects with-
in a scene and identify their specific locations. Such sys-
tems can tolerate in-plane rotation, some out-of-plane
rotation, and a wide range of changes in scale. Such
systems can also manage to track visual or audio objects
that are occluded (e.g., as much as 50%). If motion vec-
tors were to be used to plot the trajectory of objects that
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are either occluded to a greater degree, or even fully
occluded visually, then object tracking could also identify
locations of off-screen objects given sufficient, prior on-
screen information. Other objects of audio interest, e.g.,
an actor speaking while off screen, or an actor speaking
while being partially or fully occluded visually, may not
be tracked. In this latter case, an on-screen actor might
look directly across and past the screen plane boundary
atanother off-screen actor with whom he converses. Oth-
er audio objects of interest may not correspond to on
screen visual objects at all depending upon positioning
or editorialintent, e.g., an off-screen narrator’s voice may
be essential to a presentation, but there may be no on-
screen item that corresponds to that voice.

[0010] However, in some instances during the prepa-
ration of a digital 3D movie its audio component may not
include clear 3D space perception cues, either because
these cues have been stripped away or because they
were missing in the first place. This problem is com-
pounded in real-time applications and environments
such as video game rendering and live event broadcast-
ing.

[0011] Justasthereisaneed to provide the audio com-
ponent with cues for 3D space perception to enhance a
digital 3D movie presentation, there is also a need to
include such cues in the audio components of digital 3D
movies in other formats. However, presently the prepa-
ration of digital 3D movies for release in one format does
not include an efficient conversion of the audio compo-
nent that insures the presence or preservation of the 3D
space perception audio cues.

[0012] Therefore, an efficient scheme to optimize dig-
ital 3D movie preparation with audio 3D space perception
cues is required. In addition, an efficient scheme to op-
timize additional digital 3D movie conversion with audio
3D space perception cues for other formats or distribution
formats is required. In both cases, information gathered
in digital 3D movie analysis is used as input to produce
audio 3D space perception cues to enhance the 3D au-
diovisual experience.

[0013] Another problem arises in that currently a sep-
arate 2D version of the audio component, without 3D
space perception cues, must be distributed for viewing
of the content in 2D if the otherwise digital 3D movie is
to be viewed in 2D, e.qg. if there is no 3D display system
available. Therefore, the data created in the course of
encoding the audio 3D space perception cues can be
saved and included with the digital 3D movie release file
so that 3D-to-2D down-mixing can be managed down-
stream.

SUMMARY OF THE INVENTION

[0014] A systemis provided in which content including
visual objects and raw audio tracks are converted into a
predetermined 2D or 3D format using an audio/video en-
coder. An audio processor receives the raw audio tracks
and other information indicative of the position of at least
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some of the audio tracks in 1, 2 or 3 dimensions for each
frame, or group of frames. Optionally, visual objects are
associated with the audio tracks. Alternatively, if a track
is not associated with a visual track in any particular
frame, an audio object is defined spatially that is inde-
pendent of any visual object.

[0015] An authoring tool is used to generate encoding
coefficients based on the audio parameters, as well as
other information, related, for example to the visual ob-
jects.

[0016] The audio/video encoder receives the input
content and converts it into an encoded content in the
desired format using a set of coefficients that may include
some preset coefficients and some of the coefficients
from the authoring tool.

[0017] In one embodiment, the audio/video encoder
receives and converts original content.

[0018] Inanother embodiment, an original content has
been converted using another encoder earlier, for exam-
ple in a converted 2D or 3D content using a converter
with a set of conversion coefficients and generating a log
recording various parameters. During the later conver-
sion, the first converted 3D content may be converted
into the newly encoded content and some of the param-
eters stored in the log associated with the other converter
and/or parameters (such as 3D tracking map of visual
objects) is used.

[0019] In other words, preferably, two tracking maps
are used in the present invention: a visual 3D tracking
map tracking visual objects and an audio 3D tracking
map tracking audio objects. In some instances, the two
are coincident and sometimes the two vary either phys-
ically, or editorially. In case of divergence, manual con-
trols from an operator and/or a systematic comparator
based on some on-screen (or manually input off screen)
object of interest coordinates the positions of the audio
and visual objects. If necessary, the trajectory and motion
vector calculation is performed to determine the motion
and trajectory of audio objects of interest, if possible.
[0020] In otherinstances, for example, if the objects of
interest tracking maps clearly show (since the visual ob-
jects are on screen throughout) where the objects are,
and if the aural map diverges for some object(s) in a way
that can be predicted using prior positioning and motion
vectors, then the system can still function without manual
override. If the audio tracking map diverges from the vis-
ual one in some non-linear and otherwise difficult to pre-
dict way-imagine video sprites popping in and out of ex-
istence every which way in a video game, exceptin some
instances the ’sprites’ are invisible and all we have is
their aural presence, not a visual representation-then
manual override is used to map the position of these au-
dio instances.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021]
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Fig. 1 shows a block diagram of an apparatus con-
structed in accordance with this invention;

Fig. 1A shows a block diagram of the audio proces-
sor;

Figs. 2-4 show several plan views (in the X-Z axis)
of several 3D frames with several audio and visual
objects of interest; and

Fig. 5 shows a method of operation of the apparatus
of Fig. 1.

DETAILED DESCRIPTION OF THE PREFERRED EM-
BODIMENT

[0022] The present invention provides a solution for
the above-described problems. Fig. 1 shows the compo-
nents of an apparatus for practicing the invention. An
uncompressed digital 3D movie 60 is analyzed and en-
coded by a first 3D audio/video encoder 10 using a first
set of encoding coefficients10A. For example, the digital
3D movie could be a sequence of 3D frame at the same
native resolution as the source material (e.g., 1920 x
1080p). Each 3D frame is defined by a left-eye and a
right-eye image. The output of the encoded 10 is referred
to as a first 3D encoded content.

[0023] The 3D movie could be a feature movie shot
with live actors, or could be a cartoon with virtual char-
acters. Moreover, the 'movie’ could include a straight se-
quence of scenes, or could be an interactive game in
which various scenes are played in sequences deter-
mined by viewer actions.

[0024] Typically, in each 3D frame, planes and/or ob-
jects of visual interest correspond to audio objects of in-
terest. For example, in one instance an on-screen actor
can be speaking a main dialog. In this case, the audio
object of interest-the main dialog and the actor have the
3D spatial location. In another case, audio objects of in-
terest may not correspond to visual objects of interest.
For example, a narrator or commentator who is on- or
off- screen can provide editorial dialog of a car race. The
various cars in the race can emerge rapidly fromthe back-
ground, roar closer and closer, and then zoom past the
viewer off screen. In this case, the visual objects of in-
terest are the cars and there are two sets of audio objects
of interest: the editorial dialog and the sound of the zoom-
ing cars. In this case, to make the scene look and feel
dramatic, both the sounds of the racing cars and the ed-
itorial dialog should be provided as audio objects of in-
terest. During the scene, the car sounds (e.g., the audio
objects) and visual images (e.g., the visual objects) move
closer and closer to the viewer but do not mask the edi-
torial dialog. In another case, for example, in a video
game, visual objects may pop in and out of the scene in
a pseudorandom manner and various sound effects may
be associated with some of these objects, or randomly
spaced audio objects may be produced.

[0025] As discussed above, 3D content may include a
Z-axis depth map indicating relative distance of various
visual objects (or planes of interest) for the respective
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3D frames. Conventionally, a 3D Z-axis depth map con-
sists of a two dimensional image having the general out-
line and surface characteristics of all the objects of inter-
est. Objects, and object surfaces, at various locations
along the Z-axis are represented on the two dimensional
image by their respective outlines and surface shadings.
Each outline includes one or more surfaces, the surfaces
being shaded. More particularly, each outline and each
surface of the outline (if more than one) is shaded on a
gray scale corresponding to the relative position of the
respective objects and their surfaces. Thus, a 3D Z-axis
depth map provides information about the relative posi-
tions of various objects of interest, and their surfaces,
with respect to each other and with respect to a particular
reference point such as the screen and/or the viewer. Of
course, as discussed above, other means of indicating
the positions of audio or visual objects in 3D space may
be used and this invention is not limited to any one of
these means.

[0026] Referring now to Fig. 1, in the system in accord-
ance with this invention an encoder 10 receives a 3D
movie, for example in the form of an uncompressed video
master 60. The audio/video encoder 10 generates from
this master a first 3D encoded content which may be
stored, recorded or distributed to customers via various
distribution channels. The first 3D encoded content does
not have information providing audio 3D space percep-
tion cues relative to the 3D space visual objects, or any
other audio objects of interest.

[0027] The apparatus further includes an audio proc-
essor 21, a video processor 23 and an authoring tool 22.
[0028] The video processor received a 3D video track-
ing map such as a 3D Z-axis map described above that
tracks the positions of visual objects of interest for each
frame or groups of frames for encoded content. The 3D
tracking map can be derived from the log 20, or by ana-
lyzing the first 3D encoded content using analyzer 30. In
addition, the video processor 23 may also receive manual
controls for controlling the positions of some of the visual
objects. Furthermore, new visual content may be provid-
ed to the video processor. This new content may include
subtitles and/or other additional graphic elements (as de-
scribed more fully in commonly assigned co-pending ap-
plication S.N. 13/205,720 filed August 9, 2011, entitled
METHOD AND APPARATUS FOR GENERATING EN-
CODED CONTENT USINGDYNAMICALLY OPTMIZED
CONVERSATION FOR 3D MOVIES). The visual proc-
essor generates visual parameters that are provided to
the authoring tool 22.

[0029] The audio processor 21 receives the raw audio
signals (e.g., the audio tracks from the uncompressed
video master) and/or other sources. For example, addi-
tional audio content may be added that was not in the
original uncompressed video master. The audio proces-
sor 21 receives other information, such as the 3D position
of various visual objects, manual and/or automated se-
lection signals correlating certain audio tracks with either
visual objects or defining audio objects (if the audio tracks
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either are not associated with a visual object, or are as-
sociated with an off-scene visual objects). The audio
processor 21 then generates audio parameters indicative
of the position of the audio content, such as audio objects
of interest in the relevant frames.

[0030] As shown in more detail in Fig. 1A, audio proc-
essor 21 include comparator 100 receiving the 3D video
and audio tracking maps. The audio source (i.e., the au-
dio object of interest) can be positioned in 2D and 3D
space, i.e. alongthe X, Y and Z axes. For various editorial,
or other reasons, the audio source position in the X, Y
and Z axes may be important. Various criteria or ap-
proaches can be used to generate and/or identify the
positions of audio objects, as discussed in more detail
below. Once these positions are selected, then the au-
thoring tool 22 analyzes the audio object parameters,
and for each frame or set of frames, allocates the position
of the audio object(s) and then generates appropriate
authoring or re-authoring control signals for processing
the audio source(s) in the 3D frames with cues to position
them in the designated location(s).

[0031] In some instances, the audio and visual posi-
tions of the objects of interest correspond, the 3D space
information for both the audio and the visual objects is
recorded so that audio objects can be mapped on to the
visual objects of interest. In one embodiment of the in-
vention, only the depth positions (e.g., the positions along
the Z-axis) are provided. In another embodiment, the po-
sitions of the audio objects in 3D volume (e.g., along all
three axes X, Y and Z) are provided separately from the
position of any visual object.

[0032] Referring to Fig. 1A, the comparator 100 re-
ceives the audio and visual tracking maps and deter-
mines if they are convergent. If there is a single visual
object and a single audio present, this determination can
be simple. However, if there are multiple visual and mul-
tiple audio objects present, manual controls or other
means may be used to assign each audio object to each
visual object. Once this identification means automated
tracking software is provided to track the audio and visual
objects consistently by component 103.

[0033] In otherinstances, the audio and visual objects
of interest diverge, or no information is available that is
indicative of whether an audio object maps to a particular
visual object of interest. In this case, either a manual
operator, or an automated analyzer running automatic
objectaudio tracking software (if necessary) represented
by component 102 can select and track the 'on-screen’
audio object(s) of interest (as well as any visual objects
A, B,C, or D.) This tracking information may be repre-
sented, for example, as a Z-axis depth map (if only depth
perception is desired), or it may be represented in full 3D
space along the X, Y and Z axes. If there are no audio
objects of interest on screen or an audio object is ob-
scured (e.g. an actor speaking from behind a closed
door), or if an off screen virtual object has a known or
plotted position, then the tracking map is extended to
provide information for the occluded or off- screen audio
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object as well, including an audio object disposed in the
same vertical plane as the viewer, or even behind the
viewer.

[0034] Figs. 2-4 provide in plan views some simple ex-
amples illustrating various audio and visual objects of
interest in a scene. Fig. 2 shows a plan view of a stage
with four performers A, B, C, D as seen by a viewer V.
A,B,C and D may be vocalists and/or musicians and they
can remain stationary or move about the stage, Initially,
the video component of the received 3D movie shows
the positions of each of the performers. The audio com-
ponent consist of either a mixed audio track, or several
tracks with the audio signals from each of the performers,
in this case with substantially no audio depth perception
or any other audio cues tying the tracks spatially to the
performers. In accordance with the present invention, if
separate tracks are not available, then the raw audio
tracks are analyzed and manipulated by the audio proc-
essor (comparator 100 or component 102) to generate
audio parameters defining virtual audio tracks represent-
ing the sounds from each of the performers. The tracks
are then correlated with each of the performers. This can
be done either manually by an operator or automatically,
for example, by processing the video component to iden-
tify the four performers using facial recognition algo-
rithms, by recognizing their instruments, or other means.
[0035] Once the positions of the performers are iden-
tified or correlated with the respective tracks, audio pa-
rameters are generated by the audio processor 21 rep-
resenting the audio objects of interest. In a preferred em-
bodiment, these parameters represent depth perception
cues for some or for all the audio tracks. If desired, the
positions of some of the performers are emphasized in
some scenes and the positions of other performers can
be emphasized at other times, based for example, on the
relative loudness of the tracks, or other editorial criteria.
[0036] As mentioned above, if the performers move
around, their positions are tracked and the audio object
positions corresponding to the audio objects of interest
are recorded so that the audio tracks corresponding to
these objects can be processed with appropriate audio
position cues to position them in 3D space.

[0037] Fig. 3 shows a plan view of a different scene in
which two actors A and B are talking and moving around
along paths E and F so that actor A ends up in position
A1 and actor B ends up in position B1. At one point, one
or both of the actors A and B are positioned ’off stage’
behind the viewer V. All the positions are tracked and/or
plotted from the video component object tracking map
and corresponding audio object tracks are processed
with 3D space position cues to correspond to these po-
sitions by component 103.

[0038] Fig. 4 shows a plan view of a scene somewhat
similar to the one in Fig. 3. In this scene, originally, actor
B is behind a wall W (or other obstruction) but he can still
be heard as he speaks. Actor A is visible, and is talking
to B. During the conversation, actor B moves around the
wall W and forward toward position B1. Meanwhile, or
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later, actor A walks through a doorway D so that he is no
longer visible, but may move along an arbitrary path P,
and still keeps on talking. As the two actors are moving
around and talking, their positions are constantly tracked
and plotted, so appropriate audio 3D space cues can be
generated even if an actor is out of sight, e.g., off stage.
(Obviously, Fig.4 is notto scale since viewerV is normally
much further away from the stage.)

[0039] Fig.5 shows aflow chart of an exemplary meth-
od used by the apparatus of Fig. 1. As discussed initially,
a 3D movie in a known format is received and its audio
and video components are encoded in step 110. In step
120 audio and video objects of interest are detected (for
example, in a scene). This step can be performed either
by an operator or automatically. The spatial positions of
these objects are then compared. If they match (step
130) then they are converted into a new format, using an
appropriate encoding scheme (step 140) and then dis-
tributed (step 150) through an appropriate channel. If
there is no match in the spatial positions, or if there is
insufficientinformation to detect the spatial position of an
audio object, then in step 160 the spatial positions are
identified by audio processor 21.

[0040] In step 170, a check is made as to whether an
audio object of interest is associated with a visible object.
Ifitis, then in step 180 the positions of the corresponding
visual object (actors A, B) are continuously tracked (step
180) and corresponding audio cues are generated (step
190). If an audio object does not correspond to a visual
object (for example, actor B in his original position or
actor A in position A1) then different calculations are
made using specific rules applicable for occluded, off-
screen or otherwise hidden objects (step 200). For ex-
ample, the movement of the hidden object (e.g., an actor
moving behind a wall) can be interpolated and used to
generate a corresponding audio object. In step 210 the
audio and visual parameters are provided to the author-
ing tool 22. For example, the positional cues (in one, two
or three dimensions) can be added to the audio compo-
nents. Alternatively, a separate field is provided with the
audio cues presented as an audio 3D position map, table
or other convenient form.

[0041] The steps are implemented by the apparatus of
Fig. 1 by encoding the audio component with appropriate
3D space audio perception cues. During the initial en-
coding performed by audio/video encoder 10, various pa-
rameters, such as a Z-axis depth map or other indicia for
the visual objects of interest, and audio tracks are stored
in a log 20. The encoder 10 generates the first 3D en-
coded content for distribution, storage, recording, etc.
[0042] Then, possibly at a future date, content in a dif-
ferent, possibly enhanced, 3D format is desired, which
includes 3D audio perception cues. For this purpose, the
information from the log 20 is provided to audio processor
21. Alternatively, the first 3D encoded content (or the 3D
uncompressed digital master-if still available) is analyzed
by analyzer 30 and the resulting 3D tracking map for the
visual objects of interest (e.g., a Z-axis depth map) is
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obtained together with tracking information indicating the
positions of audio objects of interest (if available).
[0043] The audio processor 21 then uses the informa-
tion obtained from the log 20 and/or analyzer 30, as well
as additional control signals generated manually or au-
tomatically and generates a set of audio parameters de-
fining the positions of various audio objects of interest.
These audio parameters are provided to the authoring
device 22. The authoring device also receives corre-
sponding video information regarding the positions of vis-
ual objects or each frame or groups of frames from video
processor 23.

[0044] The audio parameter are used by the authoring
tool 22 to generate parameters (including 3D position
perception cues) defining the way audio objects of inter-
est are perceived in may be processed according to one
or more audio object tracking map parameters to add
cues such as amplitude differences, phase differences,
arrival time differences, reverberant vs. direct sound
source level ratios, tonal balance shifts, masking, and/or
surround or multi-channel directionality. These parame-
ters are tailored for the audio object(s) of interest to cor-
respond, where editorially appropriate, with the visual ob-
jects of interest thereby providing an enhanced the 3D
audiovisual experience. Operator controls allow for man-
ual override of the otherwise automatic process so that
editorial emphasis or de-emphasis of the audio depth
perception cues can be managed as appropriate, i.e.,
when visual and audio objects of interest do not corre-
spond, or when there is no on-screen audio object of
interest at all, e.g. an omniscient, disembodied narrator’s
voice is delivering important dialog as discussed above.
[0045] Inthe example given above, the various scenes
are described as real scenes shot of real actors speaking
real dialog. Of course, these scenes need not be based
real action and characters but could be either hybrid real
and virtual actions and characters, or purely virtual ones.
The termvirtual actions or characters’ is used to describe
cartoon characters or other virtual objects or action (both
visual and audio) generated animation or by a video
game or other similar rendering device.

[0046] The authoring tool 22 generates a set of encod-
er coefficients corresponding to the audio and visual ob-
jects for each frame or group of frames.

[0047] In one embodiment of the invention, a second
audio/video encoder 70 may, but need not, be similar or
even identical to encoder 10 as shown in Fig. 1 to receive
digital content based on the 3D uncompressed video
master 60 in any format including any one of the formats
described above. The encoder 70 analyzes the received
digital 3D movie and determines its format automatically,
or the device can receive user input or some other signal
indicative of the format for the received digital 3D content.
The encoder 70 also receives information specifying a
desired output format, or is preprogrammed to convert
the digital 3D content into a corresponding second en-
coded 3D contentin a pre-selected different format (such
as Blu-ray Disc, satellite broadcast, Nintendo 3DS, etc.)



11 EP 3 379 533 A2 12

The encoder 70 uses a plurality of encoding coefficients
stored in a memory 70B for this purpose. Some of the
encoding coefficients may be common to several differ-
ent output formats while others will be unique to each
format. Importantly, in accordance with this invention, the
content of memory 70B is altered by changing one or
more of the predetermined coefficients with the param-
eters from the authoring tool 22. In some cases, the pa-
rameters from the tool 22 may not be compatible with the
encoder 70. In this case, the parameters from the tool 22
are first provided to a mapping processing element 24
that maps the parameters into a format that is compatible
with encoder 70. The mapped parameters replace some
or all of the coefficients in memory 70B.

[0048] It should be emphasized that in the above de-
scription, the cues for audio depth perception are dis-
cussed primarily as being indicative of the 3D position of
an audio object of interest, in at least one, or two or all
three dimensions, i.e., X, Y and Z.

[0049] In one embodiment, the authoring tool 70 not
only modifies the audio signals with depth perception
cues; it also creates meta data that contains the relevant
inverse transforms so that a down-stream signal proces-
sor (not shown) can derive the original (or close to the
original if the process is lossy), un-optimized digital 3D
movie audio stream for 2D viewing. The metadata is
stored along with the second encoded 3D content.
[0050] In one embodiment of the invention, the format
of the second encoded 3D content is very different then
the format of the first encoded 3D content, for example
in terms of the intended environment. For example, the
first encoded 3D content may be formatted for a digital
3D movie distribution channel intended for a 70 ft. theat-
rical exhibition, while the second encoded 3D content is
directed at a Nintendo 3DS 3.5 inch handheld screen.
The authoring tool settings are selected accordingly, to
conform to different digital 3D movie distribution channels
or formats for other systematic reasons. (Details of such
a transformation are described in commonly assigned
pending provisional application Serial No. 61/533,777
filed: September 12, 2011 entited METHODS FOR
CONTROLLING SCENE, CAMERA AND VIEWING PA-
RAMETERS FOR ALTERING PERCEPTION OF 3D IM-
AGERY; and Serial No. 61/491,157, Filed: May 28, 2011,
entited METHODS FOR CONTROLLING SCENE,
CAMERA AND VIEWING PARAMETERS FOR ALTER-
ING PERCEPTION OF 3D IMAGERY.

[0051] Importantly, the positions of the audio objects
of interest must be adjusted accordingly.

[0052] One skilled in the art will appreciate the fact that
while in the embodiment shown in Fig.1 the second au-
dio/visual encoder 70 receives either the original uncom-
pressed video master or the first 3D encoded content as
an input, the invention is not so limited and in fact, the
encoder 70 receive any other content as an input and
cooperate with appropriate components from Fig. 1 (e.g.,
analyzer 30, audio and visual processors 21 and 23 and
authoring tool 22) to generate a corresponding 3D en-
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coded output having incorporated therein information(ei-
ther in the form of audio objects, or as cues) indicative
of positional information of one or more sounds specific
to one or more frames. As described above, this infor-
mation may be coupled ortied to, or it could be completely
independent of the positions of any visual objects of in-
terest.

[0053] The present system and method provide for a
means of providing an enhanced encoded 3D content
efficiently through dynamic processing by identifying or
generating audio objects of interest, using information
from log 20 or analyzer 30.

[0054] Numerous modifications may be made to this
invention without departing from its scope as defined in
the appended claims.

If follows a list of further embodiments of the invention:

[0055] Embodiment 1. An apparatus generating audio
cues for content indicative of the position of audio objects
within the content comprising:

an audio processor receiving raw audio tracks for
said content and information indicative of the posi-
tions of at least some of said audio tracks within
frames of said content, said audio processor gener-
ating corresponding audio parameters;

an authoring tool receiving said audio parameters
and generating encoding coefficients, said audio pa-
rameters including audio cue of the position of audio
objects corresponding to said tracks in at least one
spatial dimension; and

a first audio/video encoder receiving an input and
encoding said input into an audio visual content hav-
ing visual objects and audio objects, said audio ob-
jects being disposed at location corresponding to
said one spatial position, said encoder using said
encoding coefficients for said encoding.

[0056] Embodiment 2. The apparatus of embodiment
1 further comprising a second audio/video encoder re-
ceiving an initial audio video content and encoding said
initial audio video content into said input.

Claims

1. An apparatus for generating encoded content in an
output formatfrom aninitial contentin aninitial format
after said initial content has been encoded to gen-
erate a first encoded content using a first encoding
coefficient, said first encoded content having a first
encoded format suitable for presentation on a first
display device, said apparatus comprising:

a log storing said first encoding coefficient;
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a coefficient generator receiving said first en-
coding coefficient and generating a set of sec-
ond encoding coefficients, the set of second en-
coding comprising the first coefficient and at
least one second coefficient different from the
first coefficient;

an encoder receiving said initial content after
said initial content has been completely encod-
ed using the first coefficient to generate said first
encoded content, and encoding said initial con-
tent into a second encoded content using the
set of second coefficients, said second encoded
content having a second encoded format differ-
ent from said first encoded format.

The apparatus of claim 1 wherein said coefficient
generatorincludes a processor element receiving an
initial parameter and generating said second set of
coefficients from said initial parameter.

The apparatus of claim 1 wherein said encoder en-
codes said initial content twice using different encod-
ing coefficients for each encoding.

The apparatus of claim 2 wherein coefficient gener-
ator includes an analyzer that analyzes the first en-
coded content to determine said initial parameter.

The apparatus of claim 2 wherein said coefficient
generator includes a mapping member mapping said
parameter into said second coefficient.

A method of generating an output encoded content
from an initial content, wherein the initial content has
been previously encoded using a first encoding co-
efficient into a first encoded content having a first
format suitable to be played on a first player, the
method comprising the steps of:

determining a set of second encoding coeffi-
cients based on said initial content, said set of
second coefficients comprising the first encod-
ing coefficient and at least one second encoding
coefficient different from the first coefficient;
encoding said initial content using an encoder
to obtain a second encoded content, said en-
coder performing said encoding using said set
of second coefficients, said second encoded
content having a second format different from
said first format.

The method of claim 6 wherein said set of second
encoding coefficients are determined from parame-
ters selected from one or more of (i) groups of pic-
tures (GOP) associated with one or more of various
segments, frames or scenes, (ii) bit rate parameters
associated with each GOP, (e.g., peak, average,
minimum values), (iii) I-frames, (iv) video buffer size
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and (v) a motion vector.

The method of claim 7 wherein said encoder per-
forms said second encoding using said set of second
encoding coefficients including a first subset of en-
coding coefficients and a second subset of encoding
coefficients, and wherein said first subset of encod-
ing coefficients are preset and said second set of
encoding coefficients is derived from said parame-
ters.

The method of claim 7, further comprising mapping
said parameters to derive said set of second coeffi-
cients.
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