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Description

TECHNICAL FIELD

[0001] The present disclosure relates generally to au-
dio recognition and in particular to determining if sound
is natural or artificial.

BACKGROUND

[0002] This section is intended to introduce the reader
to various aspects of art, which may be related to various
aspects of the present disclosure that are described
and/or claimed below. This discussion is believed to be
helpful in providing the reader with background informa-
tion to facilitate a better understanding of the various as-
pects of the present disclosure. Accordingly, it should be
understood that these statements are to be read in this
light, and not as admissions of prior art.

[0003] Audio (acoustic, sound) recognition is particu-
larly suitable for monitoring people activity as it is rela-
tively non-intrusive, does not require other detectors than
microphones and is relatively accurate.

[0004] Figure 1illustrates a generic conventional audio
classification pipeline 100 that comprises an audio sen-
sor 110 capturing a raw audio signal, a preprocessing
module 120 that prepares the captured audio for a fea-
tures extraction module 130 that outputs extracted fea-
tures to a classifier module 140 that uses entries in an
audio database 150 to label audio that is then output.
[0005] The labelled audio can then be used to, for ex-
ample, determine the activities of persons (and even
pets) in the location where the audio was captured.
Knowledge of the activities can be used in situations like
e-health, care of children or the elderly, and home secu-
rity. In addition, parents could use the knowledge to de-
termine what their children do when they are alone at
home: for instance, after school, are they doing their
homework or watching television?

[0006] In some of these cases, it can be important to
distinguish between natural sound - for example talking
or singing persons, or a barking dog - and artificial sound,
i.e. sound that is rendered by a rendering device such
as a radio, a television or a hi-fi system. It will be appre-
ciated that persons talking on the television could be mis-
taken for real persons discussing. So far, this issue ap-
pears to have no suitable conventional solution.

[0007] It will be appreciated that there is a desire for a
solution that addresses this problem. The present prin-
ciples provide such a solution.

SUMMARY OF DISCLOSURE

[0008] In a first aspect, the present principles are di-
rected to a method for determining if sound is artificial.
At a device, a hardware input interface obtains a signal
corresponding to sound in an environment and at least
one hardware processor calculates from the signal at
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least one of a descriptor related to loudness and a de-
scriptor related to silence, and determines that the sound
is artificial in case a variance of the descriptor related to
loudness is below a first threshold value or in case the
descriptor related to silence is below a second threshold
value.
[0009]
clude:

Various embodiments of the first aspect in-

¢ That the descriptor related to silence is a ratio of
windows of the signal that are silent to windows of
the signal that are non-silent. Adjacent windows can
be overlapping. A window can be deemed as silent
in case its Root Mean Square (RMS) power is below
a third threshold.

e Thatthe descriptor related to loudness is a standard
deviation for power of the signal.

[0010] In a second aspect, the present principles are
directed to a device for determining if sound is artificial,
comprising a hardware input interface configured to ob-
tain a signal corresponding to sound in an environment,
and at least one hardware processor configured to cal-
culate from the signal at least one of a descriptor related
to loudness and a descriptor related to silence, and de-
termine that the sound is artificial in case a variance of
the descriptor related to loudness is below a first thresh-
old value or in case the descriptor related to silence is
below a second threshold value.

[0011] Various embodiments of the second aspect in-
clude:

¢ That the descriptor related to silence is a ratio of
windows of the signal that are silent to windows of
the signal that are non-silent. Adjacent windows can
be overlapping. A window can be deemed as silent
in case its Root Mean Square (RMS) power is below
a third threshold.

e Thatthe descriptor related to loudness is a standard
deviation for power of the signal.

e That the input interface is configured to capture the
sound. The input interface can comprise a micro-
phone.

e Thatthe device further comprises an outputinterface
for outputting information about whether the sound
is natural or artificial.

[0012] In a third aspect, the present principles are di-
rected to a computer program comprising program code
instructions executable by a processor for implementing
the method according to the first aspect.

[0013] In a fourth aspect, the present principles are
directed to a computer program product which is stored
on a non-transitory computer readable medium and com-
prises program code instructions executable by a proc-
essor for implementing the method according to the first
aspect.



3 EP 3 419 021 A1 4

BRIEF DESCRIPTION OF DRAWINGS

[0014] Preferred features of the present principles will
now be described, by way of non-limiting example, with
reference to the accompanying drawings, in which:

Figure 1 illustrates a generic conventional audio
classification pipeline;

Figure 2 illustrates conventional downward com-
pression with a hard knee;

Figure 3 illustrates a signal without dynamic range
compression and the same signal with dynamic
range compression;

Figure 4 illustrates a device for audio distinction ac-
cording to the present principles; and

Figure 5 illustrates a flowchart for a method of audio
distinction according to the present principles.

DESCRIPTION OF EMBODIMENTS

[0015] One way of monitoring a person in order to, for
instance, anticipate problems, is to verify if the habits of
the person are followed. To do this, it can be useful to
classify ambient sound in the person’s location as:

¢ nosound, i.e., silence.

e naturalambient sound, such as for example physical
people speaking, cooking, dog barking.

e  artificial ambient sound, such as sound coming from
aradio, a television, or a hi-fi system. In this context,
"artificial" means that the sound was processed for
broadcast or recording and subsequent rendering.

[0016] To detect artificial ambient sound, the present
principles rely on the fact that most artificial audio sources
use dynamic range compression to enhance the sound
and to make it more present. It is for example possible
to enhance the sound to avoid a clipping effect, amplifier
chain saturation or better to fitinto Frequency Modulation
standard that has limited frequency spectrum range.
[0017] Dynamic range compression, which is a very
common technique in the broadcast chain and in media
content workflows, amplifies parts of the audio signal with
low amplitude (upward compression), reduces the loud
parts of the sound (downward compression), or both. On
the other hand, natural sounds tend to be characterized
by a wider dynamic range, which typically means that
more low power sounds tend to be present in a natural
audio signal than in a dynamic range compressed audio
signal. Hence, detecting such dynamic differences within
the sound can help differentiating artificial and natural
sound.

Dynamic Range Compression

[0018] Dynamic Range Compression (DRC) for audio
will now be described in further detail. As already men-
tioned, DRC can amplify low sounds, attenuate high
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sounds, or both.

[0019] Figure 2 illustrates conventional downward
compression with a hard knee. A compression function
curve 210 has afirst part 212 that is neutral -i.e., an input
level transformed by this part results in an equal output
level. The curve further has a second part 214 that meets
the first part 212 at a hard knee 216. The second part
214 performs downward compression, which means that
an input level L, is transformed into a lower output level
Lo. Figure 2 also shows a threshold 220 that lies between
thefirstpart212 and the second part 214. In this example,
the threshold 220 coincides with the hard knee 216, but
it will be appreciated that in case a soft knee is used, this
will extend around the threshold 220 and comprise part
of the first part 212 and the second part 214 as well.
[0020] It will also be understood that for upward com-
pression, the first part of the curve would be flatter so
that an input level results in a higher output level (except
perhaps at the hard knee). It will further be understood
that the function can allow both downward and upward
compression, in which case the first part and the second
part can have identical slopes or different slopes.
[0021] DRC can for example be used:

¢ Inpublic spaces to make music sound louder without
having to increase the peak amplitude.

¢ In music production for a better mix between vocals
and instruments.

* In voice processing to avoid sibilance.

* In broadcasting to fit a broadcast signal with narrow
range, as will be explained in more detail.

* In marketing to increase the impact of commercials.

e To protect circuitry in devices with amplifiers, and
also to avoid clipping or saturation effects.

* In hearing aids and headphones to make certain
sounds more audible while others are attenuated.

[0022] Figure 3illustrates a signal 310 without dynamic
range compression and the same signal 320 with dynam-
ic range compression. As can be seen, the loud parts
have been attenuated (downward compression) and the
low parts have been amplified (upward compression).
[0023] Inthe case of FM (Frequency Modulation) radio
broadcasting, the characteristic of the frequency modu-
lation limits the frequency spectrum range, which in turn
limits the acoustic dynamic range. If the frequency spec-
trum range is not respected, this will result in spectrum
overlaps and audio distortion. Simply reducing the am-
plitude of the signal fed to the modulator so that it never
clips the signal requires an important reduction of the
input signal, which results in a reduction in the signal-to-
noise (SNR) ratio. A lower SNR ratio in turn means that
a listener will hear more transmission noise, especially
during the more quiet part of the transmission.

[0024] The effect on FM also applies to digital radio
that includes an ADC (Analog to Digital Converter) in
front of the modulator and for which dynamic range is
limited.
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[0025] DRC can also preserve the audio amplification
chain and as well as any speakers from saturation when
they are not dimensioned to render the natural dynamic
range.

[0026] In addition, compressing broadcast radio FM or
broadcast TV enables the high-power amplifier transmit-
ter required to broadcast the signal over the air to transmit
using a more constant output power. Doing so can in-
crease the lifetime of the amplifier. Indeed, the standard-
ization community tries to find the best compromise be-
tween audio quality for the end user and economy when
it comes to the broadcasting infrastructure.

[0027] Further, Automatic Gain Control (AGC) is useful
for microphone capture when a speaker talks over a low
background sound that should be shared with the audi-
ence. AGC aims to provide a control level output signal
regardless of the input signal. In other words, weak input
signals are amplified and loud input signals are attenu-
ated. The outcome is a less dynamic sound that is suit-
able for network broadcasting.

[0028] It will be understood that an audio signal that is
broadcast or streamed over the air, a cellular network or
a broadband network typically has a compressed acous-
ticdynamic. Hence, a music or voice audio signal listened
through a speaker has different dynamical properties
than audio produced by natural sources like human voic-
es, animal sounds and (non-amplified) instruments.
[0029] Asaneffectof DRC isanamplification of sounds
below a first amplitude threshold and an attenuation of
sounds above a second amplitude threshold (possibly
the same as thefirst threshold), it can be seen that sounds
with DRC have a smaller amplitude variance than natural
sounds. In addition, most broadcast sources - television,
radio, music - tend to avoid silence. Therefore, the pro-
portion of silence will be low for artificial sound sources.
[0030] Hence to distinguish artificial ambient sound
from natural ambient sound, a device can analyse cap-
tured ambient sound to determine at least one of:

» ifthe variance of the amplitude is above (natural am-
bientsound) or below (artificialambient sound) a var-
iance threshold value, and

e if the level of silence is above (natural ambient
sound) or below (artificial ambient sound) a silence
threshold value

[0031] One way of calculating the amplitude variance
is as follows, but it will be appreciated that other ways
exist. First, the captured sound is divided into a number
of sections (or windows); the windows can be distinct,
but are generally overlapping with a subsequent window
starting at the middle of the window just before. Each
window has an index, that we note k for instance. The
windows have a same size, noted w. The captured sound,
i.e. the part for which it should be determined if itis natural
or artificial, is thus divided in a set of K possibly overlap-
ping windows.

[0032] The Root Mean Square (RMS) power of the
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sound for the window k is defined as:

where the s; are the w contiguous samples of the sound
in the window k.

[0033] The size wmay take the value of 1024, but other
values such as 2048 have also been contemplated.
[0034] The output for the different windows defines a
series of instantaneous power values P, for the K win-
dows of the captured sound signal.

[0035] The mean power can then be calculated as

K
F—lzp
= ;

k=1

and the standard deviation as

[0036] Since amplitude and power are inextricably
linked, the standard deviation for the power is also an
indirect measure of the standard deviation for the ampli-
tude.

[0037] Itis preferred to obtain a normalised measure
by dividing the standard deviation by the mean power:

v = 70

[0038] This coefficient of variation of the power is a first
descriptor, related to loudness, used to distinguish nat-
ural sounds from artificial sounds.

[0039] To calculate the level of silence, first the win-
dows whose RMS power is below a given threshold t are
marked as ’silent’.

[0040] Then in an optional step, consecutive windows
marked ’silent’ are grouped in ’silent’ groups, and con-
secutive windows marked ’non-silent’ are grouped in
‘'non-silent’ groups. The signal is therefore seen a series
of interleaved ’'silent’ and 'non-silent’ groups. To clean
the signal of anomalous or outlying events, groups of
‘non-silent’ windows smaller than a certain size (such as
a few windows, e.g. three) are marked ’silent’.

[0041] Finally, the second descriptor, related to si-
lence, for distinguishing sound is the proportion of 'silent’
windows over the number of windows K of the signal
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subject to examination.

|silent windows|
K

where K is the number of windows considered.

[0042] Inavariation, the detection of the silent windows
may occur before the calculation of the descriptor CV(P)
explained above, and this descriptor may be computed
only on the windows which are marked as ’non silent'.
[0043] The two descriptors described above are ex-
pected to have a high value for the first (high variation of
the power) and the second (large number of silent win-
dows) in case of a natural sound, and the opposite for
an artificial sound (power constantly high, nearly no silent
window). This will be used in a classification system as
exposed hereafter.

[0044] To classify the sound, different possibilities ex-
ist. A first possibility is to take the first and second de-
scriptors as input to a supervised classifier that is trained
to separate the natural sound from the artificial sound.
The supervised classifier may for instance be based on
a decision tree, using two thresholds corresponding to
the two descriptors.

[0045] A second possibility is to use a set of conditions
such as:

IF descriptor1 > thresholdl THEN sound is artificial
ELSE IF descriptor2 > threshold2 THEN sound is
natural

ELSE IF descriptor1 > threshold3 AND descriptor2
< threshold 4 THEN sound is artificial

ELSE IF descriptor1 < threshold5 and descriptor2 >
thresholdé THEN sound is natural

where descriptor1 is the descriptor related to loudness
and descriptor2 is the descriptor related to silence, and
the various thresholds are thresholds in the model used
for the determination.

[0046] Naturally, there are many ways of expressing
the conditions, using different thresholds that in addition
may depend on many things such as locality and equip-
ment.

[0047] Figure 4 illustrates a device for audio distinction
400 according to the present principles. The device 400
comprises at least one hardware processing unit ("proc-
essor") 410 configured to execute instructions of a first
software program and to process audio for distinction,
as described herein. The device 400 further comprises
at least one memory 420 (for example ROM, RAM and
Flash or a combination thereof) configured to store the
software program and data required to distinguish sound.
The device 400 can also comprise at least one user com-
munications interface ("User I/0") 430 for interfacing with
a user.

[0048] The device 400 further comprises an input in-
terface 440 and an output interface 450. The input inter-
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face 440 is configured to obtain audio for distinguishing;
the input interface 440 can be adapted to capture audio,
for example a microphone, but it can also be an interface
adapted to receive captured audio. The output interface
450 is configured to output information about distin-
guished audio - is it natural or artificial sound - for example
for presentation on a screen or by transfer to a further
device.

[0049] Non-transitory,computer-readable storage me-
dium 460 includes a computer program with instructions
that, when executed by the processor 410 performs the
methods described herein.

[0050] The processor 410 can also be configured to
use the distinction to determine user activity as described
in the background part of the description.

[0051] The device 400 is preferably implemented as a
single device such as a gateway, but its functionality can
also be distributed over a plurality of devices.

[0052] In some cases, the processor 410 may have
access to other data and use this data to determine that
the sound has been incorrectly classified, for example in
case the sound was classified as natural and the data
originates from another device and indicates that artificial
sound is indeed rendered in the environment where the
processor 410 is located. If this occurs regularly, it could
mean that the classification model used by the processor
410 is not accurate enough. In this case, the device 400
can send anonymized descriptors that caused false in-
correct classification to a server, so that the global model
can be adapted to these descriptors (i.e. recomputed with
those new inputs). The global model can then be distrib-
uted to the individual devices. In such an implementation,
a stream processing big-data infrastructure such as
Storm or Spark is particularly relevant.

[0053] Figure 5 illustrates a flowchart for a method of
audio distinction according to the present principles. In
step S510 the device 400 obtains captured sound, either
by capturing it itself or receiving captured sound from
another device. In step S520, the processor 410 calcu-
lates power standard deviation, i.e., the first descriptor,
(as a measure of amplitude standard deviation) as al-
ready explained. In step S530, the processor 410 calcu-
lates the silence level, i.e., the second descriptor, as al-
ready described. Finally, in step S540, the processor us-
es the first and second descriptors to determine if the
captured sound is natural or artificial, as already de-
scribed.

[0054] The processor 410 can then for example output
information on whether the sound is natural or artificial
through the output interface 450 or use this information
internally as input to other functions.

[0055] It will be appreciated that the present principles
can provide a solution for audio recognition that can en-
able:

* Respect of users’ privacy since the sound can be
distinguished in a device located in the users’ loca-
tion rather than being sent to a device "in the cloud".
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* A small footprint on the distinguishing device since
itis sufficient to retain the model, some variables and
the present sound windows.

[0056] It should be understood that the elements
shown in the figures may be implemented in various
forms of hardware, software or combinations thereof.
Preferably, these elements are implemented in a combi-
nation of hardware and software on one or more appro-
priately programmed general-purpose devices, which
may include a processor, memory and input/output inter-
faces. Herein, the phrase "coupled" is defined to mean
directly connected to or indirectly connected with through
one or more intermediate components. Such intermedi-
ate components may include both hardware and software
based components.

[0057] The presentdescriptionillustrates the principles
of the present disclosure. It will thus be appreciated that
those skilled in the art will be able to devise various ar-
rangements that, although not explicitly described or
shown herein, embody the principles of the disclosure
and are included within its scope.

[0058] All examples and conditional language recited
herein are intended for educational purposes to aid the
reader in understanding the principles of the disclosure
and the concepts contributed by the inventor to furthering
the art, and are to be construed as being without limitation
to such specifically recited examples and conditions.
[0059] Moreover, all statements herein reciting princi-
ples, aspects, and embodiments of the disclosure, as
well as specific examples thereof, are intended to en-
compass both structural and functional equivalents
thereof. Additionally, it is intended that such equivalents
include both currently known equivalents as well as
equivalents developed in the future, i.e., any elements
developed that perform the same function, regardless of
structure.

[0060] Thus, for example, it will be appreciated by
those skilled in the art that the block diagrams presented
herein represent conceptual views of illustrative circuitry
embodying the principles of the disclosure. Similarly, it
will be appreciated that any flow charts, flow diagrams,
state transition diagrams, pseudocode, and the like rep-
resentvarious processes which may be substantially rep-
resented in computer readable media and so executed
by a computer or processor, whether or not such com-
puter or processor is explicitly shown.

[0061] The functions of the various elements shown in
the figures may be provided through the use of dedicated
hardware as well as hardware capable of executing soft-
ware in association with appropriate software. When pro-
vided by a processor, the functions may be provided by
a single dedicated processor, by a single shared proc-
essor, or by a plurality of individual processors, some of
which may be shared. Moreover, explicit use of the term
"processor" or "controller" should not be construed to re-
fer exclusively to hardware capable of executing soft-
ware, and may implicitly include, without limitation, digital
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signal processor (DSP) hardware, read only memory
(ROM) for storing software, random access memory
(RAM), and non-volatile storage.

[0062] Other hardware, conventional and/or custom,
may also be included. Similarly, any switches shown in
the figures are conceptual only. Their function may be
carried out through the operation of program logic,
through dedicated logic, through the interaction of pro-
gram control and dedicated logic, or even manually, the
particular technique being selectable by the implementer
as more specifically understood from the context.
[0063] Inthe claims hereof, any element expressed as
a means for performing a specified function is intended
to encompass any way of performing that function includ-
ing, for example, a) a combination of circuit elements that
performs that function or b) software in any form, includ-
ing, therefore, firmware, microcode or the like, combined
with appropriate circuitry for executing that software to
perform the function. The disclosure as defined by such
claims resides in the fact that the functionalities provided
by the various recited means are combined and brought
together in the manner which the claims call for. Itis thus
regarded that any means that can provide those func-
tionalities are equivalent to those shown herein.

Claims

1. A method for determining if sound is artificial, the
method comprising at a device (400):

obtaining (S510), by a hardware input interface
(440) a signal corresponding to sound in an en-
vironment;

calculating (S520, S530), by at least one hard-
ware processor (410) from the signal at least
one of a descriptor related to loudness and a
descriptor related to silence; and

determining (S540), by the at least one hard-
ware processor (410), that the sound is artificial
in case a variance of the descriptor related to
loudness is below a first threshold value or in
case the descriptor related to silence is below a
second threshold value.

2. Themethod of claim 1, wherein the descriptorrelated
to silence is a ratio of windows of the signal that are
silent to windows of the signal that are non-silent.

3. The method of claim 2, wherein the adjacent win-
dows are overlapping.

4. The method of claim 2 or 3, wherein a window is
silent in case its Root Mean Square (RMS) power is
below a third threshold.

5. The method of any one of claims 1 to 4, wherein the
descriptor related to loudness is a standard deviation
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for power of the signal.

A device (400) for determining if sound is natural,
comprising:

a hardware input interface (440) configured to
obtain a signal corresponding to sound in an en-
vironment; and

at least one hardware processor (410) config-
ured to:

calculate from the signal at least one of a
descriptor related to loudness and a de-
scriptor related to silence; and

determine that the sound is artificial in case
a variance of the descriptor related to loud-
ness is below a first threshold value or in
case the descriptor related to silence is be-
low a second threshold value.

The device of claim 6, wherein the descriptor related
to silence is a ratio of windows of the signal that are
silent to windows of the signal that are non-silent.

The device of claim 7, wherein the adjacent windows
are overlapping.

The device of claim 7 or 8, wherein a window is silent
in case its Root Mean Square (RMS) power is below
a third threshold.

The device of any one of claims 6 to 9, wherein the
descriptorrelated to loudness is a standard deviation
for power of the signal.

The device of any one of claims 6 to 10, wherein the
input interface (440) is configured to capture the
sound.

The device of claim 11, wherein the input interface
(440) comprises a microphone.

The device of any one of claims 6 to 12, further com-
prising an output interface (450) for outputting infor-
mation about whether the sound is natural or artifi-
cial.

A computer program comprising instructions that,
when executed cause at least one hardware proc-
essor (410) to perform the method of any one of
claims 1-5.

A non-transitory, computer-readable storage medi-
um (460) including that, when executed, cause at
least one hardware processor (410) to perform the
method of any one of claims 1-5.
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