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Description

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an image
processing apparatus, an image processing method and
a program, particularly to a technique for processing im-
ages from a plurality of cameras.

Description of the Related Art

[0002] In three-dimensional modeling techniques,
three-dimensional model data of an object having a
three-dimensional shape is typically generated on the
basis of a plurality of camera images obtained from a
plurality of cameras laid out around an imaging space.
One such three-dimensional modeling technique is a
three-dimensional model generation technique called
"volume intersection" or "Visual Hull" (both will simply be
referred to as "Visual Hull" hereinafter). With Visual Hull,
when a three-dimensional model is to be created for an
object, a silhouette of the object in the image from each
of the cameras is back-projected virtually in the object
direction from the position of the optical principle point of
the camera. As a result, a cone-like area having the op-
tical principle point position as its apex and the silhouette
of the object as its cross-section is formed. An area where
the cone-like areas formed by the cameras overlap (a
logical product) is then taken as a three-dimensional
model of the object. Compared to a method of matching
feature amounts calculated from the images obtained by
the cameras and generating the three-dimensional mod-
el from the positional relationships among the feature
amounts, Visual Hull is in principle less accurate with
respect to convex surfaces, but the processing is faster.
[0003] Regardless of whether Visual Hull or feature
amount matching is used, a higher number of cameras
laid out in the periphery will both improve the accuracy
of the three-dimensional model and increase the
processing time. Japanese Patent Laid-Open No.
2003-271928 discloses a configuration that maintains
accuracy while reducing the computation amount by first
finding the general shape of a three-dimensional model
through Visual Hull and then finding details through fea-
ture amount matching. This is done with the aim of gen-
erating the three-dimensional model quickly.
[0004] However, according to the method disclosed in
Japanese Patent Laid-Open No. 2003-271928, if a plu-
rality of objects exist, the accuracy of the three-dimen-
sional models will change equally across the plurality of
objects. As such, the method disclosed in Japanese Pat-
ent Laid-Open No. 2003-271928 cannot respond to de-
mand for reducing the overall computation amount while
maintaining the accuracy of a target object.
[0005] Prior art can be found e.g. in document US
2013/0321396 A1 disclosing a multi-input free viewpoint

video processing pipeline, in document US 5,745,126 A
disclosing a machine synthesis of a virtual video cam-
era/image of a scene from multiple video cameras, in
document US 2014/146172 A1 showing a distributed im-
age processing system and in document US
2015/098623 A1 showing an image processing appara-
tus and method, as well as in document US 2013/321575
A1 showing high definition bubbles for rendering free
viewpoint video.

SUMMARY OF THE INVENTION

[0006] The present invention in its first aspect provides
an image processing apparatus as specified in claims 1
to 6.
[0007] The preset invention in its second aspect pro-
vides an image processing method as specified in claim
7.
[0008] The present invention in its third aspect pro-
vides a program as specified in claim 8.
[0009] Further features of the present invention will be-
come apparent from the following description of exem-
plary embodiments (with reference to the attached draw-
ings).

BRIEF DESCRIPTION OF THE DRAWINGS

[0010]

FIG. 1 is a block diagram illustrating an example of
the functional configuration of an image processing
apparatus.
FIG. 2 is a flowchart illustrating a three-dimensional
model generation process.
FIG. 3A is a diagram illustrating an example of the
relationships between target objects and imaging
units being used.
FIG. 3B is a conceptual diagram illustrating an ex-
ample of relationships between non-target objects
and imaging units being used.
FIG. 4 is a flowchart illustrating an inside/outside of
silhouette determination process.
FIG. 5 is a block diagram illustrating an example of
the functional configuration of a selection unit.
FIG. 6 is a flowchart illustrating a selection process
of an imaging unit.
FIG. 7 is a diagram illustrating a table that holds re-
lationships between target objects and object IDs.
FIG. 8 is a block diagram illustrating an example of
the functional configuration of the selection unit.
FIG. 9 is a flowchart illustrating a selection process
of an imaging unit.
FIG. 10 is a diagram illustrating an area designation
operation screen.
FIG. 11A is a diagram illustrating an example of re-
lationships between objects inside a target area and
imaging units being used.
FIG. 11B is a diagram illustrating an example of re-
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lationships between objects outside a target area
and imaging units being used.
FIGS. 12A and 12B are diagrams illustrating an ex-
ample of a relationship between a target area and a
target object.
FIGS. 13A and 13B are diagrams illustrating an ex-
ample of a relationship between a target area and a
target object.
FIG. 14 is a flowchart illustrating a resetting process
for a target area.
FIGS. 15A and 15B are diagrams illustrating an ex-
ample of a relationship between a target area and a
target object.
FIG. 16 is a flowchart illustrating a selection process
of an imaging unit.
FIG. 17 is a block diagram illustrating an example of
the functional configuration of an image processing
apparatus.
FIG. 18 is a block diagram illustrating an example of
the hardware configuration of an image processing
apparatus.

DESCRIPTION OF THE EMBODIMENTS

First Embodiment

[0011] The configuration of an image processing sys-
tem according to a first embodiment will be described
with reference to FIG. 1. The image processing system
includes a plurality of imaging units 101a - z, a plurality
of foreground extraction units 102a - z, and an image
processing apparatus 110. A computer device such as
a personal computer (PC), a workstation (WS), various
types of servers, or the like can be used as the image
processing apparatus 110, but this embodiment makes
no particular limitation on the type of the device.
[0012] FIG. 18 is a block diagram illustrating an exam-
ple of the hardware configuration of the image processing
apparatus 110 according to this embodiment. A CPU 21
is a central processing unit, which controls the informa-
tion processing apparatus as a whole by executing pro-
grams stored in ROM 22 or RAM 23. The CPU 21 realizes
the functional units of the image processing apparatus
110 illustrated in FIG. 1, for example, by loading prede-
termined programs stored in a storage device 25 into the
RAM 23 and executing the programs loaded into the RAM
23. The ROM 22 is read-only nonvolatile memory. The
RAM 23 is randomly-accessible memory. Dynamic Ran-
dom Access Memory (DRAM) can be used as the RAM
23. A display device 24 makes various displays under
the control of the CPU 21.
[0013] The storage device 25 is a high-capacity stor-
age device constituted by a hard disk, for example. Im-
ages obtained from the plurality of imaging units, fore-
ground images, and the like can be stored in the storage
device 25. An input device 26 accepts various user inputs
to the image processing apparatus 110. An interface 27
is an interface for connecting the image processing ap-

paratus 110 to an external device, and in this embodi-
ment, the plurality of foreground extraction units 102 are
connected. Note that the foreground extraction units 102
and the image processing apparatus 110 may be con-
nected over a network such as a LAN. In this case, the
interface 27 functions as a network interface. A bus 28
communicatively connects the above-described ele-
ments to each other.
[0014] Although the functional units of the image
processing apparatus 110 are described as being real-
ized by the CPU 21 executing predetermined programs,
the units are not limited thereto. For example, hardware
such as a Graphics Processing Unit (GPU) or a Field
Programmable Gate Array (FPGA) for accelerating the
computation may be used as well. In other words, the
functional units of the image processing apparatus 110
may be realized by software and hardware such as ded-
icated ICs operating in tandem, and some or all of the
functions may be realized by hardware alone. Further-
more, a configuration in which the processes of the func-
tional units are executed in a decentralized manner by
employing a plurality of image processing apparatuses
110 may be used as well.
[0015] Returning to FIG. 1, the units constituting the
image processing system according to this embodiment
will be described. The imaging units 101a - z are devices
that capture digital images, and typical digital cameras
or digital video cameras can be used as the imaging units
101a - z. The imaging units 101a - z are laid out so as to
image an imaging space from different viewpoints, and
capture moving images at set framerates as the digital
images. The imaging units 101a - z capture images at
the same framerate and the same timing, i.e., in synchro-
nization. Note that the imaging ranges of the plurality of
imaging units 101a - z may partially overlap.
[0016] The foreground extraction units 102a - z receive
the images captured by the imaging units 101a - z and
extract a foreground from the corresponding overall im-
age. Here, "foreground" refers to an image area recog-
nized as an object, such as a person or a ball. A user or
the like can specify what types of objects are to be ex-
tracted as the foreground in advance. A method that uses
background difference information can be given as an
example of a method for extracting the foreground. Ac-
cording to this method, for example, a state in which no
foreground exists is captured in advance as a back-
ground image, and an area in which the value of a differ-
ence between the captured image and the background
image is greater than a threshold is determined to be the
foreground. However, the method for extracting the fore-
ground is not limited to this method. A variety of methods,
such as methods using feature amounts or machine
learning, can be used, and any method for extracting the
foreground may be used in this embodiment.
[0017] It is assumed that when extracting the fore-
ground, each of the foreground extraction units 102 gen-
erates a binary silhouette image in which pixels extracted
as the foreground have a value of "1" and pixels that are

3 4 



EP 3 425 592 B1

4

5

10

15

20

25

30

35

40

45

50

55

not the foreground have a value of "0". The silhouette
images are used by a three-dimensional model generat-
ing unit 106. The following assumes that "silhouette im-
age" is also included when referring to the foreground.
[0018] The image processing apparatus 110 process-
es the plurality of images captured by the plurality of im-
aging units 101 imaging mutually-different visual field
ranges (in this embodiment, the image processing appa-
ratus 110 processes the foregrounds extracted from the
stated images). In the image processing apparatus 110,
a foreground reception unit 103 receives the extracted
foregrounds from the foreground extraction units 102a -
z, and the designated foregrounds are output from a re-
adout unit 104. In this embodiment, the foreground re-
ception unit 103 is connected to the foreground extraction
units 102a - z over a network. Ethernet (registered trade-
mark), for example, is used for the network connection,
but the network is not limited thereto. The foreground
reception unit 103 aggregates and stores the data from
the imaging units 101 and the foreground extraction units
102 (the foregrounds) over the network. The connections
between the foreground reception unit 103 and the fore-
ground extraction units 102 are not limited to network
connections. For example, the connections may employ
Serial Digital Interface (SDI), Digital Visual Interface
(DVI), or the like, which are image transfer interfaces.
[0019] The readout unit 104 reads out a foreground,
designated by a selection unit 109, from the foreground
reception unit 103 and provides that foreground to the
three-dimensional model generating unit 106. Although
it is conceivable to use the foregrounds from all of the
imaging units 101 in the generation of the three-dimen-
sional model, a foreground to be used in the generation
of the three-dimensional model is selected by the selec-
tion unit 109 in this embodiment. The selection unit 109
will be described in detail later.
[0020] A camera parameter setting unit 105 sets infor-
mation of the imaging units 101a - z as camera param-
eters, and passes those parameters to the three-dimen-
sional model generating unit 106. Here, the camera pa-
rameters include a three-dimensional position in a world
coordinate system, an attitude (orientation) of the cam-
era, a focal length, and a principle point (the center of
the camera image) of each imaging unit 101. The camera
parameters are assumed to be measured and calculated
by capturing a calibration pattern for calibrating the cam-
era position in advance, and then carrying out coordinate
conversion between three-dimensional coordinates de-
fined on the basis of the calibration pattern and two-di-
mensional camera coordinates. The selection unit 109
selects an imaging unit, of the plurality of imaging units
101, that is to provide the image (foreground) used in the
image processing (the generation of the three-dimen-
sional model), on the basis of whether or not the process-
ing target is a specific object. The specific object will be
called a "target object" hereinafter. The readout unit 104
reads out, from the foreground reception unit 103, the
image (foreground) provided from the imaging unit 101

selected by the selection unit 109, and provides that im-
age to the three-dimensional model generating unit 106.
Although this embodiment describes primarily an exam-
ple in which the selection unit 109 selects the imaging
unit, an image may be selected instead of selecting an
imaging unit.
[0021] The three-dimensional model generating unit
106 generates a three-dimensional model using the cam-
era parameters provided by the camera parameter set-
ting unit 105 and the foreground provided by the readout
unit 104. In this embodiment, Visual Hull is used as the
method for generating the three-dimensional model. With
Visual Hull, the three-dimensional model is found from
the shared parts of cones seen from the cameras, and
the computation algorithms can be broadly divided into
the volume intersection method (VIM) and the space
carving method (SCM). This embodiment uses SCM. In
SCM, individual regular polygons in a three-dimensional
space are back-projected onto planes of the individual
imaging units 101. Polygons back-projected within the
foregrounds of all of the imaging units 101 are left as
foregrounds, while other polygons are deleted. The indi-
vidual polygons in the three-dimensional space are typ-
ically called "voxels", and in Visual Hull, the foregrounds
are called "silhouettes". For the sake of simplicity, a case
where there is only one object, such as a person, serving
as the foreground will be described first. A case where a
plurality of objects exist will be described later separately.
[0022] Visual Hull processing according to this embod-
iment will be described with reference to the flowchart in
FIG. 2. First, in accordance with information from an ob-
ject setting unit 108, the selection unit 109 selects the
imaging unit providing the foreground used to generate
the three-dimensional model of a single foreground ob-
ject (S101). The processing by the object setting unit 108
and the selection unit 109 will be described in detail later.
Next, the readout unit 104 reads out the provided fore-
ground from the imaging unit 101 (the foreground extrac-
tion unit 102) selected by the selection unit 109 (S102).
[0023] The selection of the imaging unit 101 providing
the foreground image to be used will be described here
with reference to the conceptual diagrams in FIGS. 3A
and 3B. FIGS. 3A and 3B are bird’s-eye views of the
layout of the imaging units 101 and the positions of the
foreground objects ("objects 301a - c and 302a - g" here-
inafter). The lines from the imaging units 101 represent
the orientations (imaging directions) of the imaging units
101, and the imaging units 101 are oriented toward a
field center 303. Note that the number, positions, and so
on of the objects are not limited to those illustrated here.
[0024] The object setting unit 108 sets target objects,
from among these foreground objects, in response to a
user operation, for example. The following descriptions
will assume that the objects 301a - c have been set as
the target objects. If the foreground object for which a
three-dimensional model is to be generated is a target
object (the object 301a, 301b, or 301c), the foregrounds
obtained from the images from all of the imaging units

5 6 



EP 3 425 592 B1

5

5

10

15

20

25

30

35

40

45

50

55

101 are used in the three-dimensional model generation
process. FIG. 3A illustrates a case where the foreground
objects for which three-dimensional models are to be
generated are target objects. In FIG. 3A, imaging units
101a - t are laid out surrounding a field (an imaging
space), and the foregrounds obtained from the images
captured by the imaging units 101a - t are used to gen-
erate the three-dimensional models of the target objects
inside the imaging space. In other words, the selection
unit 109 selects all of the imaging units 101a - t for gen-
erating the three-dimensional models of the target ob-
jects.
[0025] FIG. 3B, meanwhile, illustrates a case where
the foreground object to be used to generate the three-
dimensional model is not a target objects, i.e., is a non-
target object (one of objects 302a - g). In the example
illustrated in FIG. 3B, the foregrounds obtained from im-
ages captured by four imaging units 101a, g, k, and q are
used to generate the three-dimensional models of the
non-target objects. In other words, the selection unit 109
selects the imaging units 101a, g, k, and q for generating
the three-dimensional models of the non-target objects
inside the imaging space. However, the number and lay-
out of the imaging units used to generate the three-di-
mensional models of the target objects and the non-tar-
get objects are not limited to those described here. That
being said, the number of imaging units selected by the
selection unit 109 when the processing target is not set
to a target object is lower than the number of imaging
units selected by the selection unit 109 when the process-
ing target is set to a target object. In this manner, the
selection unit 109 selects the imaging units (foregrounds)
used to generate the three-dimensional models in ac-
cordance with whether the object to be processed is a
target object or a non-target object.
[0026] Next, image processing is executed on the ob-
ject to be processed using the images (foregrounds), of
the plurality of images (foregrounds) stored in the fore-
ground reception unit 103, that have been provided by
the imaging units selected by the selection unit 109. In
this embodiment, the three-dimensional model generat-
ing unit 106 carries out image processing that generates
a three-dimensional model for all coordinates (world co-
ordinates) of a three-dimensional model generation
space, using the foregrounds obtained from the images
from the imaging units selected by the selection unit 109
(S103 - S108). Note that the three-dimensional model
generating unit 106 uses the CPU 21 of the image
processing apparatus 110 as a computing device and
the RAM 23 as a computing work space.
[0027] In this example, assuming that the coordinates
in the three-dimensional model generation space are ex-
pressed in three dimensions as x, y, and z, a looped
process is executed for all of the x, y, and z coordinates
within a space of a predetermined size (S103, S108). In
each loop, an inside/outside of silhouette determination
process is carried out for coordinates that are to be proc-
essed out of all the coordinates (S105). This inside/out-

side of silhouette determination process is executed on
the foregrounds read out by the readout unit 104 in ac-
cordance with the results of the selections made by the
selection unit 109 (S104, S106). Accordingly, the loop
from S104 to S106 is repeated the same number of times
as there are imaging units selected by the selection unit
109.
[0028] The inside/outside of silhouette determination
process executed in S105 will be described next with
reference to the flowchart in FIG. 4. First, the three-di-
mensional model generating unit 106 projects and con-
verts the world coordinates to be processed into imaging
unit coordinates of the imaging units 101 (S501). With
the world coordinates, an origin serving as a reference
is set in the three-dimensional space to be processed,
and positions from the origin are handled as correspond-
ing coordinates in the three-dimensional space. This em-
bodiment assumes that the coordinates in the three-di-
mensional space to be processed are converted into
world coordinates in advance. On the other hand, "imag-
ing unit coordinates" refers to coordinates in the images
captured by the imaging units 101. Matrix values for the
proj ection/conversion of the world coordinates into the
imaging unit coordinates are determined from the camera
parameters.
[0029] Next, the three-dimensional model generating
unit 106 reads out the value of the foreground (silhouette
image) at the imaging unit coordinate position found
through the projection and conversion (S502). The three-
dimensional model generating unit 106 determines
whether or not the value read out in S502 is 1 (S503). If
the read-out value is 1 (YES in S503), the three-dimen-
sional model generating unit 106 determines that that
imaging unit coordinate is inside the silhouette, and sets
an inside-silhouette flag, which is present for all the co-
ordinates in three dimensions, to 1 (S504). On the other
hand, if the value read out from the silhouette image of
the foreground data is 0 (NO in S503), the three-dimen-
sional model generating unit 106 determines that that
imaging unit coordinate is outside the silhouette, and sets
the inside-silhouette flag to 0 (S505).
[0030] There are cases where the imaging unit coor-
dinates after the projection and conversion exceed the
coordinate range in the captured image. In this embodi-
ment, such imaging unit coordinates are treated as "out-
side" of the silhouette. The configuration is not limited
thereto, however, and a different determination logic may
be employed instead. Treating coordinates as "other"
(undeterminable) because the coordinates are in a range
that cannot be seen and determination is therefore im-
possible, setting the coordinates to "inside" the silhouette
in accordance with the determination logic of later stages,
and so on are also conceivable, for example. Thus var-
ious algorithms are conceivable for cases where the im-
aging unit coordinates exceed the coordinate range in
the image.
[0031] The process exits the loop of S104 to S106 once
the inside/outside of silhouette determination process is
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complete for all of the foregrounds to be used. Then, the
three-dimensional model generating unit 106 carries out
a model generation process using the results of the in-
side/outside of silhouette determination (S107). Specifi-
cally, the three-dimensional model generating unit 106
makes a comprehensive determination for the inside-sil-
houette flags, which are the results of the inside/outside
silhouette determination, for the number of imaging units
selected by the selection unit 109, and decides whether
to "leave" or "delete" the coordinates.
[0032] In this embodiment, a determination of "leave"
is made if the inside-silhouette flag is 1 for all of the fore-
grounds being processed. A determination to "delete"
the coordinates is made if even one of the inside-silhou-
ette flags is 0 for the foregrounds being processed. This
determination algorithm is merely an example, and a va-
riety of algorithms can be employed. For example, the
algorithm for determining whether to "leave" or "delete"
is also related to how to handle projection results outside
of the imaging unit coordinates when setting the inside-
silhouette flag as described earlier. A determination of
"leave" may be made if the number of inside-silhouette
flags, among the inside-silhouette flags obtained for the
foregrounds being processed, that are 1 is greater than
or equal to a given threshold.
[0033] At the point where the process of S107 has end-
ed, the process of leaving the shared areas of cones
seen from the imaging units is complete for coordinates
in the three-dimensional space being processed, and
thus whether or not those coordinates being processed
are to be part of the three-dimensional model is finalized.
As such, once the above-described processing (S104 to
S107) has been carried out for all of the x, y, and z in the
three-dimensional space, the model of the target fore-
ground object is generated on the basis of the coordi-
nates determined to be "left". The generated model is
outputted in point group format, which is a collection of
voxels in the three-dimensional space.
[0034] The three-dimensional model generating unit
106 stores the outputted three-dimensional model in a
storage unit 107. The storage unit 107 is, for example, a
hard disk drive (HDD) built into the image processing
apparatus 110. Alternatively, for example, a solid-state
drive (SSD) built into the image processing apparatus
110, or a combination of an HDD and a SSD, may be
used as the storage unit 107. If a plurality of foreground
objects are to be processed, the above-described three-
dimensional model generation process is executed for
each object.
[0035] As described above, a number of loops (S104
to S106) corresponding to the number of imaging units
used exists for all of the coordinates in the three-dimen-
sional space, and thus reducing the number of imaging
units used contributes greatly to a reduction in the com-
putation amount. However, there is a tradeoff between
the number of imaging units used and the accuracy of
the generated three-dimensional model. Thus while uni-
formly reducing the number of imaging units used will

reduce the computation amount, the accuracy of the
model will drop uniformly as well, and thus a desirable
accuracy cannot be maintained. Thus in this embodi-
ment, the object setting unit 108 and the selection unit
109 are provided, and by determining the foregrounds to
be used on a foreground object-by-foreground object ba-
sis, the overall computation amount can be reduced while
maintaining the accuracy of the three-dimensional model
of the target object.
[0036] Details of the configuration and processing will
be described next with reference to the function block
diagram in FIG. 5 and the flowchart in FIG. 6, with par-
ticular focus on the object setting unit 108 and the selec-
tion unit 109.
[0037] The object setting unit 108 sets the target ob-
jects. The following will describe a case where a user
has selected the objects 301a - c as target objects from
a bird’s-eye view screen such as that illustrated in FIG.
3A. At this time, the object setting unit 108 adds an object
ID, which is identification information, to the objects 301a
- c and 302a - g present in the imaging space, as indicated
by a table 801 illustrated in FIG. 7, and manages those
objects. The object setting unit 108 sets a target ID to 1
for the objects set as target objects. In the example illus-
trated in FIG. 7, the objects 301a - c, which have object
IDs of 1 - 3 respectively, are set as target objects in the
table 801. The user can specify a target object by, for
example, touching an area of the bird’s-eye view screen
where a desired object is displayed. Alternatively, the
target object may be specified by specifying an object ID
managed in the table 801. In this case, the object IDs are
displayed in the bird’s-eye view screen, over the image
and near the objects, so that the user can recognize the
object IDs assigned to the objects in the display.
[0038] The processing by the selection unit 109 will be
described in detail next with reference to FIGS. 5 and 6.
An ID input unit 601 takes the object ID of the current
processing target from the three-dimensional model gen-
erating unit 106 and sends that object ID to an ID deter-
mination unit 602. The ID determination unit 602 refers
to the table 801 generated by the object setting unit 108,
and determines whether or not the object being proc-
essed is a target object on the basis of the target ID of
the object ID received from the ID input unit 601. A de-
ciding unit 603 decides on the imaging units to be used
on the basis of the determination result from the ID de-
termination unit 602, and sends a readout instruction to
the readout unit 104.
[0039] The processing by the ID determination unit 602
and the deciding unit 603 will be described further with
reference to the flowchart in FIG. 6. First, the ID deter-
mination unit 602 determines whether the target ID of the
object ID being processed is 1 by referring to the table
801 (S701). If it is determined that the target ID is 1 (YES
in S701), the deciding unit 603 decides to select the im-
aging units oriented toward the target object as the im-
aging units providing the foregrounds that will be used
(S702). In this embodiment, the imaging units 101a - t
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are all selected, as illustrated in FIG. 3A. However, if it
is determined that the target ID is not 1 (NO in S701),
the deciding unit 603 decides to select the imaging units
oriented toward the non-target object as the imaging units
providing the foregrounds that will be used (S703). In this
embodiment, the imaging units 101a, g, k, and q are se-
lected, as illustrated in FIG. 3B.
[0040] As a result of the above-described processing,
all of the foregrounds provided by the imaging units 101a
- t are read out in the generation of the three-dimensional
models of the objects 301a, 301b, and 301c, which have
been determined to be target objects. The foregrounds
provided by the imaging units 101a, 101g, 101k, and
101q are read out in the generation of the three-dimen-
sional models of the objects 302a - g, which have not
been determined to be target objects. The read-out fore-
grounds are inputted to the three-dimensional model
generating unit 106, and are used to generate the three-
dimensional models of the respective objects.
[0041] If a plurality of objects to be processed are
present, it is necessary to carry out a process for recog-
nizing those objects before assigning object IDs to those
objects as indicated in the table 801 (FIG. 7). Some sort
of means for searching the three-dimensional space is
required in order to detect/recognize the objects present
in the three-dimensional space. The Visual Hull process
can be used, for example. One method carries out the
processing on the entire three-dimensional space, for
polygons having a size large enough to include objects
assumed to have the size of the voxels used in the
processing. The remaining voxels are treated as inde-
pendent objects. Alternatively, means that carry out the
search using some sort of feature amount detection or
machine learning are also conceivable, but the method
for searching is not limited here. The above-described
three-dimensional model generation process is carried
out on each of the objects found.
[0042] As described thus far, according to the first em-
bodiment, a higher number of foregrounds is used when
generating a three-dimensional model of a target object
than when generating a three-dimensional model of a
non-target object. As a result, the overall computation
amount can be reduced while maintaining the accuracy
of the three-dimensional model of the target object.
[0043] Although the foregoing embodiment describes
SCM as being used as the Visual Hull processing algo-
rithm in the process of generating a three-dimensional
model, the embodiment can also be applied when using
VIM. Although VIM also references the foregrounds from
all of the imaging units 101, the above-described selec-
tion unit 109 may be employed to ensure a limited number
of foregrounds are used for the non-target objects. Ac-
cordingly, the overall computation amount can be re-
duced even when processing with the VIM technique.
[0044] Additionally, although the first embodiment de-
scribes using the foregrounds from all of the imaging units
for the target object, in some examples (not claimed) it
is not absolutely necessary to use all of the foregrounds.

In these examples (not claimed), an appropriate amount
(number of imaging units) may be set so as to balance
the overall computation amount with the required three-
dimensional model accuracy for the particular system be-
ing implemented. The same applies to the number of
imaging units used for the non-target object. Although
this is four units in the first embodiment, no particular
limitation is made on the number of imaging units as long
as it is a smaller number than the number of imaging
units used for the target object.

Second Embodiment

[0045] In the first embodiment, a foreground object
designated by the user is set as a target object by the
object setting unit 108, and the combination of imaging
units to be used is switched. In a second embodiment, a
foreground object present in an area designated as an
imaging space is set as the target object, and the com-
bination of imaging units to be used is switched. The con-
figuration of the image processing system and the overall
processing according to the second embodiment is the
same as in the first embodiment (FIGS. 1, 2, and 3B).
The configurations of and processing by the object set-
ting unit 108 and the selection unit 109 according to the
second embodiment are different from the first embodi-
ment, and thus mainly these will be described hereinafter.
[0046] FIG. 8 is a block diagram illustrating an example
of the functional configuration of the selection unit 109
according to the second embodiment. FIG. 9 is a flow-
chart illustrating the processing by the selection unit 109
according to the second embodiment. FIG. 10 is a dia-
gram illustrating the setting of a target area according to
the second embodiment.
[0047] The target area is set in the imaging space by
the object setting unit 108. In the second embodiment,
the user designates the target area through an operation
screen 1101 such as that illustrated in FIG. 10. Specifi-
cally, the operation screen 1101 includes a display
screen 1102 in which the designated area is displayed
in three dimensions, and an area designation screen
1103, which is a bird’s-eye view screen of the overall
area for designating the area. The user manipulates an
area designation pointer 1105 in the area designation
screen 1103 using a mouse, which is an operating device,
and sets a target area 1104. Upon two points being des-
ignated using the mouse, a rectangular area taking the
designated two points as corners is set as the target area
1104. A preset fixed value is used for the designation in
the height direction, such that a three-dimensional target
area 1106 is set and displayed in the display screen 1102.
Note that no limitation is placed on the means for desig-
nating the shape of the area. Aside from a rectangle ex-
pressed using two designated points, the area designat-
ed in the area designation screen 1103 may be any de-
sired quadrangle obtained by designating all four points;
the area may be designated as a circle, or designated
as a freely-drawn curve as well. Additionally, no limitation
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is placed on the designating device, and a touchpad, a
directional key, or the like may be used instead of a
mouse. Finally, although a fixed value is used for the
height direction, the value may instead be specifiable by
the user.
[0048] The selection unit 109 according to the second
embodiment will be described in detail next. The coordi-
nates of the object currently being processed (the object
coordinates) are received from the three-dimensional
model generating unit 106 by a coordinate input unit 901,
and are then sent to an area determination unit 902. The
area determination unit 902 compares information of the
target area sent from the object setting unit 108 with the
object coordinates from the coordinate input unit 901,
and sends the determination result to the deciding unit
603. The "information of the target area" is information
of coordinates expressing the range of the three-dimen-
sional target area 1106 set as indicated in FIG. 10. For
example, the information of the target area indicates a
range corresponding to the target area with respect to x,
y, and z three-dimensional coordinates. No particular lim-
itation is placed on the format in which the information of
the target area is held. For example, in its simplest state,
all of the coordinates in the target area may be held as
a list. Alternatively, the target area may be expressed
through some sort of mathematical formula. If a simple
rectangle is designated, the set area can be expressed
by defining a range for each of the x, y, and z coordinate
values. The deciding unit 603 decides on the imaging
units to provide foregrounds read out on the basis of the
result of the above-described comparison, and sends a
readout instruction to the readout unit 104.
[0049] The process of selecting the imaging units car-
ried out by the selection unit 109 according to the second
embodiment will be described next with reference to the
flowchart in FIG. 9. First, the area determination unit 902
determines whether or not the world coordinates being
processed (the object coordinates obtained by the coor-
dinate input unit 901) are inside the target area set by
the object setting unit 108 (S1001). If the world coordi-
nates being processed are inside the target area (YES
in S1001), the deciding unit 603 selects the imaging units
101 oriented toward the target object as the imaging units
providing the foregrounds to be used (S1002). However,
if the world coordinates being processed are not inside
the target area (NO in S1001), the deciding unit 603 se-
lects the imaging units 101 oriented toward the non-target
object as the imaging units providing the foregrounds to
be used (S1003). For example, the objects 301a, 301b,
and 301c, which have been determined to be inside the
target area, are determined to be target objects, as illus-
trated in FIG. 11A. All of the imaging units 101a - t are
selected as the imaging units providing the foregrounds
to be used to generate the three-dimensional models of
these objects. Meanwhile, the objects 302a - g present
outside the target area 1104 are determined to be non-
target objects, as illustrated in FIG. 11B. The imaging
units 101a, 101g, 101k, and 101q are selected as the

imaging units providing the foregrounds to be used to
generate the three-dimensional models of these objects.
[0050] As described above, according to the second
embodiment, it is possible to handle a situation in which
objects present in a specific area designated by a user,
such as the area in front of a soccer goal, are targeted,
rather than targeting individual objects. Designating ob-
jects within an area as target objects also makes it pos-
sible to handle a situation such as where the level of
importance of players leaving the area in front of the goal
is reduced and the level of importance of players entering
the area in front of the goal is increased.
[0051] Note that a variety of standards are conceivable
as standards for determining whether or not the object
is inside the target area. For example:

- when the entire object is inside the target area, that
object is determined to be inside the target area,

- when the object is at least partially inside the target
area, that object is determined to be inside the target
area, or

- when the center (center of gravity) of the object is
inside the target area, that object is determined to
be inside the target area.

[0052] By treating an object as a target object when
even a part of the object is inside the target area, a drop
in the image quality caused by only part of the object
having a high resolution can be prevented.

Third Embodiment

[0053] In the second embodiment, the target area that
is set is fixed. A third embodiment will describe a config-
uration in which the target area is moved and/or trans-
formed in response to target object movement. The third
embodiment changes the processing by the object set-
ting unit 108 from that described in the second embodi-
ment, and thus the following will primarily describe con-
figurations that are different from the second embodi-
ment.
[0054] First, a configuration in which the position of a
designated target area is changed (moved) by following
movement of an object inside the target area will be de-
scribed. FIGS. 12A and 12B are diagrams illustrating a
method for setting the target area according to the third
embodiment. In FIG. 12A, it is assumed that the user has
set a target area 1401. The method of setting the target
area is the same as in the second embodiment. An object
1402 is present in the target area 1401. FIG. 12B illus-
trates a state after the passage of a set amount of time
from the state illustrated in FIG. 12A, and in FIG. 12B,
the object 1402 has moved to the position of an object
1502. As a result, the target area 1401 is also reset as a
target area 1501, having followed the movement of the
object 1402.
[0055] FIGS. 13A and 13B are diagrams illustrating an-
other example of a method for setting the target area
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according to the third embodiment. In FIGS. 13A and
13B, the size or shape of a designated target area is
changed by following the movement of the object inside
the target area. In FIG. 13A, it is assumed that the user
has set a target area 1601. An object 1602, which is a
person, and an object 1603, which is a ball, are present
in the target area 1601. FIG. 13B illustrates a state after
the passage of a set amount of time from the state illus-
trated in FIG. 13A, and although the object 1602 is not
moving, the object 1603 has moved to the position of an
object 1702. Although the target area 1601 cannot cover
the areas of the object 1602 and the object 1702 as-is,
the target area is reset to a target area 1701 that contains
those objects.
[0056] A process of resetting the target area in the
above-described two cases will be described next with
reference to the flowchart in FIG. 14. First, the object
setting unit 108 sets the target area in the imaging space
in accordance with a manual user operation (S1801).
Once the target area has been set, the object setting unit
108 detects the objects within the target area (S1802).
Although no particular limitation is placed on the means
for detecting the object, it is necessary for the object to
be distinguished from other objects in order to track the
movement of the object. Thus the object is recognized
and distinguished by extracting a feature amount. Scale-
Invariant Feature Transform (SIFT), Speeded Up Robust
Features (SURF), and so on can be given as examples
of such an algorithm for extracting a feature amount.
[0057] The number of objects, as well as feature
amounts and position information identifying the individ-
ual objects, are obtained from the feature amount extrac-
tion. Objects have sizes, and thus it is assumed that the
position information of the objects is held such that the
coordinates of the object centers are held as well. Note
that the position information of the objects may be man-
aged through coordinate ranges, such as bounding box-
es, which are the external contours of polygon areas of
the objects, spheres extending a set range from the cent-
ers of coordinates, or the like.
[0058] The object setting unit 108 determines whether
or not the object has moved inside of the target area each
time a set amount of time determined in advance by the
user has passed (S1803). For example, the object setting
unit 108 detects the object each time, and obtains a
movement amount by comparing the obtained object po-
sition information with the position information obtained
the previous time. The object setting unit 108 determines
that the object has moved if the obtained movement
amount exceeds a predetermined threshold.
[0059] If it is determined that the object has moved
(YES in S1803), the target area is reset so as to contain
the position to which the object inside the target area
before the movement has moved (S1804). For example,
as illustrated in FIGS. 12A and 12B, when following a
single object present in the target area, the target area
moves so as to maintain the position of the target area
relative to the position (e.g., the center of gravity) of the

object. The size of the target area is not changed in this
case. When following a plurality of objects present in the
target area as illustrated in FIGS. 13A and 13B, the target
area is transformed so as to both contain the target area
originally set and contain the plurality of objects being
followed.
[0060] When determining whether an object inside the
target area has moved (S1803), an object that has newly
entered the target area is ignored. In other words, the
object detected in S1802 when the target area is set in
S1801 is taken as the target object whose movement is
to be followed, and objects that have newly entered the
target area in the loop from S1803 and on are not subject
to following. This is because there is no reference for the
object before it moved. Additionally, an object newly
present within the target area as a result of the target
area being reset (S1804) is not used as a target object
for determining movement in S1803, i.e., as an object
whose movement is to be followed. In generating the
three-dimensional models, however, objects present in
the target area are treated as target objects for both the
pre-movement target area and the post-movement target
area. Thus movement is detected (S1803) and the target
area is reset (S1804) in accordance with the movement
of the object over time. The process of resetting the target
area ends upon the user making an instruction to end
the resetting process (S1805).
[0061] Note that the user may be enabled to select
whether to move/transform a target area that has been
set so as to follow an object inside the target area, as
described in the third embodiment, or fix the target area,
as described in the second embodiment. The user may
also be enabled to change the target area manually
through the object setting unit 108, partway through a
game or the like.
[0062] According to the third embodiment as described
thus far, even if an object present in a target area that
has been designated moves, the object inside the target
area can be automatically followed without the user hav-
ing to reset the target area.
[0063] First Example (not covered by the claimed in-
vention) In the first to third embodiments, the combination
of imaging units (foregrounds) being used is changed in
accordance with whether or not the subject of the three-
dimensional model generation process is a target object.
In a first example (not covered by the claimed invention),
the combination of imaging units selected from the plu-
rality of imaging units is changed on the basis of a dis-
tance between a target object inside the target area and
a predetermined position inside the target area. The con-
figuration according to the first example (not covered by
the claimed invention) is the same as the configuration
according to the first embodiment illustrated in FIG. 1.
Some of the processing by the selection unit 109 is dif-
ferent, however, and will be described with reference to
FIGS. 15A, 15B, and 16. However, the configuration of
the selection unit 109 is the same as in the second em-
bodiment (FIG. 8). The following will describe an example
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in which the center of the target area is used as the pre-
determined position inside the target area.
[0064] In FIG. 15A, the target area is set as indicated
by 1901. Objects present inside the target area 1901 are
set as target objects. Here, an object 1903 is located near
a center 1902 of the target area 1901, and a three-di-
mensional model of the object 1903 is generated using
the foregrounds from all of the imaging units 101a - t. An
object 2001 is inside the target area 1901 as well, as
indicated in FIG. 15B. Here, the object 2001 is present
at a position distanced from the center 1902 of the target
area, and thus a three-dimensional model of the object
2001 is generated using the foregrounds from ten of the
imaging units 101, namely the imaging units 101a, c, e,
g, i, k, m, o, q, and s.
[0065] Processing by the selection unit 109 will be de-
scribed next with reference to the flowchart in FIG. 16.
[0066] If the area determination unit 902 of the selec-
tion unit 109 has determined that the target object being
processed is inside the target area (YES in S1001), the
distance between that target object and the center of the
target area is calculated (S2001). The center of the object
is used as the position of the object used when calculating
the distance. Because an object has a given size as de-
scribed earlier, there are various ways of expressing the
position of the object, and the position is thus not limited
to the center.
[0067] The deciding unit 603 selects the imaging units
providing the foregrounds used to generate the three-
dimensional model in accordance with the distance be-
tween the center of the target area and the object being
processed calculated in S2001 (S2002). The deciding
unit 603 reduces the number of imaging units selected
as the distance between the predetermined position in-
side the target area and the object being processed (the
distance calculated in S2001) increases. This embodi-
ment assumes that relationships between the distance
and which imaging units are to be selected are held in
advance as a table. If the calculated distance is repre-
sented by x and a threshold by α, the table is as follows,
for example.

• x < α: all of the imaging units 101 are used
• x ≥ α: the imaging units 101a, c, e, g, i, k, m, o, q,

and s are used

[0068] If the object being processed is not inside the
target area (NO in S1001), the deciding unit 603 selects
the imaging units 101 oriented toward a non-target object
as the imaging units providing the foregrounds to be used
(S1003). This process is the same as in the second em-
bodiment (S1001 and S1003 in FIG. 9). Although the
distance between the center of the target area and the
object is used in this embodiment, the configuration is
not limited thereto. For example, the distance between
an arbitrary point set by the user inside the target area
and an object may be used, or the distance between the
center of a given predetermined object (e.g., a goal or a

ball) and the object being processed may be used.
[0069] Furthermore, although every other imaging unit
101 in the overall layout is selected in FIG. 15B, the se-
lection method is not limited to this method. For example,
every third imaging unit 101 in the overall layout may be
selected instead. When a plurality of imaging units are
laid out at equal intervals around an imaging space, the
drop in the accuracy of the three-dimensional model will
no longer depend on the field of view if the imaging units
at set intervals are selected. Additionally, in this embod-
iment, the target area is offset toward the left half of the
field. Thus priority may be given to the imaging units clos-
er to the target area, such that the imaging units 101a -
d and 101n - t in FIG. 15A are used. However, the angles
of view covered by the respective imaging units 101 are
important when generating the three-dimensional model.
If there is a range that cannot be clearly imaged, i.e., that
cannot be seen, it is in principle impossible to correctly
generate a three-dimensional model for that range. It is
thus assumed that the accuracy of the generated model,
and furthermore the orientations for which accuracy is
considered important, are selected and decided on by
the user, and set as the above-described table in ad-
vance.
[0070] According to the first example (not covered by
the claimed invention) as described thus far, the overall
computation amount can be further reduced by setting a
priority level for the accuracy of the three-dimensional
model in stages, even for objects present in the target
area. The method for setting the priority level of an object
is not limited to the position of the object inside the target
area, and a variety of methods can be employed. For
example, the user may set a priority level for each object
in advance, or the user may designate areas of high,
medium, and low priority levels. Alternatively, specific ob-
jects within the same area, such as the players on a spe-
cific team, may be assigned a higher priority level. Fur-
thermore, if the subject of the imaging is a ball game, the
priority level of an object may be set automatically in ac-
cordance with the distance of the object from the ball. In
this manner, a variety of methods can be used to set the
priority level of the object.

Fifth Embodiment

[0071] The first to third embodiments and the first ex-
ample (not covered by the claimed invention) describe
examples of processes for generating a three-dimen-
sional model to be processed, as image processing using
a plurality of images (foregrounds). A fifth embodiment
will describe a case where a process of rendering an
image from an arbitrary viewpoint to be processed is em-
ployed as the image processing. FIG. 17 illustrates the
configuration of an image processing apparatus accord-
ing to the fifth embodiment. Aside from a rendering unit
2201 and an image output unit 2202, the configuration
is the same as in the first embodiment. Additionally, the
storage unit 107 is connected to the foreground reception
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unit 103 directly, and all of the images from all of the
imaging units 101 are stored in the storage unit 107. The
storage unit 107 is the target to which the readout unit
104 reads out the foregrounds in accordance with instruc-
tions from the selection unit 109.
[0072] The rendering unit 2201 carries out processing
different from the three-dimensional model generation
process of the first and other embodiments. Namely, the
rendering unit 2201 adds color to the generated three-
dimensional model, and outputs a state of projection onto
two-dimensional coordinates from a user’s desired view-
point as a rendering result. Information pertaining to the
user’s desired viewpoint is input as a virtual viewpoint,
which is a viewpoint from a virtual imaging unit, and is
input in the same format as the camera parameters. It is
assumed that the three-dimensional model of the fore-
ground object is stored in the storage unit 107, read out
by the readout unit 104, and provided to the rendering
unit 2201. The configuration for generating the three-di-
mensional model may be provided in the foreground re-
ception unit 103, in the image processing apparatus 110,
or in a device different from those units. The three-di-
mensional model may be generated through the methods
described in the first to third embodiments or the first
example (not covered by the claimed invention).
[0073] The output rendering result is sent to the image
output unit 2202, and the image output unit 2202 converts
the rendering result to an image format and outputs the
resulting image. The output image format is assumed
here to be DVI, but is not limited thereto. SDI, streaming
a moving image file over a network, and so on can be
given as examples of formats aside from DVI.
[0074] The rendering unit 2201 receives the user’s de-
sired viewpoint from a virtual viewpoint setting unit 2203,
and determines objects within the field of view from the
virtual viewpoint. Like the first embodiment, the object
IDs of these objects are the information passed to the
selection unit 109 from the rendering unit 2201.
[0075] The processing by the object setting unit 108
and the selection unit 109 is similar to that in the first
embodiment. Namely, the imaging units (foregrounds)
used in the rendering process are selected. The number
of imaging units (foregrounds) is a parameter affecting
the processing load in the rendering process as well. For
example, in some rendering processes, if a color seen
from a given viewpoint is to be added, the colors seen
from the respective imaging units 101 are referenced,
and a mixing process is carried out while weighting the
colors of the imaging units 101 close to the rendering
target. Thus a process for referencing the foreground da-
ta from a plurality of imaging units also exists in the ren-
dering process. As such, a configuration such as that
illustrated in FIG. 17 makes it possible to reduce the over-
all computation amount while maintaining accuracy only
for the rendering target, which serves as the target object.
[0076] The methods for selecting the imaging units de-
scribed in the second, and third embodiments and the
first example (not covered by the claimed invention) can

also be applied in the configuration illustrated in FIG. 17,
and thus the same effects as in the second, third, and
fourth embodiments can be achieved in the rendering
process as well. Although the foregoing describes an ex-
ample of application in rendering using a three-dimen-
sional model (known as "model-based rendering"), the
application is not limited thereto. For example, the inven-
tion can also be applied in image-based rendering, which
does not use a three-dimensional model.
[0077] According to the above-described first to third
embodiments and first example (not covered by the
claimed invention), the accuracy of three-dimensional
models generated for objects aside from a specific object
is made lower than the accuracy of a three-dimensional
model generate for the specific object. According to the
fifth embodiment, the number of imaging units used to
render objects aside from a specific object is made lower
than the number of imaging units used to render the spe-
cific object. Accordingly, the overall computation amount
can be reduced while suppressing a drop in the accuracy
of processing the specific object. The foregoing embod-
iments describe a method in which the user designates
target objects individually, a method in which the user
designates a target area, and so on as examples of the
method for setting the target object. The method is not
limited to those examples, however. For example, when
capturing a ball game, players closer to the ball may be
automatically recognized as target objects, or players
having a high amount of movement per unit of time may
be automatically recognized as target objects. Further-
more, objects present in an area where people are crowd-
ed together may be automatically recognized as target
objects. The user may also be enabled to select one of
the plurality of methods as desired.
[0078] According to the foregoing embodiments, in im-
age processing using images from a plurality of imaging
units, the overall computation amount can be reduced
while suppressing a drop in the accuracy of processing
a specific object among a plurality of objects.

Other Embodiments

[0079] Embodiment(s) of the present invention can al-
so be realized by a computer of a system or apparatus
that reads out and executes computer executable in-
structions (e.g., one or more programs) recorded on a
storage medium (which may also be referred to more
fully as a ’non-transitory computer-readable storage me-
dium’) to perform the functions of one or more of the
above-described first to third and fifth embodiment(s)
and/or that includes one or more circuits (e.g., application
specific integrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described first to third
and fifth embodiment(s), and by a method performed by
the computer of the system or apparatus by, for example,
reading out and executing the computer executable in-
structions from the storage medium to perform the func-
tions of one or more of the above-described first to third
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and fifth embodiment(s) and/or controlling the one or
more circuits to perform the functions of one or more of
the above-described first to third and fifth embodiment(s).
The computer may comprise one or more processors
(e.g., central processing unit (CPU), micro processing
unit (MPU)) and may include a network of separate com-
puters or separate processors to read out and execute
the computer executable instructions. The computer ex-
ecutable instructions may be provided to the computer,
for example, from a network or the storage medium. The
storage medium may include, for example, one or more
of a hard disk, a random-access memory (RAM), a read
only memory (ROM), a storage of distributed computing
systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.
[0080] While the present invention has been described
with reference to exemplary embodiments, it is to be un-
derstood that the invention is not limited to the disclosed
exemplary embodiments but by the scope of the following
claims.

Claims

1. An image processing apparatus (110) that executes
image processing for generating a virtual viewpoint
image using a plurality of images, each of the plurality
of images being captured by a respective one of a
plurality of imaging units (101a-101z) that image an
imaging space from different viewpoints, the appa-
ratus comprising:

setting means (108) for setting a target object
among a plurality of objects inside the imaging
space; and
processing means (106, 109, 2201) for execut-
ing image processing for each of the plurality of
objects inside the imaging space,
wherein in the image processing three-dimen-
sional models of the plurality of objects are gen-
erated;
characterized in that the apparatus further
comprises
selecting means (109) for selecting, from among
the plurality of imaging units, all the imaging
units for a first object which is set as the target
object and for selecting, from among the plurality
of imaging units, imaging units for a second ob-
ject which is not set as the target object among
the plurality of objects,
the number of the imaging units selected for the
second object is lower than the number of the
imaging units selected for the first object, and
the image processing generates a three-dimen-
sional model of the first object using the images
captured by the imaging units selected for the
first object and generates a three-dimensional

model of the second object using the images
captured by the imaging units selected for the
second object without using the images cap-
tured by the imaging units not selected for the
second object.

2. The image processing apparatus according to claim
1, further comprising:

managing means for managing, on the basis of
identifiers, objects existing inside the imaging
space imaged by the plurality of imaging units;
and
receiving means for receiving a designation of
an identifier from a user,
wherein the setting means sets, as the target
object, an object corresponding to an identifier,
among the plurality of identifiers managed by
the managing means, corresponding to a des-
ignation received by the receiving means.

3. The image processing apparatus according to claim
1, further comprising:

receiving means for receiving, from a user, a
designation of an object in the imaging space,
wherein the setting means setting an object cor-
responding to a designation received by the re-
ceiving means as the target object.

4. The image processing apparatus according to claim
1, further comprising:

receiving means for receiving, from a user, a
designation of an area in the imaging space,
wherein the setting means sets an object exist-
ing in an area corresponding to a designation
received by the receiving means as the target
object.

5. The image processing apparatus according to claim
1,
wherein the setting means sets, as the target object,
an object existing inside a target area set inside the
imaging space imaged by the plurality of imaging
units.

6. The image processing apparatus according to claim
5,
wherein the setting means changes at least one of
a position, a size, and a shape of the target area so
as to follow movement of an object inside the target
area.

7. An image processing method that executes image
processing for generating a virtual viewpoint image
using a plurality of images, each of the plurality of
images being captured by a respective one of a plu-
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rality of imaging units that image an imaging space
from different viewpoints, the method comprising:

setting a target object among a plurality of ob-
jects inside the imaging space; and
executing image processing (S102-S108) for
each of the plurality of objects inside the imaging
space,
wherein in the image processing three-dimen-
sional models of the plurality of objects are gen-
erated;
characterized in that the method further com-
prises
selecting, from among the plurality of imaging
units, all the imaging units for a first object which
is set as the target object and selecting, from
among the plurality of imaging units, imaging
units for a second object which is not set as the
target object among the plurality of objects,
the number of the imaging units selected for the
second object is lower than the number of the
imaging units selected for the first object, and
wherein the image processing generates a
three-dimensional model of the first object using
the images captured by the imaging units se-
lected for the first object and generates a three-
dimensional model of the second object using
the images captured by the imaging units se-
lected for the second object without using the
images captured by the imaging units not se-
lected for the second object (S102-S106, S503,
S701-S703, S1001-S1003).

8. A program for causing a computer to execute an im-
age processing method according to claim 7.

Patentansprüche

1. Bildverarbeitungsvorrichtung (110), die ein Bildver-
arbeiten zum Erzeugen eines Virtuellenblickpunkt-
bildes unter Verwendung einer Vielzahl von Bildern
ausführt, wobei jedes der Vielzahl von Bildern durch
eine entsprechende einer Vielzahl von Abbildungs-
einheiten (101a-101z), die einen Abbildungsraum
von verschiedenen Blickpunkten abbilden, aufge-
nommen ist, wobei die Vorrichtung aufweist:

eine Einstelleinrichtung (108) zum Einstellen ei-
nes Zielobjekts aus einer Vielzahl von Objekten
innerhalb des Abbildungsraums; und
eine Verarbeitungseinrichtung (106, 109, 2201)
zum Ausführen einer Bildverarbeitung für jedes
der Vielzahl von Objekten innerhalb des Abbil-
dungsraums,
wobei in dem Bildverarbeiten dreidimensionale
Modelle der Vielzahl von Objekten erzeugt wer-
den;

dadurch gekennzeichnet, dass die Vorrich-
tung ferner aufweist:

eine Auswahleinrichtung (109) zum Aus-
wählen aller Abbildungseinheiten aus der
Vielzahl von Abbildungseinheiten für ein
erstes Objekt, das als das Zielobjekt einge-
stellt ist, und zum Auswählen von Abbil-
dungseinheiten aus der Vielzahl von Abbil-
dungseinheiten für ein zweites Objekt, das
nicht als das Zielobjekt unter der Vielzahl
von Objekten eingestellt ist,
wobei die Anzahl der Abbildungseinheiten,
die für das zweite Objekt ausgewählt sind,
kleiner als die Anzahl der Abbildungseinhei-
ten, die für das erste Objekt ausgewählt
sind, ist, und
das Bildverarbeiten ein dreidimensionales
Modell des ersten Objekts unter Verwen-
dung der Bilder, die durch die Abbildungs-
einheiten, die für das erste Objekt ausge-
wählt sind, aufgenommen sind, erzeugt,
und ein dreidimensionales Modell des zwei-
ten Objekts unter Verwendung der Bilder,
die durch die Abbildungseinheiten, die für
das zweite Objekt ausgewählt sind, aufge-
nommen sind, ohne Verwendung der Bil-
der, die durch die Abbildungseinheiten, die
nicht für das zweite Objekt ausgewählt sind,
aufgenommen sind, erzeugt.

2. Bildverarbeitungsvorrichtung nach Anspruch 1, die
ferner aufweist:

eine Verwaltungseinrichtung zum Verwalten
von Objekten, die innerhalb des Abbildungs-
raums, der durch die Vielzahl von Abbildungs-
einheiten abgebildet wird, existieren, auf der Ba-
sis von Identifikationen; und
eine Empfangseinrichtung zum Empfangen ei-
ner Bestimmung einer Identifikation von einem
Nutzer,
wobei die Einstelleinrichtung als das Zielobjekt
ein Objekt, das einer Identifikation aus der Viel-
zahl von Identifikationen, die durch die Verwal-
tungseinrichtung verwaltet werden, entspricht,
entsprechend einer Bestimmung, die durch die
Empfangseinrichtung empfangen wird, einstellt.

3. Bildverarbeitungsvorrichtung nach Anspruch 1, die
ferner aufweist:

eine Empfangseinrichtung zum Empfangen ei-
ner Bestimmung eines Objekts in dem Abbil-
dungsraum von einem Nutzer,
wobei die Einstelleinrichtung ein Objekt entspre-
chend einer Bestimmung, die durch die Emp-
fangseinrichtung empfangen wird, als das Ziel-
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objekt einstellt.

4. Bildverarbeitungsvorrichtung nach Anspruch 1, die
ferner aufweist:

eine Empfangseinrichtung zum Empfangen ei-
ner Bestimmung eines Gebiets in dem Abbil-
dungsraum von einem Nutzer,
wobei die Einstelleinrichtung ein Objekt, das in
einem Gebiet, das einer Bestimmung, die durch
die Empfangseinrichtung empfangen wird, ent-
spricht, als das Zielobjekt einstellt.

5. Bildverarbeitungsvorrichtung nach Anspruch 1,
wobei die Einstelleinrichtung als das Zielobjekt ein
Objekt, das innerhalb eines Zielgebiets, das inner-
halb des Abbildungsraums, der durch die Vielzahl
von Abbildungseinheiten abgebildet wird, existiert,
einstellt.

6. Bildverarbeitungsvorrichtung nach Anspruch 5, wo-
bei die Einstelleinrichtung zumindest eines aus einer
Position, einer Größe und einer Form des Zielgebiets
so ändert, dass es einer Bewegung eines Objekts
innerhalb des Zielgebiets folgt.

7. Bildverarbeitungsverfahren, das eine Bildverarbei-
tung zum Erzeugen eines Virtuellenblickpunktbildes
unter Verwendung einer Vielzahl von Bildern aus-
führt, wobei jedes der Vielzahl von Bildern durch eine
entsprechende einer Vielzahl von Abbildungseinhei-
ten, die einen Abbildungsraum von verschiedenen
Blickpunkten abbilden, aufgenommen ist, wobei das
Verfahren aufweist:

Einstellen eines Zielobjekts unter einer Vielzahl
von Objekten innerhalb des Abbildungsraums;
und
Ausführen eines Bildverarbeitens (S102-S108)
für jedes der Vielzahl von Objekten innerhalb
des Abbildungsraums,
wobei in dem Bildverarbeiten dreidimensionale
Modelle der Vielzahl von Objekten erzeugt wer-
den;
dadurch gekennzeichnet, dass das Verfahren
ferner aufweist:

Auswählen aller Abbildungseinheiten aus
der Vielzahl von Abbildungseinheiten für ein
erstes Objekt, das als das Zielobjekt einge-
stellt ist, und Auswählen von Abbildungs-
einheiten aus der Vielzahl von Abbildungs-
einheiten für ein zweites Objekt, das nicht
als das Zielobjekt unter der Vielzahl von Ob-
jekten eingestellt ist,
wobei die Anzahl der Abbildungseinheiten,
die für das zweite Objekt ausgewählt sind,
niedriger als die Anzahl der Abbildungsein-

heiten, die für das erste Objekt ausgewählt
sind, ist, und
wobei das Bildverarbeiten ein dreidimensi-
onales Modell des ersten Objekts unter Ver-
wendung der Bilder, die durch die Abbil-
dungseinheiten, die für das erste Objekt
ausgewählt sind, aufgenommen sind, er-
zeugt und ein dreidimensionales Modell des
zweiten Objekts unter Verwendung der Bil-
der, die durch die Abbildungseinheiten, die
für das zweite Objekt ausgewählt sind, auf-
genommen sind, ohne Verwendung der Bil-
der, die durch die Abbildungseinheiten, die
nicht für das zweite Objekt ausgewählt sind,
aufgenommen sind, erzeugt (S102-S106,
S503, S701-S703, S1001-S1003).

8. Ein Programm, um einen Computer zu veranlassen,
ein Bildverarbeitungsverfahren nach Anspruch 7
auszuführen.

Revendications

1. Appareil de traitement d’images (110) qui exécute
un traitement d’images pour la génération d’une ima-
ge depuis un point de vue virtuel en utilisant une
pluralité d’images, chacune de la pluralité d’images
étant capturée par une unité respective d’une plura-
lité d’unités d’imagerie (101a à 101z) qui imagent un
espace d’imagerie depuis différents points de vue,
l’appareil comprenant :

un moyen de définition (108) pour la définition
d’un objet cible parmi une pluralité d’objets à
l’intérieur de l’espace d’imagerie ; et
un moyen de traitement (106, 109, 2201) pour
l’exécution d’un traitement d’images pour cha-
cun de la pluralité d’objets à l’intérieur de l’es-
pace d’imagerie,
dans lequel, lors du traitement d’images, des
modèles tridimensionnels de la pluralité d’objets
sont générés ;
caractérisé en ce que l’appareil comprend en
outre
un moyen de sélection (109) pour la sélection,
parmi la pluralité d’unités d’imagerie, de la tota-
lité des unités d’imagerie pour un premier objet
qui est défini comme étant l’objet cible et pour
la sélection, parmi la pluralité d’unités d’image-
rie, d’unités d’imagerie pour un second objet qui
n’est pas défini comme étant l’objet cible parmi
la pluralité d’objets,
le nombre des unités d’imagerie sélectionnées
pour le second objet est inférieur au nombre des
unités d’imagerie sélectionnées pour le premier
objet, et
le traitement d’images génère un modèle tridi-
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mensionnel du premier objet en utilisant les ima-
ges capturées par les unités d’imagerie sélec-
tionnées pour le premier objet et génère un mo-
dèle tridimensionnel du second objet en utilisant
les images capturées par les unités d’imagerie
sélectionnées pour le second objet sans utiliser
les images capturées par les unités d’imagerie
non sélectionnées pour le second objet.

2. Appareil de traitement d’images selon la revendica-
tion 1, comprenant en outre :

un moyen de gestion pour la gestion, sur la base
d’identifiants, d’objets existant à l’intérieur de
l’espace d’imagerie imagé par la pluralité d’uni-
tés d’imagerie ; et
un moyen de réception pour la réception d’une
désignation d’un identifiant en provenance d’un
utilisateur,
dans lequel le moyen de définition définit, com-
me étant l’objet cible, un objet correspondant à
un identifiant, parmi la pluralité d’identifiants gé-
rés par le moyen de gestion, correspondant à
une désignation reçue par le moyen de récep-
tion.

3. Appareil de traitement d’images selon la revendica-
tion 1, comprenant en outre :

un moyen de réception pour la réception, en pro-
venance d’un utilisateur, d’une désignation d’un
objet dans l’espace d’imagerie,
dans lequel le moyen de définition définissant
un objet correspondant à une désignation reçue
par le moyen de réception comme étant l’objet
cible.

4. Appareil de traitement d’images selon la revendica-
tion 1, comprenant en outre :

un moyen de réception pour la réception, en pro-
venance d’un utilisateur, d’une désignation
d’une zone dans l’espace d’imagerie,
dans lequel le moyen de définition définit un ob-
jet existant dans la zone correspondant à une
désignation reçue par le moyen de réception
comme étant l’objet cible.

5. Appareil de traitement d’images selon la revendica-
tion 1,
dans lequel le moyen de définition définit, comme
étant l’objet cible, un objet existant à l’intérieur d’une
zone cible définie à l’intérieur de l’espace d’imagerie
imagé par la pluralité d’unités d’imagerie.

6. Appareil de traitement d’images selon la revendica-
tion 5,
dans lequel le moyen de définition modifie au moins

l’une parmi une position, une taille et/ou une forme
de la zone cible de façon à suivre le mouvement d’un
objet à l’intérieur de la zone cible.

7. Procédé de traitement d’images qui exécute un trai-
tement d’images pour la génération d’une image de-
puis un point de vue virtuel en utilisant une pluralité
d’images, chacune de la pluralité d’images étant
capturée par une unité respective d’une pluralité
d’unités d’imagerie qui imagent un espace d’image-
rie depuis différents points de vue, le procédé
comprenant :

la définition d’un objet cible parmi une pluralité
d’objets à l’intérieur de l’espace d’imagerie ; et
l’exécution d’un traitement d’images (S102 à
S108) pour chacun de la pluralité d’objets à l’in-
térieur de l’espace d’imagerie,
dans lequel, lors du traitement d’images, des
modèles tridimensionnels de la pluralité d’objets
sont générés ;
caractérisé en ce que le procédé comprend en
outre
la sélection, parmi la pluralité d’unités d’image-
rie, de la totalité des unités d’imagerie pour un
premier objet qui est défini comme étant l’objet
cible et la sélection, parmi la pluralité d’unités
d’imagerie, d’unités d’imagerie pour un second
objet qui n’est pas défini comme étant l’objet ci-
ble parmi la pluralité d’objets,
le nombre des unités d’imagerie sélectionnées
pour le second objet est inférieur au nombre des
unités d’imagerie sélectionnées pour le premier
objet, et
dans lequel le traitement d’images génère un
modèle tridimensionnel du premier objet en uti-
lisant les images capturées par les unités d’ima-
gerie sélectionnées pour le premier objet et gé-
nère un modèle tridimensionnel du second objet
en utilisant les images capturées par les unités
d’imagerie sélectionnées pour le second objet
sans utiliser les images capturées par les unités
d’imagerie non sélectionnées pour le second
objet (S102 à S106, S503, S701 à S703, S1001
à S1003).

8. Programme pour amener un ordinateur à exécuter
un procédé de traitement d’images selon la reven-
dication 7.
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