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(54) METHOD FOR PHASE CORRECTION IN A PHASE VOCODER AND DEVICE

(57) A method for phase correction in a phase voc-
oder, comprising the steps of:
A. Receiving an audio input signal (10),
B. Determining at least a first, a second and a third time
frame of said audio input signal (10) and obtaining a first,
a second and a third time frame index parameter (20, 21,
22),
C. Calculating a first, a second and a third signal repre-
sentation value set (30, 31, 32), for said audio input signal
(10) related to each of said first, said second and said
third time frame index parameter (20, 21, 22), and the
calculation of each of said first, said second and said
third signal representation value set (30, 31, 32) com-
prises signal representation parameters derived from
said audio input signal (10) using a windowing function
and a short-time Fourier transformation,
D. Calculating a phase derivative value set (50) using
finite differences,
E1. Adjusting said phase derivative value set (50) and
obtaining an adjusted phase derivative value set (60),
E2. Integrating said adjusted phase derivative value set
(60) using a stretching factor (70) and obtaining an output
signal representation value set (80),
F. Synthesizing using said output signal representation
value set (80) and obtaining an audio output signal (90)
with a corrected phase.
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Description

Field of the invention and description of prior art

[0001] The present invention relates to a method for phase correction in a phase vocoder.
[0002] Furthermore, the invention relates to a device for carrying out a method according to the invention.
[0003] The phase modification with a phase vocoder (PV) is a widely spread technique for processing audio signals.
It employs a short-time Fourier transform (STFT) analysis-modify-synthesis loop and is typically used for time-scaling
of signals by means of using different time steps for STFT analysis and synthesis. The main challenge of PV used for
that purpose is the correction of the STFT phase.
[0004] The term phase vocoder was coined by Flanagan and Golden [1] but the now classical form of PV employing
STFT analysis and synthesis using different analysis and synthesis steps for the purposes of time-scaling was introduced
later by Portnoff [2, Section 6.4.4]. The way how the phase is corrected in the classical PV is based on the linear phase
progression of a sinusoid with constant frequency. Each frequency channel is treated as a separate sinusoid whose
phase is computed by accumulating the estimate of its instantaneous frequency and thus preserving the horizontal phase
coherence [3]. Obviously, such an approach cannot cope well with time-varying sinusoidal signals and non-sinusoidal
signals. A modification of PV was proposed by Laroche and Dolson [4, 5]. This improved PV involves spectral peak
picking, tracking and "locking" the phase of the frequency bins belonging to a sinusoid to the phase of the peak (scaled
phase locking). The phase locking enforces vertical phase coherence within the region of influence of the peak. Although
the phase-locked PV is able to handle signals consisting of sinusoids with time-varying frequencies, it still fails for
percussive sounds and transient events in general. A review of the phase vocoder, its history and alternative approaches
to time and frequency scale modifications of audio signals can be found in [6, 7, 8].
[0005] Time scaling using phase vocoder techniques is known to produce specific artifacts such as transient smearing,
"echo" and "loss of presence" collectively referred to as phasiness [4].
[0006] The artifacts are generally attributed to the loss of vertical phase coherence. Transient smearing compensation
has been addressed by several authors. The most common approach is performing a phase reset or phase locking at
transients [9,10,11]. Other approaches involve disabling the time-scaling at transients [12], or rely on using different
window lengths for harmonic and transient parts [13,14]. All approaches mentioned rely on correct transient detection.
The preservation of vertical phase coherence is considered to be important for the quality of time-scaled voiced speech
signals. It has been reported that not preserving the relative phase shift between the fundamental and the partials is
perceived as unnatural. Several specialized methods for time-stretching of monophonic voice signals were proposed
[15,16]. Historically, time scaling techniques which preserve relative phase shift between the partials are called shape
preserving [17]. To avoid dealing with phase altogether, a magnitude-only reconstruction has been considered [18].
Although efficient and real-time algorithms have recently been proposed, e.g. [19, 20], they do not perform favorably for
large stretching factors. This is due to the magnitude not complying with the new synthesis step.
[0007] Prior art PV algorithms do not automatically enforce horizontal and vertical phase coherence for broadband,
non-sinusoidal components. Moreover, explicit peak picking or transient detection is required.

Summary of the invention

[0008] It is an object of the invention to overcome the disadvantages of the prior art.
[0009] In a first aspect of the invention, this aim is achieved by means of above-mentioned method, comprising the
following steps:

A. Receiving an audio input signal,

B. Determining at least a first, a second and a third time frame of said audio input signal and obtaining a first, a
second and a third time frame index parameter,

C. Calculating a first, a second and a third signal representation value set for said audio input signal related to each
of said first, said second and said third time frame index parameter, wherein said first, said second and said third
time frame of said audio input signal are matched to a set of frequency channels respectively, and the calculation
of each of said first, said second and said third signal representation value set comprises signal representation
parameters for each frequency channel of said set of frequency channels, derived from said audio input signal using
a windowing function and a short-time Fourier transform,

D. Calculating a phase derivative value set by phase differentiation for each frequency channel of said set of frequency
channels based on said first, said second and said third signal representation value set using finite differences,
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E. Integrating said phase derivative value set and obtaining an output signal representation phase value set,

F. Synthesizing using said output signal representation phase value set and obtaining an audio output signal with
a corrected phase.

[0010] The representation phase value set, said first, said second and said third signal representation value set as
well as said output signal representation phase value set is a set of data, respectively, obtained by calculations from
said audio input signal as explained in the subsequent description, which serves as a value set for the subsequent signal
synthesis. Each of said representation phase value sets can comprise phase and magnitude values, which can be
considered individually or in combination in the synthesis.
[0011] Hence, the invention provides a method for unsupervised time-stretching and pitch-shifting of audio signals.
[0012] The pitch-shifting is achieved after said step F of synthesizing by resampling the time-scaled audio input signal
with respect to the original duration of the audio input signal. The pitch-shifting can be performed by oversampling or
subsampling of the time-scaled audio input signal. The resampling ratio is tied up with the scaling factor. For example,
in order to achieve a pitch-shifting by one octave up, a two times stretched signal must be subsampled by a factor of two.
[0013] The resampling can be also performed after said step A, which can be more efficient for stretching factors
higher than one, i.e. a pitch-shifting up.
[0014] During resampling, new signal sample values for the further processing of the audio output signal are obtained
from the input samples, for example by a polynomial interpolation. In a further development, especially for pitch-shifting
up, an anti-aliasing filter could be employed.
[0015] For example, unmodified audio signals and time-stretched and/or pitch-shifted audio signals, modified according
to the invention, can be concatenated to constitute a common audio signal.
[0016] Said step E of integrating said phase derivative value set can be further developed into two steps, namely:

E1. Adjusting said phase derivative value set and obtaining an adjusted phase derivative value set,

E2. Integrating said adjusted phase derivative value set using a stretching factor and obtaining a representation
phase value set.

[0017] Moreover, this aim of the invention is achieved by a device comprising a memory for storing a first, a second
and a third signal representation value set, and a program logic for carrying out the method according to the invention,
and a processor for carrying out the program logic and/or the method according to the invention.
[0018] In order to obtain a longer output signal, said stretching factor or the time scaling factor is greater than one,
and for a shorter output signal said stretching factor or the time scaling factor is lower than one.
[0019] Further, it is beneficial, when said step E of integrating said phase derivative value set is performed through a
phase gradient heap integration algorithm, preferably through a real-time phase gradient heap integration algorithm. In
other words, it is advantageous, when the PGHI algorithm [21], originally proposed for magnitude-only reconstruction,
is a real-time phase gradient heap integration algorithm (RTPGHI) [19]. The same applies when using said steps E1
and E2 using said adjusted phase derivative value set.
[0020] In an enhancement of the method according to the invention, said method further including, subsequent to said
step F of synthesizing, the step of:

G. Resampling of said audio output signal, wherein

said first, said second and/or said third time frame index parameter constitute a first time-base of said audio
input signal, and

said stretching factor constitutes a second time-base of said audio output signal, and

said audio output signal is resampled using said first time-base and obtaining a resampled audio signal with
pitch-shifted content.

[0021] Further, it is beneficial, if at said step G of resampling, a polynomial interpolation is used to obtain said resampled
audio signal, and preferably, further an anti-aliasing filter is used to obtain said resampled audio signal.
[0022] It is advantageous, when the phase derivative comprises a time domain partial derivative and a frequency
domain partial derivative for each frequency channel of said set of frequency channels, respectively. Hence, superior
audio results in the phase corrected audio signal are obtained.
[0023] For computing said time domain phase derivative using the centered differences, it is mandatory to use three
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time frames, i.e. both of the equations (13) and (14) are used in equation (15) and frames with time indices n - 1, n, and
n + 1 are needed.
[0024] At said step D of calculating when using finite differences, it is preferred using centered finite differences.
Alternatively, any method according to (13), (14) and (15) can be used.
[0025] Considering both phase partial derivatives is necessary for achieving high quality for non-sinusoidal signals,
for which said frequency direction derivative is non-zero. Algorithms PGHI or RTPGHI were designed to consider both
phase derivatives and they switch between them according to the signal value set frequency energy distribution.
[0026] It is even more beneficial for a simple implementation of the algorithm, when said time domain partial derivative
is obtained by using said first, said second and said third signal representation value set.
[0027] It is even more beneficial for a simple implementation of the algorithm, when said frequency domain partial
derivative is obtained by using frequency channels adjacent to each other of said set of frequency channels from said
second signal representation value set with the same time frame index parameter.
[0028] It is beneficial, when said number of frequency channels of said set of frequency channels is set to a value
between 512 channels and 16368 channels, preferably between 4096 channels and 16368 channels.
[0029] It is beneficial, at said step B at determining a first, a second and a third signal representation value set from
said audio input signal, when said windowing function covers a time range of 40 ms up to 160 ms of said audio input
signal, preferably 90 ms.
[0030] It is beneficial, at said step B at determining a first, a second and a third signal representation value set from
said audio input signal, when said windowing function is a Hann window, preferably with a sample size set to a value
between 512 samples and 16368 samples, more preferably between 2048 samples and 8192 samples.
[0031] It is beneficial, when said stretching factor is set to a value between 10 and 1/5.
[0032] It is beneficial, at said step F of synthesizing, when a synthesis time step is set to a value between 256 and
16368, preferably between 512 and 2048. The sampling rate is fixed at said step B of said method, where the audio
input signal is sampled e.g. by a sampling unit and converted into said signal representation value sets. Said sampling
rate connects the time frame index parameters with the chronological properties of said audio input signal.
[0033] It is beneficial, when the received audio input signal is non-stationary, preferably with non-periodic character-
istics.
[0034] It is beneficial, when said number of frequency channels is equal or higher than the number of samples of the
window of said windowing function.
[0035] It is beneficial, when the synthesis time step is ¨ of the window length of said windowing function. Hence, a
constant overlap-add property of the Hann window can be achieved.
[0036] The inventors have observed that using more frequency channels than it is necessary, e.g. when PGHI or
RTPGHI in a time-stretching or a pitch-shifting method, respectively, are used, twice as many than the samples of the
window of said windowing function, reduces the occurrence of artifacts .
[0037] The method for phase correction in the PV, relies on both partial derivatives of the STFT phase and their
integration. The method is efficient in the sense that it works automatically and it does not require analyzing the signal
content.

Brief description of the drawings

[0038] The specific features and advantages of the present invention will be better understood through the following
description. In the following, the present invention is described in more detail with reference to exemplary embodiments
(which are not to be construed as a limitation) depicted in the drawings, which show in:

Fig. 1 a block diagram of the arrangement for executing the method;

Fig. 2 a flow chart of the method according to the invention;

Fig. 3 a spectrogram of a sum of a pure sinusoid, an exponential chirp and an impulse; the values are in dB;

Fig. 4 a scaled time phase derivative  (instantaneous frequency); fs stands for the sampling rate and the

values are in Hertz;

Fig. 5 a scaled absolute value of a frequency phase derivative  (absolute value of the local group delay);
note that (ΔfΦa) is zero for the pure sinusoid and the values are in milliseconds;

Fig. 6 Conceptual spectrograms overlaid with the phase spreading paths:
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a) pure sinusoid;
b) linear chirp;
c) two sinusoids;
d) before impulse peak;
e) after impulse peak;

Fig. 7 Conceptual phase of STFT frames with identified equations used to compute phase derivatives:

a) computation of a time direction/ domain derivative;
b) computation of a frequency direction/ domain derivative;

Fig. 8 a flow chart of an algorithm for practicing the method according to the invention.

Detailed description of the invention

[0039] Fig. 1 shows a block diagram of a device of a phase vocoder for executing the method according to the invention,
comprising a vocoder device 100 with a memory 110. Said device is configured to receive an audio input signal 10, to
process said audio input signal 10 and to obtain an audio output signal 90. Said method can be executed as long as the
input signal 10 is received, which is typically a non-stationary signal, and preferably with non-periodic characteristics.
[0040] The device 100 comprises a memory 110 for storing a first, a second and a third signal representation value
set 30, 31, 32, and a program logic 120 for carrying out the method according to the invention, and a processor 130 for
carrying out the program logic 120 and/or the method according to the invention.
[0041] Fig. 2 shows a flow chart of the method according to the invention, which is based on the following principle:
[0042] Given a discrete time signal f which is nonzero on the interval 0... L - 1, a real-valued analysis window ga
concentrated around the origin and an analysis time step aa, the discrete STFT is given by 

[0043] For m = 0... M - 1, M being the FFT length, and n = 0... N - 1, where  is the number of STFT frames.
Setting M = L results in the full frequency resolution, but, typically, it is chosen such that M << L. The analysis frequency
step is defined as 

[0044] The magnitude s and phase Φa components of the STFT can be separated by 

[0045] A time scaling factor is defined as 

where as denotes the synthesis time step. The length of the output signal is therefore equal to αL and the synthesis
frequency step to 
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[0046] A synthesis phase is constructed by the recursive phase propagation (integration) formula [5]. 

where Δt performs differentiation of the analysis phase Φa, or alternatively, by employing the trapezoidal integration rule, by 

[0047] A time-scaled signal f is reconstructed using 

for l = 0 ... αL - 1 with 

 and with 

being the synthesis window gs. To summarize, the classical PV performs differentiation and back integration of the phase
in the time direction for all frequency bins.
The formula (10) can be interpreted as a sampling of the continuous STFT which is by itself a two-dimensional function
of time and frequency. Therefore, (ΔtΦa) can be interpreted as an approximation of the partial derivative of the phase in
time. The complete phase gradient however involves also the partial derivative in frequency whose approximation will
further be denoted as (ΔfΦa). This second gradient component is completely disregarded in the classical PV, which
introduces significant inaccuracies except for pure, stationary sinusoids. For the latter, (ΔfΦa) indeed equals zero.
[0048] It is noted that said steps of the method according to Fig. 2 can be repeated as long as said audio input signal
10 feeds at least three time frames into the process.
[0049] The example in Fig. 3 shows plots of a spectrogram (magnitude of coefficients of STFT) of a sum of a pure
sinusoid, an exponential chirp and an impulse and Fig. 4 and 5 show the partial derivatives of the phase. In particular,
Fig. 5 shows that, for the chirp and pulse components, (ΔfΦa) unsurprisingly has non-negligible values.
[0050] However, the formulas for estimating partial derivatives of the STFT phase (ΔfΦa) and (ΔtΦa) can be derived
as well as an adaptive integration algorithm, which takes them both into account to produce an adjusted synthesis phase
Φs to be used in the formula (10), as can be seen subsequently.
[0051] The formulas exploit the well-known phase unwrapping procedure which involves taking the principal argument
of an angle. The notation from [22] is adopted and the principal argument is defined as 

 where [·] denotes rounding towards the closest integer. The well-known phase differentiation in the time direction
(involving conversion to heterodyned [5] phase difference and back) can be written as 

~
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which is a modified backward difference scheme. The forward difference scheme can be written similarly 

and the centered difference is simply an average of the two 

[0052] Any of the schemes can be used in place of Δt. In our experience Δt,cent is the most suitable. Similarly, the
differentiation in the frequency direction can be performed using the backward scheme 

the forward scheme 

or the centered scheme 

[0053] Having the means for estimating the phase partial derivatives, the RTPGHI algorithm [19] can be invoked with
few modifications. In its essence, the method proceeds by processing one frame at a time computing the synthesis
phase of all frequency channels of the current n-th frame Φs(·,n). It requires storing the already computed phase Φs(·,n
- 1) and the time derivative (ΔtΦa)(·,n - 1) of the previous (n - 1)-th frame and further, it requires access to the coefficients
of the previous, current and one "future" frame (c(·,n - 1), c(·, n) and c(·, n + 1)) assuming the centered differentiation
scheme (15) is used for computing (ΔtΦa)(·,n). Before the algorithm starts (ΔtΦa)(m,n) and (ΔtΦa)(m,n) are computed for
all m and current n. The algorithm starts by selecting the frequency bin mh of the coefficient with the highest magnitude
from the previous (n - 1)-th frame and propagates the phase along the time direction to the current frame using (8) such
that Φs(mh, n) is obtained. Up to this point, the procedure is equivalent with the classical PV. The way how the phase
of the remaining coefficients is obtained is different since the phase can now be propagated also in the frequency direction
from the already computed phase in the current frame. The phase propagation direction is decided on-the-fly according
to the magnitude of the coefficients.
[0054] Based on the aforesaid principle, the method according to the invention can be explained by following steps
according to Fig. 2 as one embodiment of the invention:

A. Receiving an audio input signal 10,

B. Determining at least a first, a second and a third time frame of said audio input signal 10 and obtaining a first, a
second and a third time frame index parameter 20, 21, 22,

C. Calculating a first, a second and a third signal representation value set 30, 31, 32 for said audio input signal 10
related to each of said first, said second and said third time frame index parameter 20, 21, 22, wherein said first,
said second and said third time frame of said audio input signal 10 are matched to a set of frequency channels 40,
41, 42 respectively, and the calculation of each of said first, said second and said third signal representation value
set 30, 31, 32 comprises signal representation parameters for each frequency channel 0-6 out of a set of frequency
channels 40, 41, 42, derived from said audio input signal 10 using a windowing function and a short-time Fourier
transformation,
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D. Calculating a phase derivative value set 50 by phase derivatives for each frequency channel 0-6 of said set of
frequency channels 40, 41, 42 based on said first, said second and said third signal representation value set 30,
31, 32 using centered finite differences,

E. Integrating said phase derivative value set 50 using a stretching factor 70 and obtaining an output signal repre-
sentation value set 80,

F. Synthesizing using said output signal representation value set 80 and obtaining an audio output signal 90 with a
corrected phase.

[0055] It is beneficial using the shown sequence of said steps of the method accordingly.
[0056] Said first, said second and said third signal representation value set 30, 31, 32 can be stored in a memory 110
of a vocoder device 100.
[0057] It is beneficial, if in said step B obtained said second and said third time frame index parameter 21, 22 related
to the n-th and the (n + 1)-th frame, as well as in said step C calculated said second and said third signal representation
value set 31, 32 related to the n-th and the (n + 1)-th frame can be stored in said memory 110 and can be loaded later
on from said memory 110 by said processor 130 at the next succeeding pass of said method with said steps A to F and
said second and said third time frame index parameter 21, 22 and said second and said third signal representation value
set 31, 32 serve as respective values related to the (n - 1)-th and the n-th frame.
[0058] The same applies to said step D, wherein said calculated phase derivative value set 50 related to the actual
n-th and the (n + 1)-th frame can be stored in said memory 110 and can be loaded later on from said memory 110 by
said processor 130 at the next succeeding pass of said method with said steps A to F and said phase derivative value
set 50 serve as respective values related to the (n - 1)-th and the n-th frame.
[0059] Thus, by storing and reloading already calculated values of the phase derivative set and/ or signal representation
value sets, the processing efficiency when carrying out said method can be improved.
[0060] It is beneficial, if said first, said second and said third frame index parameters 20, 21, 22 correspond to con-
secutive time frames such that said first frame index parameter 20 is the oldest and said third frame index parameters
22 is the most recent one.
[0061] Said step E of integrating said phase derivative value set 50 can be further developed into and carried out by
two steps, namely:

E1. Adjusting said phase derivative value set 50 and obtaining an adjusted phase derivative value set 60,

E2. Integrating said adjusted phase derivative value set 60 using a stretching factor 70 and obtaining an output
signal representation value set 80.

[0062] It is beneficial using the shown sequence of said steps of the method accordingly.
[0063] Said step C of calculating a signal representation value set 30, 31, 32 is a short-time Fourier transform, which
can be performed by following steps:

C1. Divide an input signal 10 into consecutive overlapping blocks (frames) whose length is equal to the analysis
window length and whose distances are aa samples (may vary over time),

C2. Weight each block with an analysis window,

C3. Zero-pad each weighted block such that the length is equal to the required number of frequency channels 0-6,

C4. Circularly shift the extended block such that the position of the peak of the window is moved to the beginning
of the extended block,

C5. Apply the fast Fourier transform to the weighted, extended and circularly shifted array,

C6. Separate magnitude and phase of the complex Fourier coefficients.

[0064] It is beneficial using the shown sequence of said steps of the method accordingly.
[0065] Said step D of calculating a phase derivative value set 50 can be performed by following steps:

D1. Time direction differences (i.e. between frames) of phase according to (13) or (14) or (15),
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D2. Frequency direction differences (i.e. between frequency bins) of phase according to (16) or (17) or (18).

[0066] It is beneficial using the shown sequence of said steps of the method accordingly.
[0067] The optional steps E1 and E2 of adjusting said phase derivative value set 50 can be performed by adjusting
the phase derivative and the magnitude of the parameters of said phase derivative value set 50. Said stretching factor
70 is an input parameter, which can be set e.g. by a user of the method and is used to stretch said audio input signal
as requested. Said stretching factor 70 can compress or expand the time base of said audio input signal.
[0068] Adjusting said phase derivative value set 50 can be also distributed to said step D of calculating a phase
derivative value set 50 and said step E2 of integrating said adjusted phase derivative value set 60, and it can be just a
scalar multiplication.
[0069] Said step E2 of integrating said phase derivative value set 50 said adjusted phase derivative value set 60 of
the current frame can be performed by following steps:

E.a., E2.a. Access to the new representation phase of the previous frame,

E.b., E2.b. Determine the magnitude of the representation of the current and the previous frames,

E.c., E2.c. Determine representation’s phase derivatives for the current and the previous frames,

E.d., E2.d. Run Algorithm 1.

[0070] It is beneficial using the shown sequence of said steps of the method accordingly.

[0071] If the length of the signal is unknown at the time of processing of the current frame, the scaling by  in (16)
or (17) and by bs on lines 18 and 23 in Algorithm 1 can be consolidated into the multiplication by the scaling factor

 which is denoted also with the numeral 70 and which is independent of the signal length.
[0072] Said step F of signal synthesis (inverse short-time Fourier transform) can be performed by following steps:

F1. For each frame, combine the magnitude with the new representation phase,

F2. Apply inverse fast Fourier transform,

F3. Undo circular shift from said step of calculating said second signal representation value set 31 as said step C4,

F4. Weight the initial part of the signal with the synthesis window and crop out the remaining part.

F5. Overlap-add the resulting array to the output signal.

[0073] At said step F3, said second signal representation value set 31 corresponds to the n-th frame, which is syn-
thesized.
[0074] It is beneficial using the shown sequence of said steps of the method accordingly.
[0075] Note that the algorithm employs trapezoidal integration rule for the phase propagation on lines 11,18 and 23.
Line 11 implements (8), but the integration is also performed in the vertical (frequency) direction (lines 18, 23) employing
the frequency phase derivative estimate (ΔfΦa). The phase for each frequency bin is however computed only once.
Which equation is used is decided adaptively according to the magnitude s with the help of the max heap [23]. The max
heap is a dynamic data structure that always places coordinates (m, n) of the coefficient with the highest magnitude on
top. It is populated by the coordinates of the coefficients with already known phase which are possible candidates from
which the phase can be propagated further. At the beginning of the algorithm, all frequency bins from the previous frame
with significant magnitude are inserted into the heap (line 5). In the first iteration, the only possible phase propagation
direction is the time direction on line 11. The coordinates of the just computed coefficient are inserted into the heap (line
13). In the next iteration, two options are possible. Either the same procedure is repeated with another frequency bin
from the previous frame, or the extracted top of the heap belongs to the current frame n. In that case, the phase is
propagated in the frequency direction to both neighboring frequency bins on lines 18 and 23. Both neighbors are then
inserted into the heap and in the next step, the integration continues with extracting the new heap top and spreading
the phase further.
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[0076] Fig. 6 a) to e) show examples of how the phase is spread for several signals with frames n - 1 and n. The
orientation of the arrow corresponds to the line in the algorithm as follows: 11 (horizontally, →), 18 (vertically upwards,
↑) and 23 (vertically downwards, ↓).
[0077] Each row of each example in Fig. 6 a) to e) represents one frequency channel 0-6, which equals the integer
index m in the previous formulas. Further, said first and second time frame index factor 20, 21 equals the integer index
n - 1 and n in the previous formulas, respectively.
[0078] Each column of each example Fig. 6 a) to e) represents one set of frequency channels 40, 41 at different points
of time, i.e. time frame index parameters 20, 21 respectively.
[0079] Said time domain partial derivative 35 and said frequency domain partial derivative 36 is indicated in Fig. 6 a)
to e). Within a practical implementation, said time and frequency domain phase derivatives 35, 36 are arrays. It is noted,
that said time domain phase derivatives 35 correspond to said horizontally time direction components and said frequency
domain phase derivatives 36 correspond to said vertically (upwards and downwards) frequency direction components
as explained above.
[0080] Fig. 7 a) and b) conceptually depicts an example of the phase of STFT frames n - 1, n and n + 1according to
equation (4). The arrows with dashed lines in Fig. 7 a) identify the equations and said frame indices used in the computation
of said time domain phase derivatives. Similarly, the arrows with dashed lines in Fig. 7 b) identify the equations and said
frequency channels used for computing said frequency domain phase derivatives. For simplicity, only the channel with
index n is depicted. In both cases, the derivatives are computed for all m values.
[0081] Each column of the example Fig. 7 a) represents one set of frequency channels 40, 41, 42 at different points
of time, i.e. time frame index parameters 20, 21, 22, respectively, which equal the integer index n - 1, n, and n + 1 in the
previous formulas, respectively.
[0082] Similarly, only the n-th frame is required for computing said frequency domain derivative.
[0083] Summarized, three frames n - 1, n and n + 1 are required for computing a new phase of the n-th frame, but
only the n-th frame is synthesized at a point, i.e. one pass of said method. Consequently, the length of said audio output
signal 90 is shorter than the length of said audio input signal 10. Moreover, said audio output signal 90 becomes zero
if said audio input signal 10 is shorter than a three frames length.
[0084] In Fig. 8 said step E2 of integrating said adjusted phase derivative value set 60 and obtaining an output signal
representation value set 80 is shown in detail by a flowchart representing Algorithm 1, which shows the phase gradient
heap integration for n-th frame.
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Algorithm 1: Phase gradient heap integration for n-th frame
[0085] In the shown embodiment of the invention, adjusting of said phase derivative value set 50 and integrating said
adjusted phase derivative value set 60 is incorporated in the method and said related featuring steps E1 and E2 are
marked with dashed lines in Fig. 8.
[0086] The input parameters of Algorithm 1 are the representation phase of the previous frame Φs(·,n - 1), the magnitude
of the representation of the current and the previous frames, the representation’s phase derivatives for the current and
the previous frames and the relative magnitude tolerance tol. Said algorithm delivers the phase of the current frame Φs(·, n).
[0087] Algorithm 1 can be illustrated by following steps:

E.d.1. Setup:
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• Find the maximum magnitude smax of coefficients from the previous and current frames,
• abstol = tol · smax,
• Identify a set of coefficients from the current frame with magnitude above abstol,
• Assign random values to coefficients below abstol.

E.d.2. Build heap:

• Construct a max heap,
• Populate it with indices of the coefficients from the previous frame for which their direct neighbors in the current

frame are above abstol.

E.d.3. Check whether remaining unknown phase values exist?

• If not, terminate the algorithm.

E.d.4. Max heap:

• Extract and remove the maximum from the heap.

E.d.5. Check whether the maximum is in the previous frame?

• If so:

E.d.5a. Check whether the phase in the horizontal direction is already computed?

1 If not, propagate phase in the horizontal direction (integration using the time-direction phase deriv-
ative) and insert an index of the just computed coefficient into the heap,
1 Else skip the last instance E.d.5a (propagate phase in the horizontal direction is already computed).

• Else

E.d.5b. Check whether the phase in the vertical direction upwards is already computed?

1 If not, propagate phase in the vertical direction upwards (integration using the time-direction phase
derivative) and insert an index of the just computed coefficient into the heap,
1 Else skip the last instance E.d.5b (propagate phase in the vertical direction upwards is already
computed).

E.d.5c. Check whether the phase in the vertical direction downwards is already computed?

1 If not, propagate phase in the vertical direction downwards (integration using the time-direction
phase derivative) and insert index of the just computed coefficient into the heap,
1 Else skip the last instance E2.d.5c (propagate phase in the vertical direction downwards is already
computed).

[0088] Said steps E.d.1-E.d.5 of Algorithm 1 related to said step E can be implemented accordingly as steps E2.d.1-
E2.d.5 related to said step E2.
[0089] At a glance, said step E of integrating said phase derivative value set 50 is performed through a phase gradient
heap integration algorithm, preferably through a real-time phase gradient heap integration algorithm.
[0090] Further, the phase derivative of said first, said second or said third signal representation value set 30, 31, 32
comprises a time domain partial derivative 35 and a frequency domain partial derivative 36 for each frequency channel
0-6 of said set of frequency channels 40, 41, 42, respectively.
[0091] Moreover, said time domain partial derivative 35 is obtained by using said first, said second and said third signal
representation value set 30, 31, 32 of instantaneously succeeding time frame index parameters 20, 21 and 22, i.e. n -
1, n, and n + 1.
[0092] Further, said frequency domain partial derivative 36 is obtained by using frequency channels 0-6 adjacent to
each other of said set of frequency channels 41 from said second signal representation value set 31, with the same time
frame index parameter 21, which corresponds to the n-th frame.
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[0093] The inventors have observed that it is beneficial, if aforesaid preferred calculation parameters are combined,
wherein at said step B of determining said signal representation value sets 30, 31, 32 from said audio input signal 10 is
based on a 4092 samples long Hann window, said number of said frequency channels of said set of frequency channels
40, 41, 42 is set to M = 8192 and at said step F of synthesizing, the synthesis time step is fixed to as = 1024 and aa is
changed according to (5) rounded to the closest integer. Preferably said audio input signal 10 is sampled at 44.1 kHz.
The tolerance in Algorithm 1 was set to tol = 10-6. Said stretching factor 70 is preferably set to a value between 10 (ten
times longer) and 1/5 (five times shorter).
[0094] Further, in a not shown embodiment, said method according to the invention further including, subsequent to
said step F of synthesizing, the step of:

G. Resampling of said audio output signal 90, wherein

said first, said second and/or said third time frame index parameter 20, 21, 22 constitute a first time-base of
said audio input signal 10, and said stretching factor 70 constitutes a second time-base of said audio output
signal 90, and

said audio output signal 90 is resampled using said first time-base and obtaining a resampled audio signal with
pitch-shifted content.

[0095] At said step G of resampling, a polynomial interpolation and an anti-aliasing filter is used to obtain said resampled
audio signal. For pitch-shifting up, the signal is stretched by a stretching factor greater than one and subsampled by the
same ratio. For pitch-shifting down, the signal is compressed with a stretching factor lower than one and oversampled
by the same ratio.
[0096] For pitch-shifting up, the cutoff frequency of the low-pass anti-aliasing filter should be close to the sampling
rate divided by two times the resampling ratio.
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0-6 frequency channel
10 audio input signal
20, 21, 22 time frame index parameter
30, 31, 32 signal representation value set
35 time domain partial derivative
36 frequency domain partial derivative
40, 41, 42 set of frequency channels
50 phase derivative value set
60 adjusted phase derivative value set
70 stretching factor or time scaling factor
80 output signal representation value set
90 audio output signal
100 device, vocoder
110 memory
120 program logic
130 processor

Claims

1. A method for phase correction in a phase vocoder (100), said method comprising the steps of:

A. Receiving an audio input signal (10),
B. Determining at least a first, a second and a third time frame of said audio input signal (10) and obtaining a
first, a second and a third time frame index parameter (20, 21, 22),
C. Calculating a first, a second and a third signal representation value set (30, 31, 32) for said audio input signal
(10) related to each of said first, said second and said third time frame index parameter (20, 21, 22), wherein
said first, said second and said third time frame of said audio input signal (10) are matched to a set of frequency
channels (40,41,42) respectively, and the calculation of each of said first, said second and said third signal
representation value set (30, 31, 32) comprises signal representation parameters for each frequency channel
(0-6) of said set of frequency channels (40,41,42), derived from said audio input signal (10) using a windowing
function and a short-time Fourier transformation,
D. Calculating a phase derivative value set (50) by phase differentiation for each frequency channel (0-6) of
said set of frequency channels (40,41,42) based on said first, said second and said third signal representation
value set (30, 31, 32) using finite differences,
E. Integrating said phase derivative value set (50) using a stretching factor (70) and obtaining an output signal
representation value set (80),
F. Synthesizing using said output signal representation value set (80) and obtaining an audio output signal (90)

°
ˇ

°
ˇ

°
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with a corrected phase.

2. A method according to claim 1, wherein said step E of integrating said phase derivative value set (50) is carried out
by the steps of:

E1. Adjusting said phase derivative value set (50) and obtaining an adjusted phase derivative value set (60),
E2. Integrating said adjusted phase derivative value set (60) using a stretching factor (70) and obtaining an
output signal representation value set (80).

3. A method according to any of the preceding claims, wherein said step E of integrating said phase derivative value
set (50) is performed through a phase gradient heap integration algorithm, preferably through a real-time phase
gradient heap integration algorithm.

4. A method according to any of the preceding claims, further including, subsequent to said step F of synthesizing, the
step of:

G. Resampling of said audio output signal (90), wherein

said first, said second and/or said third time frame index parameter (20, 21, 22) constitute a first time-base
of said audio input signal (10), and
said stretching factor (70) constitutes a second time-base of said audio output signal (90), and
said audio output signal (90) is resampled using said first time-base and obtaining a resampled audio signal
with pitch-shifted content.

5. A method according to claim 4, wherein at said step G of resampling, a polynomial interpolation is used to obtain
said resampled audio signal, and preferably, further an anti-aliasing filter is used to obtain said resampled audio signal.

6. A method according to any of the preceding claims, wherein said phase derivative comprises a time domain partial
derivative (35) and a frequency domain partial derivative (36) for each frequency channel (0-6) of said set of frequency
channels (40,41,42), respectively.

7. A method according to claim 6, wherein said time domain partial derivative (35) is obtained by using said first, said
second and said third signal representation value set (30, 31, 32).

8. A method according to claim 6 or 7, wherein said frequency domain partial derivative (36) is obtained by using
frequency channels (0-6) adjacent to each other of said set of frequency channels (40,41,42) from said second
signal representation value set (31) with the same time frame index parameter (21).

9. A method according to any of the preceding claims, wherein said number of frequency channels of said set of
frequency channels (40,41,42) is set to a value between 512 channels and 16368 channels, preferably between
4096 channels and 16368 channels.

10. A method according to any of the preceding claims, wherein at said step B of determining a signal representation
value set (30) from said audio input signal (10), said windowing function covers a time range of 40 ms and 160 ms
of said audio input signal, preferably 90 ms.

11. A method according to any of the preceding claims, wherein at said step B of determining a signal representation
value set (30) from said audio input signal (10), said windowing function is a Hann window, preferably with a sample
size set to a value between 512 samples and 16368 samples, more preferably between 2048 samples and 8192
samples.

12. A method according to any of the preceding claims, wherein said stretching factor (70) is set to a value between 10
and 1/5.

13. A method according to any of the preceding claims, wherein at said step F of synthesizing, a synthesis time step is
set to a value between 256 and 16368, preferably between 512 and 2048.

14. A method according to any of the preceding claims, wherein the received audio input signal (10) is non-stationary
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and preferably with non-periodic characteristics.

15. Device (100) comprising a memory (110) for storing first and a second signal representation value set (30, 31, 32),
and a program logic (120) for carrying out the method according to any of the preceding claims, and a processor
(130) for carrying out the program logic (120) and/or the method according to any of the preceding claims.
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