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(54) IMAGE PROCESSING APPARATUS, IMAGE PROCESSING METHOD, AND PROGRAM

(57) There is provided an image processing appara-
tus for enabling noise reduction in which a color deviation
is reduced. The image processing apparatus includes a
color value calculation circuit configured to calculate
color values from an image signal acquired through im-
aging, an average value calculation circuit configured to

calculate average values of the image signal, and a
processing circuit configured to perform noise reduction
processing on the image signal, with an intensity accord-
ing to evaluation values including the color values and
the average values.
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Description

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an image processing technique such as noise reduction.

Description of the Related Art

[0002] Conventionally, imaging apparatuses such as digital cameras are known to employ a technique for converting
an imaging signal with a small information amount captured under low illumination into an output signal with a large
information amount by amplifying the imaging signal through a digital gain. However, when the imaging signal is amplified,
the information amount increases and, at the same time, random noise contained in the imaging signal is also amplified.
In particular, it is known that a low-luminance portion contains more random noise than a high-luminance portion.
[0003] As a method for solving this issue, for example, a method as discussed in Japanese Patent Application Laid-
Open No. 2004-72422 is known. Japanese Patent Application Laid-Open No. 2004-72422 discusses a technique for
estimating the amount of noise contained in a signal and performing noise reduction processing according to the noise
amount estimated. By performing noise reduction processing according to the amount of noise contained in a signal in
this way, noise reduction processing can be performed even if a high-luminance portion and a low-luminance portion
contain different noise amounts.
[0004] However, in the technique for performing noise reduction processing based on the noise amount estimated
discussed in Japanese Patent Application Laid-Open No. 2004-72422, deviation to a specific color occurs if a deviation
arises in the distributions of the red (R), green (G), and blue (B) signals constituting the image signal. In particular,
unnatural hue in a low-luminance portion is emphasized. Therefore, there is considered to be room for improvement in
noise reduction processing.

SUMMARY OF THE INVENTION

[0005] According to a first aspect of the present invention, there is provided an image processing apparatus as specified
in claims 1 to 15. According to a second aspect of the present invention, there is provided a control method as specified
in claim 16. According to a third aspect of the present invention, there is provided a program as specified in claim 17.
According to a fourth aspect of the present invention, there is provided a storage medium as specified in claim 18.
According to a fifth aspect of the present invention, there is provided a computer program product as specified in claim 19.
[0006] Further features of the present invention will become apparent from the following description of embodiments
with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007]

Fig. 1 illustrates an example of an overall configuration of an imaging system.
Fig. 2 illustrates an example of an internal configuration of an imaging apparatus.
Fig. 3 illustrates an internal configuration of an image processing circuit.
Fig. 4 illustrates an example of a chart for describing a general technical issue.
Fig. 5 illustrates a histogram for describing a general technical issue.
Fig. 6 illustrates another histogram for describing a general technical issue.
Fig. 7 illustrates an example of an internal configuration of a noise reduction (NR) processing circuit according to a
first embodiment.
Fig. 8 is a flowchart illustrating NR processing according to the first embodiment.
Fig. 9 illustrates an example of an internal configuration of an NR intensity determination circuit according to the
first embodiment.
Fig. 10 is a flowchart illustrating NR intensity determination processing according to the first embodiment.
Fig. 11 illustrates another example of an internal configuration of the NR processing circuit according to the first
embodiment.
Fig. 12 illustrates yet another example of an internal configuration of the NR processing circuit according to the first
embodiment.
Fig. 13 illustrates an example of an internal configuration of an NR processing circuit according to a second em-
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bodiment.
Fig. 14 is a flowchart illustrating NR processing according to the second embodiment.

DESCRIPTION OF THE EMBODIMENTS

[0008] Embodiments of the present invention will be described in detail below with reference to the accompanying
drawings.
[0009] Fig. 1 illustrates an example of an overall configuration of an imaging system according to the present embod-
iment.
[0010] The imaging system illustrated in Fig. 1 includes a monitoring camera 101 as an apparatus for capturing a
moving image and performing image processing, and a client apparatus 102 connected with the monitoring camera 101
in a state where the monitoring camera 100 and the client apparatus 102 can communicate with each other via an
Internet Protocol (IP) network. Examples where the monitoring camera 101 is provided with functions of an image
processing apparatus according to the present embodiment will be described below. The client apparatus 102 may be
provided with functions of the image processing apparatus according to the present embodiment. A moving image
captured by the monitoring camera 101 is transmitted to the client apparatus 102, displayed thereon, and recorded as
required. Although the present embodiment will be described below centering on the monitoring camera 101 as the
image processing apparatus, the image processing apparatus is not limited thereto. Examples of the client apparatus
102 include various portable terminals (digital cameras, digital camcorders, and smart phones and tablet computers
having camera functions), industrial cameras, on-board cameras, and medical cameras.
[0011] Fig. 2 is a block diagram illustrating an example of an overall internal configuration of the monitoring camera
101 according to the present embodiment illustrated in Fig. 1.
[0012] An imaging optical system 201 including a zoom lens, a focal lens, a camera shake correction lens, a diaphragm,
and a shutter forms an optical image of a subject on the imaging plane of an image sensor 202. The image sensor 202
having a color filter corresponding to each pixel is, for example, a charge coupled device (CCD) sensor or complementary
metal-oxide semiconductor (CMOS) sensor for converting light incident to the imaging plane into an electrical signal.
The image sensor 202 receives light that penetrated the color filter and enters the imaging plane, and converts the light
into an electric signal. Here, the image sensor 202 is capable of setting an arbitrary exposure time for all pixels. In the
monitoring camera 101 according to the present embodiment, the image sensor 202 captures a moving image and
outputs an image signal for each of continuous frames on the time axis of the moving image.
[0013] The CPU 203 is a controller for performing processing related to all components of the monitoring camera 101
according to the present embodiment. The CPU 203 sequentially reads instructions of a program stored in a read only
memory (ROM) 204 and a random access memory (RAM) 205 and, according to a result of interpretation, performs
processing. An imaging system control circuit 206 performs focusing control, shutter open/close control, and diaphragm
adjustment for the imaging optical system 201 based on focus control instructions, shutter control instructions, and
diaphragm control instructions supplied from the CPU 203. A control circuit 207 controls each unit via the CPU 203
based on instructions from the client apparatus 102. The ROM 204 stores programs to be executed by the CPU 203
and various setting values. A program stored in the ROM 204 is loaded into the RAM 205 which temporarily stores data
currently being processed in each component.
[0014] An analog-to-digital (A/D) converter 208 converts an analog electrical signal (analog imaging signal) acquired
through photoelectric conversion by the image sensor 202 into digital signal values. The digital signal values acquired
through A/D conversion by the A/D converter 208 are transmitted to an image processing circuit 209 as an image signal
for each frame of a moving image. The image processing circuit 209 is a portion that performs image processing on the
image signal. The image processing will be described in detail below. An encoder circuit 210 performs encoding process-
ing for converting an image signal having undergone image processing by the image processing circuit 209 into a
predetermined file format such as Joint Photographic Experts Group (JPEG) and H.264. Image data produced after the
encoding processing by the encoder circuit 210 is transmitted to the client apparatus 102.
[0015] Fig. 3 is a block diagram illustrating an example of an overall internal configuration of the image processing
circuit 209 included in the monitoring camera 101 according to the first embodiment.
[0016] An image signal of each frame of a moving image captured by the image sensor 202 as described above and
having undergone A/D conversion by the A/D converter 208 is input to an image input circuit 301 which serves as a
memory. A development processing circuit 302 performs processing such as demosaic processing, white balance ad-
justment, gamma correction, and sharpness correction on the image signal from the image input circuit 301. A noise
reduction (NR) processing circuit 303 performs spatial filter processing or time filter processing on an image processed
by the development processing circuit 302 to perform NR processing for reducing random noise which occurs in the
spatial and time directions. Detailed configuration and operations of the NR processing circuit 303 according to the
present embodiment will be described below. An image output circuit 304, which is a memory for temporarily storing the
image signal processed by the NR processing circuit 303, outputs the image signal to the encoder circuit 210 illustrated
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in Fig. 1. The image input circuit 301 and the image output circuit 304 are not mandatory circuits. The image signal
output from the A/D converter 208 may be directly input to the development processing circuit 302, and the image signal
output from the NR processing circuit 303 may be directly output to the encoder circuit 210.
[0017] Before describing the image processing according to the present embodiment in detail, the principle and issues
of general NR processing will be described.
[0018] First of all, the principle of the NR processing will be described below.
[0019] A known method for general NR processing will be described below. This method compares the pixel value of
a target pixel with the pixel values of a plurality of neighborhood reference pixels, obtains the addition average of pixels
having high correlations, and outputs the addition average as a pixel value of the target pixel having undergone noise
reduction processing. In this case, the NR processing intensity can be controlled by changing the range for referencing
reference pixels and changing parameters to be used to calculate the correlations between the target pixel and the
reference pixels.
[0020] As an example of a method for determining the NR processing intensity, there is a method for determining the
NR processing intensity discussed in Japanese Patent Application Laid-Open No. 2004-72422. This method makes it
possible to suitably set the NR processing intensity for the high-luminance portion to the low-luminance portion by
acquiring factors affecting noise, estimating the noise level on a sensor, and setting the NR processing intensity according
to the noise level estimated.
[0021] Subsequently, issues of prior art general NR processing known will be described below.
[0022] In an image with a low signal-to-noise (S/N) ratio captured in a dark environment, such as night, deviation to
a specific color from among the three primary colors including the red (R), the green (G), and the blue (B) components
may occur. For example, as illustrated in Fig. 4, suppose that a chart 400 in which three different achromatic regions (a
white region 401, a gray region 402, and a black region 403 from the top downward) are arranged is captured. When
the chart 400 illustrated in Fig. 4 is captured, for example, in a low-illumination environment or a high-temperature
environment, random noise largely amplified by the digital gain or dark current noise due to temperature rise causes
deviation to a specific color. For example, as illustrated in Fig. 5, if an average value deviation arises between the R, G,
and B components (i.e., a deviation in the distribution of each color component), a magenta-like color deviation occurs.
Such a color deviation is likely to occur particularly in the low-luminance portion containing much random noise. When
an average value deviation arises in the low-luminance portion containing much noise, applying the method for deter-
mining the NR processing intensity discussed in Japanese Patent Application Laid-Open No. 2004-72422 sets a high
NR processing intensity in a region estimated to contain much random noise as in the low-luminance portion. Therefore,
if an overlapping color portion between the R, G, and B components disappears to increase a difference therebetween,
as illustrated in Fig. 6, as compared with the image before performing the NR processing illustrated in Fig. 5, a magenta-
like color deviation will be emphasized in the image.
[0023] According to the present embodiment, as described below, the NR processing intensity is determined based
not only on the noise levels obtained from the image signal but also on the average value for each of RGB color
components and variation between the colors before and after execution of image processing including the NR processing.
Thus, according to the present embodiment, reduced color deviation can be implemented even if a deviation occurs in
the distribution of each color component.
[0024] Fig. 7 is a block diagram illustrating an example of an internal configuration of the NR processing circuit 303
for performing the NR processing on an image signal of a moving image and outputting the processed image signal,
according to the present embodiment.
[0025] The NR processing circuit 303 according to the present embodiment includes an input signal acquisition circuit
701, a noise level calculation circuit 702, an average value calculation circuit 703, a color value calculation circuit 704,
an NR intensity determination circuit 705, an NR processing execution circuit 706, and an output signal holding circuit 707.
[0026] The input signal acquisition circuit 701 is a memory that acquires, in each of continuous frames on the time
axis configuring a moving image, trichromatic image signals (hereinafter these signals are collectively referred to as an
RGB input signal) including the R, G, and B components of a target frame (for example, a frame at a certain time), and
temporarily stores the trichromatic image signals.
[0027] The noise level calculation circuit 702 performs noise level calculation processing for calculating the noise level
(noise amount) for each RGB component based on the RGB input signal. Processing for calculating the noise level for
each RGB component will be described in detail below. The noise level calculation circuit 702 outputs a signal representing
the noise level calculated for each of the RGB components to the NR intensity determination circuit 705.
[0028] The average value calculation circuit 703 performs processing for calculating the average value for each of the
RGB components based on the RGB input signal. A method for calculating the average value for each of the RGB
components will be described below. The average value calculation circuit 703 outputs a signal representing the average
value calculated for each of the RGB components to the NR intensity determination circuit 705.
[0029] The color value calculation circuit 704 performs processing for calculating the color value for each signal
component based on the RGB input signal and the signal having undergone the NR processing by the NR processing
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execution circuit 706 (hereinafter referred to as an RGB output signal). Processing for calculating the color values based
on the RGB input and RGB output signals will be described in detail below. Then, the color value calculation circuit 704
outputs signals representing the colors of the RGB input and RGB output signals to the NR intensity determination circuit
705.
[0030] The NR intensity determination circuit 705 determines an intensity coefficient of the NR processing based on
the noise level for each of the RGB components calculated by the noise level calculation circuit 702, the average value
for each component calculated by the average value calculation circuit 703, and signals representing the color values
calculated by the color value calculation circuit 704. A method for determining the intensity coefficient will be described
in detail below. Then, the NR intensity determination circuit 705 outputs a signal representing the intensity coefficient to
the NR processing execution circuit 706.
[0031] The NR processing execution circuit 706 performs the NR processing on the RGB input signal acquired by the
input signal acquisition circuit 701 based on the NR processing intensity determined by the NR intensity determination
circuit 705. The RGB output signal having undergone the NR processing is transmitted to the output signal holding circuit
707 and the image output circuit 304 illustrated in Fig. 3.
[0032] The output signal holding circuit 707 holds the RGB output signal having undergone the NR processing by the
NR processing execution circuit 706. The RGB output signal held by the output signal holding circuit 707 is input as the
RGB output signal having undergone the NR processing when the colors are calculated by the color value calculation
circuit 704.
[0033] Finally, the RGB output signal output from the NR processing execution circuit 706 is transmitted to the image
output circuit 304 illustrated in Fig. 3 as an image signal of the current frame having undergone the NR processing by
the NR processing execution circuit 706.
[0034] Fig. 8 is a flowchart illustrating the flow of processing performed by each block of the NR processing circuit
303 illustrated in Fig. 7. The configuration illustrated in Fig. 7 and the processing of the flowchart illustrated in Fig. 8 may
be implemented by a hardware configuration, or a part of the processing may be implemented by a software configuration
and the remaining processing may be implemented by a hardware configuration. When processing is performed by a
software configuration, the processing of the flowchart illustrated in Fig. 8 is implemented, for example, when the CPU
203 executes a program stored in the ROM 204. This also applies to other flowcharts (described below).
[0035] In step S801 illustrated Fig. 8, the input signal acquisition circuit 701 acquires the above-described RGB input
signal. In the following descriptions, the R, G, and B components of the RGB input signal are denoted by RIN(v, h), GIN(v,
h), and BIN(v, h), respectively. (v, h) denotes a two-dimensional coordinate position with the value in the horizontal
direction (x-axis direction) and the value in the vertical direction (y-axis direction) in an image. Although, in the present
embodiment, processing for the RGB input signal will be described, input signal data to be processed by the NR processing
circuit 303 is not particularly limited and can be arbitrarily converted by the input signal acquisition circuit 701. For
example, the NR processing (described below) may be performed on the YUV signal, the L*a*b* component, and the
visible and invisible components.
[0036] In step S802, the noise level calculation circuit 702 calculates the noise level (noise amount) for each of the
RGB components RIN(v, h), GIN(v, h), and BIN(v, h) of the RGB input signal. For example, the noise level calculation
circuit 702 calculates the dispersion of noise by using formulas (1) and (2) as evaluation values representing the noise
levels contained in an image.
[Formula (1)] 

[Formula (2)] 

[0037] Formulas (1) and (2) obtain a noise dispersion σ2
R(v, h) for the R component. Although descriptions of formulas

will be omitted, the noise level calculation circuit 702 also calculates noise dispersions σ2
G(v, h) and σ2

B(v, h) of the G and
B components by replacing the R component with the G and B components, respectively, in formulas (1) and (2). The
noise dispersion contained in the signal can be correctly calculated by setting large values of s1 and s2 in formulas (1)
and (2).
[0038] The evaluation value of the noise level is not limited to the dispersion by calculation formulas (1) and (2). For
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example, various evaluation values such as the standard deviation of noise and the noise characteristics of an image
sensor are usable. The evaluation value of the noise level may be based on a combination of at least two of the dispersion,
the standard deviation, and the noise characteristics of an image sensor.
[0039] In step S803, based on the RGB input signal, the average value calculation circuit 703 performs processing
for calculating the average value for each of the RGB components as an evaluation value. For example, the average
value calculation circuit 703 calculates the average value of the R component by using formula (2). Although descriptions
of formulas will be omitted, the average value calculation circuit 703 also calculates the average value of the G and B
components by replacing the R component with the G and B components, respectively, in formula (2).
[0040] In step S804, the color value calculation circuit 704 calculates the color values as evaluation values indicating
the color in each signal component based on the RGB input signal and the RGB output signal read from the output signal
holding circuit 707 in which the signal having undergone the NR processing (described below) is held. The RGB output
signal read from the output signal holding circuit 707 is the signal having undergone the NR processing in a frame
preceding the frame subjected to the NR processing and desirably is the signal having undergone the NR processing
in the frame immediately before the frame being subjected to the NR processing. Although descriptions of formulas will
be omitted, the color value calculation circuit 704 calculates the color values of the RGB input signal as a*IN(v, h) and
b*IN(v, h) and calculates the color values of the RGB output signal as a*OUT(v, h) and b*OUT(v, h). Evaluation values repre-
senting the color are not limited to the values of a* and b* in the Lab space. For example, the UV components at the
time of YUV conversion, the x and y values in the XYZ color system, and the H (Hue) and S (Saturation) values in the
HSV color space are also usable.
[0041] In step S805, the NR intensity determination circuit 705 determines the NR processing intensity based on the
evaluation values respectively acquired as described above. More specifically, the NR intensity determination circuit
705 determines the NR processing intensity based on the noise level for each of the RGB components from the noise
level calculation circuit 702, the average value for each of the RGB components from the average value calculation
circuit 703, and the color values from the color value calculation circuit 704.
[0042] Fig. 9 is a block diagram illustrating an example of a configuration of the NR intensity determination circuit 705.
[0043] As illustrated in Fig. 9, the NR intensity determination circuit 705 includes a color value variation calculation
circuit 901, an average value difference calculation circuit 902, a clip processing circuit 903, and an NR intensity coefficient
calculation circuit 904.
[0044] The color value variation calculation circuit 901 calculates color value variation based on the color values
calculated by the color value calculation circuit 704. Processing for calculating color value variation will be described in
detail below. Then, the color value variation calculation circuit 901 outputs a signal representing color value variation to
the clip processing circuit 903.
[0045] The average value difference calculation circuit 902 calculates the difference between the average values
(hereinafter referred to as an average value difference) by using the average values of the RGB input signal calculated
by the average value calculation circuit 703 illustrated in Fig. 7. Processing for calculating the average value difference
will be described in detail below. Then, the average value difference calculation circuit 902 outputs a signal representing
the average value difference to the clip processing circuit 903.
[0046] The clip processing circuit 903 performs clip processing on the noise dispersion of the RGB input signal input
from the noise level calculation circuit 702, color value variation input from the color value variation calculation circuit
901, and the average value difference input from the average value difference calculation circuit 902. The clip processing
will be described in detail below. The clip processing circuit 903 outputs signals having undergone the clip processing
to the NR intensity coefficient calculation circuit 904.
[0047] The NR intensity coefficient calculation circuit 904 calculates the intensity coefficient of the NR processing
performed by the NR processing execution circuit 706 based on the signal having undergone the clip processing by the
clip processing circuit 903. Processing for calculating the NR intensity coefficient will be described in detail below. The
NR processing intensity coefficient calculated by the NR intensity coefficient calculation circuit 904 is output to the NR
processing execution circuit 706 illustrated in Fig. 7.
[0048] Fig. 10 is a flowchart illustrating the flow of processing performed by each block of the NR intensity determination
circuit 705 illustrated in Fig. 9.
[0049] In step S1001 illustrated in Fig. 10, the color value variation calculation circuit 901 calculates variations between
color values a*IN(v, h) and b*IN(v, h) of the RGB input signal input from the color value calculation circuit 704 and color
values a*OUT(v, h) and b*OUT(v, h) of the RGB output signal, respectively. More specifically, the color value variation
calculation circuit 901 calculates variation between the color values before and after execution of the NR processing.
For example, the color value variation calculation circuit 901 calculates variation Δa*b*(v, h) between the color values
before and after execution of the NR processing by using formula (3). Then, the color value variation Δa*b*(v, h) calculated
by the color value variation calculation circuit 901 is transmitted to the clip processing circuit 903. If there has been a
change in a subject between the frame subjected to the NR processing and the frame read from the output signal holding
circuit 707, color value variation increases regardless of the result of the NR processing. Accordingly, a configuration
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may be added such that a motion vector for each region between frames is calculated, and, in a region where the motion
vector is large and estimated that there is a high possibility of a change in the subject, the color value variation Δa*b*(v,
h) is fixed at 0 or at a default value.
[Formula (3)] 

In step S 1002, the average value difference calculation circuit 902 calculates an average value difference ΔAve(v, h)
by using the average values of the RGB input signal input from the average value calculation circuit 703. For example,
the average value difference calculation circuit 902 calculates the average value difference ΔAve(v, h) by using formula
(4). The average value difference ΔAve(v, h) calculated by the average value difference calculation circuit 902 is trans-
mitted to the clip processing circuit 903.
[Formula (4)] 

[0050] In step S1003, the clip processing circuit 903 performs the clip processing on the noise levels (noise dispersions
σ2

R(v, h), σ2
G(v, h), σ2

B(v, h)) of the RGB input signal, the color value variation Δa*b*(v, h), and the average value difference
ΔAve(v, h). For example, the clip processing circuit 903 performs the clip processing on each signal component by using
formulas (5), (6), and (7).
[Formula (5)] 

[Formula (6)] 

[Formula (7)]

[0051] Formula (5) represents the clip processing on the noise dispersion σ2
R(v, h) for the R component. Referring to

formula (5), σ2
MAX is a parameter for defining the upper-limit value of the noise dispersion σ2

R(v, h) of the R component,
and σ2

MIN is a parameter for defining the lower-limit value of the noise dispersion σ2
R(v, h) of the R component. Although

descriptions of formulas are omitted, the clip processing circuit 903 also performs the clip processing on the noise
dispersions σ2G(v, h) and σ2

B(v, h) of the G and B components by replacing the R component with the G and B components,
respectively, in formula (5).
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[0052] Formula (6) represents the clip processing on the color value variation Δa*b*(v, h). Referring to formula (6),
Δa*b*(v, h)MAX is a parameter for defining the upper-limit value of the color value variation Δa*b*(v, h), and Δa*b*(v,
h)MIN is a parameter for defining the lower-limit value of the color value variation Δa*b*(v, h).
[0053] Formula (7) represents the clip processing on the average value difference ΔAve(v, h). Referring to formula
(7), ΔAveMAX is a parameter for defining the upper-limit value of the average value difference ΔAve(v, h), and ΔAveMIN
is a parameter for defining the lower-limit value of the average value difference ΔAve(v, h).
[0054] In step S 1004, the NR intensity coefficient calculation circuit 904 calculates an NR processing intensity coef-
ficient NRST based on the noise dispersions, the color value variation, and the average value difference after the clip
processing. For example, the NR intensity coefficient calculation circuit 904 calculates the NR processing intensity
coefficient NRST by calculating the ratio, as illustrated in formula (8), by using the noise dispersions σ2

R(v, h), σ2G(v, h),
and σ2

B(v, h), the color value variation Δa*b*(v, h), and the average value difference ΔAve(v, h).
[Formula (8)] 

[0055] Formula (8) calculates the NR processing intensity coefficient NRST for the R component. Although descriptions
of formulas are omitted, the NR intensity coefficient calculation circuit 904 also calculates the NR processing intensity
coefficient for the G and B components by replacing the R component with the G and B components, respectively, in
formula (8). NRMAX in formula (8) is a parameter for defining the range between the upper- and the lower-limit values
of the NR intensity NRST(v, h). Referring to formula (8), α denotes a parameter for controlling influences of the noise
dispersions on the NR intensity coefficient, β denotes a parameter for controlling influences of the color value variation
on the NR intensity coefficient, and γ denotes a parameter for controlling influences of the average value difference on
the NR intensity coefficient. The parameters α, β, and γ control influences of the noise dispersions, the color value
variation, and the average value difference on the NR intensity coefficient. Although, in the present embodiment, NRMAX
is defined in a range from 0 to 128, the range of NRMAX is not limited thereto. σ2

MAX, σ2
MIN, Δa*b*(v, h)MAX, Δa*b*(v,

h)MIN, ΔAveMAX, and ΔAveMIN are similar parameters to the parameters used in formulas (5), (6), and (7).
[0056] A smaller value of the average value difference indicates a region more likely to be an achromatic color region,
and a larger value thereof indicates a region more likely to be a chromatic color region. More specifically, the NR intensity
NRST(v, h) defined by formula (8) is a value calculated in consideration of not only the noise amount but also the average
value difference for each of the RGB components. Therefore, when the NR processing using the NR intensity NRST(v,
h) is performed, the NR processing intensity is controlled for an achromatic region where a color deviation is noticeable,
making it possible to reduce the color deviation. In addition, according to the present embodiment, the NR intensity
NRST(v, h) is calculated in consideration of variation between the color values before and after execution of the NR
processing. Therefore, when the NR processing using the NR intensity NRST(v, h) is performed, it is possible to reduce
a color deviation illustrated in Fig. 6 caused by the NR processing from being emphasized, including the chromatic color
region.
[0057] The above-described parameters including the upper- and lower-limit values, α, β, γ, and the NR intensity range
are not limited to predetermined fixed values. These parameters may be changed by various factors, for example,
changed according to the noise amount, dynamically changed by the user, changed depending on the sensor temperature,
changed according to luminance variation over the entire image, or changed in consideration of aging of the sensor. For
example, the temperature of the image sensor may be detected, and parameters may be changed based on the tem-
perature variation. For example, when changing the parameters based on temperature variation, the parameters are
set to large values at high temperature and are set to small values at low temperature. The parameters may also be
changed depending on the luminance distribution in the entire image. For example, when the luminance distribution
largely deviates toward the low-luminance side, the entire image may possibly become purplish. Therefore, the param-
eters are set to large values when the luminance distribution largely deviates toward the low-luminance side and are
set to small values when the luminance distribution largely deviates toward the high-luminance side. Weights for the
parameters α, β, and γ may be changed depending on the characteristics of the image sensor and noise dispersions in
the optical black (OB) region. If the characteristics of an imaging sensor is such that the G component tends to be small,
for example, the values of the parameters β and γ are weighted to be relatively larger than the value of the parameter
α. For example, when the dynamic range of a camera is set to a Wide Dynamic Range (WDR), the parameters may be
set to large values. In the WDR setting, since a scene having a larger difference between bright and dark portions may
possibly cause a more noticeable color blur, the parameters are set to large values to apply a more intense NR processing.
When capturing a night view, the parameters related to the present embodiment may be set to 0 so that the conventional
NR processing can be performed. In addition, a region setting corresponding to the sky as a subject may be enabled,
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and bluish colors in bluish regions in fine weather and reddish colors in reddish regions at the twilight may be maintained.
In this case, weights for the parameters α, β, and γ may be changed according to the imaging time zone, for example,
through learning processing.
[0058] Referring back to the flowchart illustrated in Fig. 8, in step S806, the NR processing execution circuit 706
performs the NR processing on the RGB input signal from the input signal acquisition circuit 701 based on the NR
processing intensity determined by the NR intensity determination circuit 705 as described above. For example, if the
NR processing implemented in the NR processing execution circuit 706 is NR processing with an upsilon filter, the NR
processing execution circuit 706 performs the NR processing expressed by the calculations of formulas (9) and (10).
[Formula (9)] 

[Formula (10)] 

[0059] If the NR intensity coefficient having a large value is input, the values of s1 and s2 in formula (9) are increased
or the setting of a threshold value ε in formula (10) is increased to enhance the effect of the NR processing. Although
descriptions of formulas are omitted, the NR processing execution circuit 706 also performs the NR processing for the
G and B components by replacing the R component with the G and B components, respectively, in formula (9). An
example of an implementation of the NR processing is not limited to the implementation by calculation formulas (9) and
(10). For example, a bilateral space NR filter, an NR filter referencing edge information, filter processing for removing
isolated points, and a cyclic NR processing filter for reducing random noise in the time direction may be used for the NR
processing execution circuit 706. In addition, at least two pieces of processing of these filters may be used.
[0060] In step S807, the output signal holding circuit 707 holds the RGB output signal having undergone the NR
processing by the NR processing execution circuit 706.
[0061] In step S808, the NR processing circuit 303 determines whether the processing in steps S801 to 807 is complete
for all pixels of the current frame input. Then, when the NR processing circuit 303 determines that there is an unprocessed
pixel (NO in step S808), the processing of the NR processing circuit 303 returns to step S801. Then, the NR processing
circuit 303 performs the processing in steps S801 to 807 for the unprocessed pixel. On the other hand, when the NR
processing circuit 303 determines that the processing in steps S801 to 807 is complete for all pixels of the current frame
input (YES in step S808), the processing exits the flowchart illustrated in Fig. 8 for the frame. Then, the NR processing
circuit 303 starts the processing of the flowchart illustrated in Fig. 8 for the next input frame.
[0062] As described above, according to the present embodiment, the NR processing intensity is determined, before
performing the NR processing, based not only on the noise levels obtained from the RGB input signal but also on the
average value for each of the RGB components and variation between the colors before and after execution of the NR
processing. Accordingly, the present embodiment makes it possible to suitably reduce noise while reducing a color
deviation occurring in the low-luminance portion or at temperature rise. More specifically, the present embodiment
enables a monitoring camera, for example, to effectively reduce a color deviation due to illuminance variation, temperature
variation, and other imaging environmental variations and at the same perform noise reduction processing with high
color reproducibility. Further, the image processing according to the present embodiment makes it possible to reduce
not only a color deviation due to illuminance variation, temperature variation, and other imaging environmental variations
but also a color deviation due to aging of each component in a monitoring camera and other various factors, thus
achieving suitable noise reduction.
[0063] According to the present embodiment, the color value calculation circuit 704 calculates the color values of the
image signal in the frame subjected to the NR processing and the color values of the image signal in the preceding
frame after execution of the NR processing, and transmits the color values to the NR intensity determination circuit 705.
However, the processing is not limited thereto. The color value calculation circuit 704 may be configured to calculate
the color values of the image signal in the same frame before and after execution of the NR processing, and the color
value variation calculation circuit 901 of the NR intensity determination circuit 705 may be configured to calculate variation
between these color values.
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[0064] More specifically, as illustrated in Fig. 11, the NR processing circuit 303 includes an input signal acquisition
circuit 1101, a noise level calculation circuit 1102, an average value calculation circuit 1103, a color value calculation
circuit 1106, an NR intensity determination circuit 1107, and an NR processing execution circuit 1108. The NR processing
circuit 303 further includes a temporary NR intensity determination circuit 1104 and a temporary NR processing execution
circuit 1105. The temporary NR intensity determination circuit 1104 determines a temporary NR processing intensity
coefficient NR’ST based on the noise levels calculated by the noise level calculation circuit 1102 and the average values
of the components calculated by the average value calculation circuit 1103. More specifically, the temporary NR intensity
determination circuit 1104 determines the temporary NR processing intensity coefficient NR’ST from formula (8) by
excluding the term related to color value variation. The temporary NR processing execution circuit 1105 performs the
NR processing based on the temporary NR processing intensity and outputs the image signal having undergone the
NR processing to the color value calculation circuit 1106. Then, the color value calculation circuit 1106 calculates the
color values of the image signal after execution of the NR processing calculated by the temporary NR processing circuit
1105 and the color values of the image signal in the same frame before execution of the NR processing. Then, the color
value calculation circuit 1106 performs similar processing to step S805 and subsequent steps illustrated in Fig. 8.
[0065] Alternatively, the NR processing circuit 303 may be configured to combine the image signals before and after
execution of the NR processing according to color value variation in the same frame. More specifically, as illustrated in
Fig. 12, the NR processing circuit 303 includes an input signal acquisition circuit 1201, a noise amount calculation circuit
1202, an average value calculation circuit 1203, an NR intensity determination circuit 1204, an NR processing execution
circuit 1205, and a color value calculation circuit 1206. The NR processing circuit 303 further includes a combination
ratio calculation circuit 1207 and a combination processing circuit 1208. The combination ratio calculation circuit 1207
calculates the combination ratio based on the color values before and after execution of the NR processing calculated
by the color value calculation circuit 1206, the noise levels, and the average values. More specifically, the combination
ratio calculation circuit 1207 calculates the combination ratio based on formula (11) in a similar way to formula (8).
[Formula (11)] 

 Formula (11) calculates the combination ratio for the R component. Although descriptions of formulas are omitted, the
combination ratio calculation circuit 1207 also calculates the combination ratio for the G and B components. BlendMAX
in formula (11) is a parameter for defining the range between the upper- and lower-limit values of a combination ratio
Blend(v, h). Other parameters are similar to those in formula (8). Although, in the present embodiment, the parameter
BlendMAX is defined in a range from 0.0 to 1.0, the parameter is not limited thereto.
[0066] Then, based on the combination ratio calculated by the combination ratio calculation circuit 1207, the combi-
nation processing circuit 1208 combines the signal RIN(v, h) before execution of the NR processing and the signal
R’OUT(v, h) after execution of the NR processing to calculate the final output signal ROUT(v, h), based on formula (12).
[Formula (12)] 

Formula (12) calculates the final output signal for the R component. Although descriptions of formulas are omitted, the
combination ratio calculation circuit 1207 also calculates the combination ratio for the G and B components. The com-
bination ratio in formula (11) is calculated by taking into consideration not only the average values and noise levels of
the RGB components of the input signal but also variation between the saturation values before and after execution of
the NR processing. Therefore, as the final output signal calculated by formula (12), a combined signal having both the
effect of reducing a color fogging and the effect of reducing noise can be acquired.
[0067] Configuring the NR processing circuit 303, as illustrated in Figs. 11 and 12 enables determining the NR process-
ing intensity and performing the NR processing based on color value variation of the image signal in the same frame
before and after execution of the NR processing.
[0068] A second embodiment will be described below.
[0069] An imaging system and an internal configuration of a monitoring camera 101 according to the second embod-
iment are substantially similar to the configuration according to the first embodiment, and thus illustrations and descriptions
thereof will be omitted.
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[0070] Fig. 11 is a block diagram illustrating an example of an internal configuration of an NR processing circuit 303
according to the second embodiment. The NR processing circuit 303 according to the second embodiment includes an
input signal acquisition circuit 1301, an average value calculation circuit 1302, a color value calculation circuit 1303, an
NR intensity determination circuit 1304, an NR processing execution circuit 1305, and an output signal holding circuit
1306. The NR processing circuit 303 further includes a correction value calculation circuit 1307 and a correction process-
ing circuit 1308. The input signal acquisition circuit 1301 is similar to the input signal acquisition circuit 701 illustrated in
Fig. 7. The average value calculation circuit 1302 is similar to the average value calculation circuit 703, the color value
calculation circuit 1303 is similar to the color value calculation circuit 704, the NR processing execution circuit 1305 is
similar to the NR processing execution circuit 706, and the output signal holding circuit 1306 is similar to the output
signal holding circuit 707, and thus detailed descriptions thereof will be omitted.
[0071] According to the above-described first embodiment, the NR processing execution circuit 706 of the NR process-
ing circuit 303 performs the NR processing on the RGB input signal, as in step S806 illustrated in Fig. 8. The NR
processing circuit 303 according to the second embodiment corrects the RGB input signal based on the average values
calculated by the average value calculation circuit 1302 and the color values calculated by the color value calculation
circuit 1303, and performs the NR processing on the RGB input signal having undergone the correction.
[0072] The NR intensity determination circuit 705 according to the first embodiment determines the NR processing
intensity based on the noise levels, the average values, and the color values of the RGB input signal, as in step S805
illustrated in Fig. 8. The NR intensity determination circuit 1304 according to the second embodiment determines the
NR processing intensity according to correction values calculated based on the average values calculated by the average
value calculation circuit 1302 and the color values calculated by the color value calculation circuit 1303. As described
above with reference to the first embodiment, the color values calculated by the color value calculation circuit 1303
include the color values a*IN(v, h) and b*IN(v, h) of the RGB input signal, and the color values a*OUT(v, h) and b*OUT(v, h) of
the RGB output signal having undergone the NR processing.
[0073] Fig. 12 is a flowchart illustrating the flow of processing performed by each block of the NR processing circuit
303 illustrated in Fig. 11 according to the second embodiment. Referring to Fig. 12 and above-described Fig. 8, step
S1401 performs the same processing as step S801, step S1402 performs the same processing as step S803, step
S1403 performs the same processing as step S804, step S1408 performs the same processing as step S807, and step
S1409 performs the same processing as step S808, and descriptions thereof will be omitted. Processing in the flowchart
illustrated in Fig. 12 different from the flowchart illustrated in Fig. 8 will be described below.
[0074] In step S1404, the correction value calculation circuit 1307 generates correction values based on the average
values calculated by the average value calculation circuit 1302 and the color values calculated by the color value
calculation circuit 1303. For example, the correction value calculation circuit 1307 calculates the color value variation
Δa*b*(v, h) based on the color values a*IN(v, h) and b*IN(v, h) of the RGB input signal from the color value calculation circuit
704 and the color values a*OUT(v, h) and b*OUT(v, h) of the RGB output signal, by using formula (3). The color value
variation Δa*b*(v, h) indicates variation between the colors before and after execution of the NR processing, as described
above in the first embodiment. The correction value calculation circuit 1307 calculates the average value difference
ΔAve(v, h) by using the above-described formula (4).
[0075] Then, the correction value calculation circuit 1307 determines correction values based on the color value
variation Δa*b*(v, h) and the average value difference ΔAve(v, h). More specifically, the correction value calculation
circuit 1307 sets a larger correction value the smaller the average value difference and the larger the color value variation.
In this case, the correction values are set so that the average value for each of the RGB components substantially
becomes equal. In this case, a region where the average value difference is small and the color value variation is large
is ordinarily assumed to be an achromatic region. In this region, a color deviation is highly likely to occur through the
NR processing. Therefore, through the processing in step S1404, the correction value calculation circuit 1307 calculates
correction values for the average value for each of the RGB components in such a manner that such a region comes
closer to an achromatic color region.
[0076] In step S1405, the correction processing circuit 1308 performs correction processing according to the correction
values calculated by the correction value calculation circuit 1307 on each of the RGB components RIN(v, h), GIN(v, h),
and BIN(v, h) of the RGB input signal. Then, the RGB input signal having undergone the correction processing is trans-
mitted to the NR processing execution circuit 1305.
[0077] In step S1406, the NR intensity determination circuit 1304 determines the NR processing intensity according
to the correction values calculated by the correction value calculation circuit 1307. Although the processing by the NR
intensity determination circuit 1304 is generally the same as the above-described processing according to the first
embodiment, the noise levels according to the first embodiment are not used. Instead, the NR intensity determination
circuit 1304 performs processing for determining the NR intensity coefficient according to the correction values. For
example, when the correction values are large, it is assumed that random noise is amplified with a gain applied to each
of the RGB components. Therefore, the NR intensity determination circuit 1304 sets the NR processing intensity to a
larger value the larger the correction values calculated by the correction value calculation circuit 1307 are.
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[0078] In step S1407, the NR processing execution circuit 1305 performs the NR processing according to the NR
processing intensity determined in step S1406 on the RGB input signal having undergone the correction processing in
step S1405.
[0079] As described above, according to the second embodiment, the RGB input signal is corrected by using correction
values based on the average value for each of the RGB components obtained from the RGB input signal and variation
between the colors before and after execution of the NR processing. Then, the NR processing intensity is determined
according to the correction values. In the second embodiment, the NR processing is performed on the RGB input signal
having undergone correction by the correction values according to the NR processing intensity determined based on
the correction values. According to the second embodiment, it becomes possible to suitably reduce noise while reducing
a color deviation occurring in an achromatic region.

Other Embodiments

[0080] Embodiment(s) of the present invention can also be realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one or more programs) recorded on a storage medium (which
may also be referred to more fully as a ’non-transitory computer-readable storage medium’) to perform the functions of
one or more of the above-described embodiment(s) and/or that includes one or more circuits (e.g., application specific
integrated circuit (ASIC)) for performing the functions of one or more of the above-described embodiment(s), and by a
method performed by the computer of the system or apparatus by, for example, reading out and executing the computer
executable instructions from the storage medium to perform the functions of one or more of the above-described em-
bodiment(s) and/or controlling the one or more circuits to perform the functions of one or more of the above-described
embodiment(s). The computer may comprise one or more processors (e.g., central processing unit (CPU), micro process-
ing unit (MPU)) and may include a network of separate computers or separate processors to read out and execute the
computer executable instructions. The computer executable instructions may be provided to the computer, for example,
from a network or the storage medium. The storage medium may include, for example, one or more of a hard disk, a
random-access memory (RAM), a read only memory (ROM), a storage of distributed computing systems, an optical disk
(such as a compact disc (CD), digital versatile disc (DVD), or Blu-ray Disc (BD)™), a flash memory device, a memory
card, and the like.
[0081] While the present invention has been described with reference to embodiments, it is to be understood that the
invention is not limited to the disclosed embodiments. The scope of the following claims is to be accorded the broadest
interpretation so as to encompass all such modifications and equivalent structures and functions.

Claims

1. An image processing apparatus comprising:

color value calculation means (704, 1103) configured to calculate color values from an image signal;
average value calculation means (703, 1102) configured to calculate average values of the image signal;
intensity calculation means (705, 1104) configured to calculate an intensity coefficient indicating the intensity
of noise reduction processing according to evaluation values including the average values and the color values;
and
processing means (706, 1105) configured to perform the noise reduction processing on the image signal ac-
cording to the intensity coefficient.

2. The image processing apparatus according to claim 1, wherein the average value calculation means (703, 1102)
is configured to calculate an average value for each of a plurality of color components included in the image signal.

3. The image processing apparatus according to claim 2, wherein the color value calculation means (704, 1103) is
configured to calculate the color values of a signal before execution of the noise reduction processing for the image
signal and the color values of the signal after execution of the noise reduction processing.

4. The image processing apparatus according to claim 3, wherein the intensity calculation means (705, 1104) is
configured to calculate variation between the color values before and after the noise reduction processing (S1001),
calculate an average value difference for each of the plurality of color components (S1002), and calculate the
intensity coefficient based on the average value difference and the color value variation (S1004).

5. The image processing apparatus according to claim 4, wherein the intensity calculation means (705, 1104) is
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configured to:

perform the clip processing on each of the average value difference and the color value variation value based
on a comparison with at least two setting values (S1003); and
calculate the intensity coefficient based on the average value difference and the color value variation after
execution of the clip processing (SI004).

6. The image processing apparatus according to claim 4 or 5, wherein the intensity calculation means (705, 1104) is
configured to increase the intensity coefficient with the increasing average value difference.

7. The image processing apparatus according to any one of claims 4 to 6, wherein the intensity calculation means
(705, 1104) is configured to increase the intensity coefficient with the decreasing color value variation.

8. The image processing apparatus according to claim 7, wherein the intensity calculation means (705, 1104) is
configured to calculate the intensity coefficient according to a ratio of the average value difference to the color value
variation.

9. The image processing apparatus according to any one of claims 2 to 8, further comprising noise level calculation
means (702) configured to calculate noise levels of the image signal, wherein the evaluation values include the
noise levels.

10. The image processing apparatus according to claim 9, wherein the intensity calculation means (705) is configured
to calculate variation between the color values before and after execution of the noise reduction processing (S1001),
calculate an average value difference for each of the plurality of color components (S1002), and calculate the
intensity coefficient based on the noise levels, the average value difference, and the color value variation (S1004).

11. The image processing apparatus according to claim 10, wherein the intensity calculation means (705) is configured
to increase the intensity coefficient with the increasing noise level values.

12. The image processing apparatus according to claim 10, wherein the intensity calculation means (705) is configured
to calculate the intensity coefficient according to the noise levels and a ratio of the average value difference to the
color value variation.

13. The image processing apparatus according to claim 2, further comprising correction means (1107) configured to
correct the image signal based on the average values and the color values, wherein the processing means (1105)
is configured to perform the noise reduction processing on the image signal corrected by the correction means (1107).

14. The image processing apparatus according to claim 13, wherein the intensity calculation means (1104) is configured
to calculate (SI002) the average value difference for each component and increase the intensity coefficient with the
decreasing difference.

15. The image processing apparatus according to claim 13 or 14, wherein the intensity calculation means (1104) is
configured to calculate variation between the color values of the signals before and after execution of the noise
reduction processing (S1001) and increase the intensity of the noise reduction processing with the increasing var-
iation.

16. An image processing method performed by an image processing apparatus, the method comprising:

calculating color values from an image signal (S804, S1203);
calculating average values of the image signal (S803, S1202);
calculating an intensity coefficient indicating an intensity of noise reduction processing according to evaluation
values including the average values and the color values (S805, S1004, S1204, S1206); and
performing noise reduction processing on the image signal according to the intensity coefficient (S806, S1207).

17. A program for causing a computer to function as each means of an image processing apparatus cited in any one
of claims 1 to 15.

18. A computer-readable storage medium storing a program according to claim 17.
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19. A computer-readable storage medium storing a program according to claim 18.
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