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(57)  This application provides an image display
method and apparatus. The method includes: generating
and displaying a firstimage based on first user operation
information; storing the first image into a memory; when
detecting second user operation information, determin-
ing, in the memory and based on the second user oper-
ation information, the first image corresponding to the
second user operation information, where both the first
user operation information and the second useroperation
information are used for displaying the first image; and
displaying the firstimage. An image displayed for the first
time is cached, so that when same user operation infor-
mation triggers the image to be displayed again, a termi-
nal device may directly capture, from a cache unit, an
image that needs to be displayed, and does not need to
draw the image before displaying the image. In this way,
aquick response ofimage display within a corresponding
window may be implemented, thereby improving user
experience.
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Description
TECHNICAL FIELD

[0001] This application relates to the field of electronic
devices, and more specifically, to animage display meth-
od and apparatus in the field of electronic devices.

BACKGROUND

[0002] With development of science and technology,
a terminal device (Terminal Equipment), also referred to
as user equipment (User Equipment, UE), usually has
an image (such as window content) display function. In
addition, user operation information (such as a sliding
operation) is detected, so that an image corresponding
to the user operation information is determined based on
the detected user operation information, and the image
is displayed within a corresponding window.

[0003] Inthe priorart, when user operation information
is detected, and after animage corresponding to the user
operation information is determined, the determined im-
age is drawn, so that the drawn image is displayed within
a corresponding window.

[0004] However,inthe prior art, the image correspond-
ing to the user operation information can be displayed
only after the image is drawn. Consequently, a response
speed of image display within the corresponding window
is affected, and user experience is affected.

[0005] Therefore, a technology that enables a quick
response of image display within a corresponding win-
dow when user operation information is detected is ex-
pected, thereby improving user experience.

SUMMARY

[0006] This application provides an image display
method and apparatus, to implement a quick response
of image display within a corresponding window when
user operation information is detected.

[0007] According to a first aspect, an image display
method is provided. The method includes: generating
and displaying a firstimage based on first user operation
information; storing the first image into a memory; when
detecting second user operation information, determin-
ing, in the memory and based on the second user oper-
ation information, the first image corresponding to the
second user operation information, where both the first
user operation information and the second useroperation
information are used for displaying the first image; and
displaying the first image.

[0008] Therefore, accordingtotheimage display meth-
od provided in this application, the firstimage generated
based on the first user operation information is stored,
and the generated first image is stored to the memory,
so that the first image corresponding to the second user
information may be determined in the memory and based
on the second user operation information when the sec-
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ond user operation information is detected, the firstimage
that needs to be displayed is captured from the memory
(in other words, the firstimage does not need to be gen-
erated again), and the first image is displayed. In this
way, a quick response of image display within a corre-
sponding window is implemented, thereby improving us-
er experience.

[0009] With reference to the first aspect, in a first im-
plementation of the first aspect, the determining, in the
memory and based on the second user operation infor-
mation, the first image corresponding to the second user
operation information includes: determining a first esti-
mated storage location based on the second user oper-
ation information; and determining the first image in the
memory based on the second user operation information
when the first estimated storage location is within a stor-
age location range of the memory.

[0010] Therefore, accordingtothe image display meth-
od provided in this application, there is a correspondence
between user operation information and a to-be-dis-
played image, so that when detecting the user operation
information, a terminal device may determine, in the
memory and based on the user operation information, a
storage location of the to-be-displayed image corre-
sponding to the user operation information, determine,
based on the storage location, the to-be-displayed image
that is in the memory and that is corresponding to the
user operation information, capture the to-be-displayed
image from the memory, and display the to-be-displayed
image (in other words, the first image does not need to
be generated again). In this way, a quick response of
image display within a corresponding window is imple-
mented, thereby improving user experience.

[0011] With reference to the first aspect and the fore-
going implementation of the first aspect, in a second im-
plementation of the first aspect, the memory includes an
image browsed by a user within a first time period and
an image browsed by the user within a second time pe-
riod, and the second time period is prior to the first time
period.

[0012] The image browsed by the user is stored, and
the stored image not only includes an image currently
being browsed by the user, but also includes a historical
displayed image previously browsed by the user, so that
displayed images stored in the memory are consecutive,
and when detecting the user operation information, the
terminal device may determine, in the consecutive dis-
played images stored in the memory, based on the user
operation information, the to-be-displayed image corre-
sponding to the user operation information. In this way,
aquick response of image display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0013] With reference to the first aspect and the fore-
going implementation of the first aspect, in a third imple-
mentation of the first aspect, an image corresponding to
the first time period is an image currently being browsed
by the user.
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[0014] With reference to the first aspect and any one
of the foregoing implementations of the first aspect, in a
fourth implementation of the first aspect, the method fur-
ther includes: forbidding generating an image based on
the second user operation information.

[0015] For the firstimage that is already displayed and
that is corresponding to the second user operation infor-
mation, when the second user operation information is
detected again, generating the first image based on the
second user operation information is forbidden, in other
words, an image corresponding to the second user op-
eration information is directly captured, for display, from
the images stored in the memory, thereby reducing a
delay of man-machine interaction, and improving user
experience.

[0016] With reference to the first aspect and any one
of the foregoing implementations of the first aspect, in a
fifth implementation of the first aspect, the user operation
information includes sliding direction information of a slid-
ing operation and sliding distance information of the slid-
ing operation.

[0017] Accordingto asecond aspect, animage display
apparatus is provided. The apparatus includes: a
processing unit, configured to generate and display a first
image based on first user operation information, where
the processing unit is further configured to: store the first
image into a memory; and the processing unit is further
configured to: when detecting second user operation in-
formation, determine, in the memory and based on the
second user operation information, the firstimage corre-
sponding to the second user operation information,
where both the first user operation information and the
second user operation information are used for display-
ing the first image; and a display unit, configured to dis-
play the first image.

[0018] The firstimage generated based on the first us-
er operation information is stored, and the generated first
image is stored to the memory, so that the first image
corresponding to the second user information may be
determined in the memory and based on the second user
operation information when the second user operation
information is detected, and then the first image that
needs to be displayed is captured from the memory (in
other words, the first image does not need to be gener-
ated again), and the first image is displayed. In this way,
aquick response ofimage display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0019] With reference to the second aspect, in a first
implementation of the second aspect, the processing unit
is further configured to: determine a first estimated stor-
age location based on the second user operation infor-
mation; and the processing unit is further configured to:
determine the first image in the memory based on the
second user operation information when the first estimat-
ed storage location is within a storage location range of
the memory.

[0020] There is a correspondence between user oper-
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ation information and a to-be-displayed image, so that
when detecting the user operation information, a terminal
device may determine, in the memory and based on the
user operation information, a storage location of the to-
be-displayed image corresponding to the user operation
information, determine, in the memory and based on the
storage location, the to-be-displayed image correspond-
ing to the user operation information, capture the to-be-
displayed image from the memory, and display the to-
be-displayed image (in other words, the firstimage does
not need to be generated again). In this way, a quick
response of image display within a corresponding win-
dow is implemented, thereby improving user experience.
[0021] With reference to the second aspect and the
foregoing implementation of the second aspect, in a sec-
ond implementation of the second aspect, the memory
includes an image browsed by a user within a first time
period and an image browsed by the user within a second
time period, and the second time period is prior to the
first time period.

[0022] The image browsed by the user is stored, and
the stored image not only includes an image currently
being browsed by the user, but also includes a historical
displayed image previously browsed by the user, so that
displayed images stored in the memory are consecutive,
and when detecting the user operation information, the
terminal device may determine, in the consecutive dis-
played images stored in the memory, based on the user
operation information, the to-be-displayed image corre-
sponding to the user operation information. In this way,
aquick response of image display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0023] With reference to the second aspect and the
foregoing implementations of the second aspect, in a
third implementation of the second aspect, animage cor-
responding to the first time period is an image currently
being browsed by the user.

[0024] With reference to the second aspect and any
one of the foregoing implementations of the second as-
pect, in a fourth implementation of the second aspect,
the processing unit is further configured to: forbid gener-
ating an image based on the second user operation in-
formation.

[0025] For the firstimage thatis already displayed and
that is corresponding to the second user operation infor-
mation, when the second user operation information is
detected again, generating the image based on the sec-
ond user operation information is forbidden, in other
words, an image corresponding to the second user op-
eration information is directly captured, for display, from
the images stored in the memory, thereby reducing a
delay of man-machine interaction, and improving user
experience.

[0026] With reference to the second aspect and any
one of the foregoing implementations of the second as-
pect, in a fifth implementation of the second aspect, the
user operation information includes sliding direction in-
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formation of a sliding operation and sliding distance in-
formation of the sliding operation.

[0027] According to a third aspect, an image display
terminal device is provided. The terminal device includes:
amemory, a processor, and a display, where the memory
is configured to store an instruction; the processor is con-
figured to invoke the instruction in the memory to perform
the following step: generating and displaying, by the proc-
essor, a first image based on first user operation infor-
mation; the processor is further configured to store the
firstimage into the memory; the processor is further con-
figured to: when detecting second user operation infor-
mation, determine, in the memory and based on the sec-
ond user operation information, the first image corre-
sponding to the second user operation information,
where both the first user operation information and the
second user operation information are used for display-
ing the firstimage; and the display is configured to display
the first image.

[0028] The firstimage generated based on the first us-
er operation information is stored, and the generated first
image is stored to the memory, so that the first image
corresponding to the second user information may be
determined in the memory and based on the second user
operation information when the second user operation
information is detected, and then the first image that
needs to be displayed is captured from the memory (in
other words, the first image does not need to be gener-
ated again), and the first image is displayed. In this way,
a quick response ofimage display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0029] With reference to the third aspect, in a first im-
plementation of the third aspect, the processor is further
configured to: determine a first estimated storage loca-
tion based on the second user operation information; and
the processor is further configured to: determine the first
image in the memory based on the second user operation
information when the first estimated storage location is
within a storage location range of the memory.

[0030] There is a correspondence between user oper-
ation information and a to-be-displayed image, so that
when detecting the user operation information, a terminal
device may determine, in the memory and based on the
user operation information, a storage location of the to-
be-displayed image corresponding to the user operation
information, determine, in the memory and based on the
storage location, the to-be-displayed image correspond-
ing to the user operation information, capture the to-be-
displayed image from the memory, and display the to-
be-displayed image (in other words, the firstimage does
not need to be generated again). In this way, a quick
response of image display within a corresponding win-
dow is implemented, thereby improving user experience.
[0031] With reference to the third aspect and the fore-
going implementation of the third aspect, in a second
implementation of the third aspect, the memory includes
an image browsed by a user within a first time period and
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an image browsed by the user within a second time pe-
riod, and the second time period is prior to the first time
period.

[0032] The image browsed by the user is stored, and
the stored image not only includes an image currently
being browsed by the user, but also includes a historical
displayed image previously browsed by the user, so that
displayed images stored in the memory are consecutive,
and when detecting the user operation information, the
terminal device may determine, in the consecutive dis-
played images stored in the memory, based on the user
operation information, the to-be-displayed image corre-
sponding to the user operation information. In this way,
aquick response of image display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0033] With reference to the third aspect and the fore-
going implementation of the third aspect, in a third im-
plementation of the third aspect, an image corresponding
to the first time period is an image currently being
browsed by the user.

[0034] With reference to the third aspect and any one
of the foregoing implementations of the third aspect, in
afourth implementation of the third aspect, the processor
is further configured to: forbid generating an image based
on the second user operation information.

[0035] For the firstimage that is already displayed and
that is corresponding to the second user operation infor-
mation, when the second user operation information is
detected again, generating the image based on the sec-
ond user operation information is forbidden, in other
words, an image corresponding to the second user op-
eration information is directly captured, for display, from
the images stored in the memory, thereby reducing a
delay of man-machine interaction, and improving user
experience.

[0036] With reference to the third aspect and any one
of the foregoing implementations of the third aspect, in
a fifth implementation of the third aspect, the user oper-
ation information includes sliding direction information of
a sliding operation and sliding distance information of the
sliding operation.

[0037] According to a fourth aspect, a computer stor-
age medium is provided. The computer storage medium
stores program code. The program code is used for in-
structing to perform an operation of the image display
method according to the first aspect or any optional im-
plementation of the first aspect.

BRIEF DESCRIPTION OF DRAWINGS
[0038]

FIG. 1 is a schematic structural diagram of a display
module of an image display terminal device accord-
ing to this application;

FIG. 2 is a schematic flowchart of an image display
method according to this application;
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FIG. 3 is a schematic diagram of a storage structure
of image data in a cache unit according to this ap-
plication;

FIG. 4 is a schematic diagram of a status of interac-
tion between a user and a mobile phone device;
FIG. 5 is a schematic block diagram of an image
display apparatus according to this application; and
FIG. 6 is a schematic structural diagram of an image
display terminal device according to this application.

DESCRIPTION OF EMBODIMENTS

[0039] Technical solutions in this application may be
applied to various terminal devices (also referred to as
user equipments) that support image display, for exam-
ple, a mobile phone device, a hand ring, a tablet compu-
ter, a notebook computer, an ultra-mobile personal com-
puter (Ultra-Mobile Personal Computer, UMPC), a per-
sonal digital assistant (Personal Digital Assistant, PDA)
device, a handheld device or a computing device having
a wireless communications function, and another
processing device, an in-vehicle device, a wearable de-
vice, or the like connected to a wireless modem, and the
terminal devices are not limited to communications ter-
minals.

[0040] FIG. 1 is a schematic structural diagram of a
display module of an applicable terminal device accord-
ing to this application. The display module may include
parts such as an input unit 110, a display synthesizer
120, and a display unit 130.

[0041] A person skilled in the art may understand that,
the structural diagram of the display module shown in
FIG. 1 is only an example and does not constitute a lim-
itation. The display module may further include parts
more or fewer than those shownin the figure, or a different
part configuration.

[0042] Theinputunit110 may be configured to: receive
input digit or character information, and generate a key
signal related to a user setting and function control of the
terminal device. Specifically, the input unit 110 may in-
clude a touch panel 111 and another input device 112.
The touch panel 111, also referred to as a touchscreen,
may collect a touch operation of a user on or near the
touch panel 111 (such as an operation of the user on the
touch panel 111 or near the touch panel 111 by using
any suitable object or accessory such as a finger or a
stylus), and drive a corresponding connection apparatus
based on a preset program. The touch panel 111 may
be implemented into touch panels of a plurality of types
such asresistive, capacitive, infrared, and surface acous-
tic wave. In addition to the touch panel 111, the input unit
110 may further include the another input device 112.
Specifically, the another input device 112 may include,
but is not limited to, one or more of a physical keyboard,
afunctional key (such as a volume control key or a switch
key), a trackball, a mouse, and a joystick.

[0043] The display unit 130 may be configured to dis-
play information entered by the user or information pro-
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vided to the user, and various menus of the terminal de-
vice. The display unit 130 may include a display panel
131. Optionally, the display panel 131 may be configured
in a form of a liquid crystal display unit (Liquid Crystal
Display, LCD), an organic light-emitting diode (Organic
Light-Emitting Diode, OLED), or the like. Further, the
touch panel 111 may cover the display panel 131. After
detecting the operation of the user on or near the touch
panel 111, the touch panel 111 transfers information
about the user operation to the display synthesizer 120.
Areading unit 121 of the display synthesizer 120 obtains
the information. A window location calculation unit 122
of the display synthesizer 120 determines, based on the
user operation information obtained by the reading unit
121, whether the cache unit 123 includes an image cor-
responding to the user operation information. If the cache
unit 123 includes the image corresponding to the user
operation information, the display synthesizer 120 uses
the display panel 131 in the display unit 130 to display
the image corresponding to the user operation informa-
tion in the cache unit 123.

[0044] The display panel 131 to which vision is output
and that can be recognized by human eyes may serve
as a display device in this application, to display text in-
formation orimage information. In FIG. 1, the touch panel
111 and the display panel 131 implement, as two inde-
pendent parts, input and output functions of the terminal
device. However, in some embodiments, the touch panel
111 and the display panel 131 may be integrated to im-
plement the input and output functions of the terminal
device.

[0045] Currently, when the user performs an operation
on the terminal device (for example, the operation is used
to trigger the terminal device to display contact methods
of a first contact to a ninth contact by using the display
panel 131 in the display unit 130), the terminal device
needs to draw display content triggered by the user op-
eration, and display the display content by using the dis-
play panel 131 in the display unit 130 of the terminal
device. When the user performs the same operation on
the terminal device again (for example, the operation is
also used to trigger the terminal device to display the
contact methods of the first contact to the ninth contact
by using the display panel 131 in the display unit 130),
the terminal device still needs to draw the same display
content again, and display the same display content by
using the display panel 131 in the display unit 130. There-
fore, the terminal device needs to repeatedly draw the
same display content, and consequently the terminal de-
vice has a relatively slow response speed to the user
operation.

[0046] For the foregoing problem existing in the prior
art, this application provides a technical solution. A dis-
played image that has been browsed by the user is
stored, so that when the user triggers the terminal device
again to display the same displayed image, the terminal
device does not need to store the same displayed image,
directly captures a to-be-displayed image from stored im-
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ages, and displays the to-be-displayed image by using
a display.

[0047] Therefore, the technical solution provided in this
application can support resolving the problem that the
terminal device has a relatively slow response speed to
a user operation. The following describes the technical
solution in this application in detail.

[0048] FIG. 2is a schematic flowchart of an image dis-
play method 200 according to an embodiment of the
present invention. As shown in FIG. 2, the method 200
includes the following steps:

S210: Generate and display a first image based on
first user operation information.

S220: Store the first image into a memory.

S230: When detecting second user operation infor-
mation, determine, in the memory and based on the
second user operation information, the first image
corresponding to the second user operation informa-
tion, where both the first user operation information
and the second user operation information are used
for displaying the first image.

S240: Display the first image.

[0049] The following describes the technical solution
in this application by using an example in which the ter-
minal device is a mobile phone device.

[0050] Specifically, in steps 210 and 210, a user opens
instant messaging software (for example, WeChat) on a
mobile phone device. The user opens a historical chat
record with a friend in WeChat, and slides a finger on a
mobile phone screen to browse chat content (for exam-
ple, the first user operation information). In this case, an
application process corresponding to WeChat needs to
draw content currently being browsed by the user (for
example, generate the firstimage), and display the drawn
image by using a display panel 131 in a display unit 130
of the mobile phone device (namely, content that can be
seen by the user on adisplay screen of the mobile phone).
[0051] In the technical solution in this application, after
drawing and displaying the image, the mobile phone de-
vice stores the drawn image (for example, stores the first
image into the memory), so that when the user subse-
quently needs to browse the same content again (for ex-
ample, by using the second user operation information),
the mobile phone device does not need to draw the dis-
played image again, but directly captures, from the mem-
ory, an image that needs to be displayed. In this way, a
quick response of image display within a corresponding
window is implemented, thereby improving user experi-
ence.

[0052] Optionally, the user operation information in-
cludes sliding direction information of a sliding operation
and sliding distance information of the sliding operation.
[0053] In steps 220 and 230, when the mobile phone
device detects the second user operation information (for
example, the second user operation information is sliding
operation information), the sliding operation may be the
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sliding of the user finger on the mobile phone screen (for
example, a touch panel 111 in an input unit 110 of the
terminal device). When detecting the sliding operation
on the mobile phone screen, the mobile phone device
may determine, in images stored in the memory and
based on the sliding direction information of the sliding
operation and the sliding distance information of the slid-
ing operation, the firstimage corresponding to the second
user operation information, and display the first image
by using the display screen of the mobile phone device
(for example, the display panel 131 in the display unit
130 of the terminal device).

[0054] For example, the second user operation infor-
mation is that the user opens WeChat, and browses the
same content of chat with the same friend in steps 210.
In this case, in steps 210, the same chat content (for
example, the firstimage) that is triggered by the first user
operation information to be displayed is stored. There-
fore, the displayed image (for example, the first image)
corresponding to the second operation information may
be directly determined in the memory, and the displayed
image is captured from the memory and displayed.
[0055] Optionally, the determining, in the memory and
based on the second user operation information, the first
image corresponding to the second user operation infor-
mation includes: determining a first estimated storage
location based on the second user operation information;
and determining the first image in the memory based on
the second user operation information when the first es-
timated storage location is within a storage location range
of the memory.

[0056] Optionally, the memory includes an image
browsed by a user within a first time period and an image
browsed by the user within a second time period, and
the second time period is prior to or subsequent to the
first time period.

[0057] Optionally, an image corresponding to the first
time period is an image currently being browsed by the
user.

[0058] It should be noted that, when an image is dis-
played on the display screen of the mobile phone device
(for example, the display panel 131 in the display unit
130 of the terminal device), the displaying is performed
by using the display screen of the mobile phone device
as a unit, in other words, a window location calculation
module 122 in a display synthesizer 120 determines,
based on parameter information of the display screen of
the mobile phone device, an amount of image data that
needs to be displayed, where the parameter information
may be size information of the display screen of the mo-
bile phone device, then captures the corresponding im-
age data from the memory (for example, a cache unit
123), and displays the corresponding image data by us-
ing the display panel 131 in the display unit 130.

[0059] The cache unit 123 stores image data corre-
sponding to content that is browsed by the user after the
user opens an application on the mobile phone device.
For example, the user opens an address book on the
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mobile phone device for the first time, and when the user
starts browsing from the first contact in the address book,
the cache unit 123 caches image data that has been
browsed by the user. For example, a picture of an image
currently displayed on the display screen of the mobile
phone device is phone numbers of the first contact to the
ninth contact. After the image is drawn by an application
process corresponding to the address book, the image
is displayed by the display synthesizer 120 by using the
display panel 131 in the display unit 130. After the picture
of the image is drawn and displayed for the first time, the
image data is cached into the cache unit 123. When the
user subsequently continues to browse contacts in the
address book, the cache unit stores theimage datadrawn
and displayed for the first time, so that when the user
needs to browse a contact that is already browsed, the
image content does not need to be drawn again, and the
display synthesizer 120 directly displays, from the cache
unit, the image data by using the display panel 131 in the
display unit 130. In this way, a quick response to a user
operation is implemented.

[0060] For example, after the user opens the address
book on the mobile phone device, the user is currently
browsing a phone number of the fourteenth contact. All
image data that is on the display screen of the mobile
phone device and that is corresponding to the 14 contacts
that have been browsed by the user are cached into the
cache unit 123 after being drawn. In this case, when the
user needs to slide upward on the display screen of the
mobile phone device, to browse a phone number of the
thirteenth contact, the application process corresponding
to the address book does not need to draw the image
data again. Instead, the window location calculation mod-
ule 122 in the display synthesizer 120 needs to calculate
a storage location of image data that is in the cache unit
123 and that is corresponding to sliding operation infor-
mation of the user, and the display synthesizer 120 needs
to display the image data corresponding to the storage
location by using the display panel 131 in the display unit
130.

[0061] For example, a picture of an image currently
displayed on the display screen of the mobile phone de-
vice is phone numbers of the second contact to the tenth
contact. When the user needs to view a phone number
of the thirteenth contact, the user slides a finger upward
on the display screen of the mobile phone device. For
example, the user slides the finger upward by 0.3 cm.
The window location calculation module 122 determines
through calculation, based on sliding operation informa-
tion of the user, that image data corresponding to the
sliding operation information of the user is stored at a
storage location corresponding to the third byte to the
twenty-second byte of a cache area, and then the display
synthesizer 120 displays the image data by using the
display panel 131 in the display unit 130.

[0062] Based on the foregoing descriptions, it should
be understood that, the image data stored in the cache
unit 123 not only includes the picture of the image cur-
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rently (for example, the first time period) displayed on the
mobile phone device, butalso includes image data stored
before (for example, the second time period) the picture
of the image that is currently displayed, and image data
stored after (for example, the second time period) the
picture of the image that is currently displayed. In other
words, an amount of the image data stored in the cache
unit 123 is far greater than that of the image currently
displayed on the display screen of the mobile phone de-
vice. The image content directly captured from the cache
unit 123 and displayed is referred to as "currently visible
image data", as shownin FIG. 3. In other words, a current
status is a state in which displaying is performed by using
the display screen of the mobile phone device. In other
words, the image content is image content currently vis-
ible to the user. A storage location of the "currently visible
image data" in the cache unit 123 varies as the sliding
operation information of the user changes. Otherinvisible
image content in the cache unit 123 is referred to as "cur-
rently invisible image data". In other words, a storage
location of this part of image content in the cache unit
123 is before or after a storage location of image data
corresponding to currently visible window content, and
this part of image content is displayed on the display
screen of the mobile phone device as the sliding opera-
tioninformation of the user changes. When there isimage
data that is newly browsed by the user, the image data
is sequentially stored into cache unit 123.

[0063] For example, for a mobile phone of a brand, a
size of a screen of the mobile phone is 5.7 inches, and
the display synthesizer 120 first determines that an
amount of image data that needs to be displayed is 20
bytes, in other words, only image data not less than 20
bytes can cover the entire screen of the mobile phone.
[0064] The user currently browses phone numbers of
the sixth contact to the fourteenth contact in the address
book. In other words, an image currently displayed on
the display screen of the mobile phone device is the
phone numbers of the sixth contact to the fourteenth con-
tact. As shown in FIG. 4, when the user needs to browse
a phone number of the fourth contact, the user needs to
slide a finger downward on the display screen of the mo-
bile phone device. For example, the user slides the finger
downward on the display screen of the mobile phone
device by 0.5 cm.

[0065] The sliding operation information is first ob-
tained by a reading module 121 in the display synthesizer
120 in the mobile phone device, and then the sliding op-
eration information of the user is obtained, from the read-
ing module 121, by the window location calculation mod-
ule 122 in the display synthesizer 120. The window lo-
cation calculation module 122 determines that the sliding
information is sliding downward by 0.5 cm, further deter-
mines through calculation, based on the sliding operation
information and with reference to the parameter informa-
tion of the display screen of the mobile phone, that a
storage location that is in the cache unit 123 and that is
of image data corresponding to the sliding operation in-
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formation is the fifth byte to the twenty-fourth byte, and
when determining, based on the storage location, that
the storage location does not exceed a maximum storage
address in the cache unit 123, finally captures graphic
data (namely, an image corresponding to the fourth con-
tact to the twelfth contact) that is in the cache unit 123
and that is corresponding to the storage location, and
displays the graphic data by using the display panel 131
in the display unit 130.

[0066] Optionally, generating an image based on the
second user operation information is forbidden.

[0067] Specifically, when determining the storage lo-
cation that is in the cache unit and that is of the image
data corresponding to the sliding operation information
of the user, and determining that the storage location
does not exceed the maximum storage address in the
cache unit 123, the window location calculation module
122 displays, by using the display panel 131 in the display
unit 130, the graphic data that is in the cache unit 123
and that is corresponding to the storage location. At the
same time, the application process corresponding to the
address book is forbidden to draw the image content cor-
responding to the sliding operation information.

[0068] Optionally, when the cache unit 123 does not
include an image corresponding to the second user op-
eration information or includes a part of an image corre-
sponding to the first user information, the image corre-
sponding to the first user information is drawn by an ap-
plication process triggered by the user, and the drawn
image is displayed by using the display panel 131 in the
display unit 130.

[0069] It should be noted that, for a case in which the
cache unit 123 does not include the image corresponding
to the second user operation information, there are main-
ly the following two reasons: An address of the storage
location calculated by the window location calculation
module exceeds the maximum storage address of the
cache unit 123; or after opening an application, the user
has not browsed corresponding content in the applica-
tion, in other words, the cache unit 123 has not stored a
displayed image browsed by the user.

[0070] For example, when the user needs to browse a
phone number of the fifteenth contact, the user slides a
finger upward on the display screen of the mobile phone
device. For example, the user slides the finger upward
onthe display screen of the mobile phone device by 1 cm.
[0071] In this case, the sliding operation information is
first obtained by the reading module 121 in the display
synthesizer 120 in the mobile phone device, and then
the sliding operation information of the user is obtained
by the window location calculation module 122 in the dis-
play synthesizer 120 from the reading module 121. The
window location calculation module 122 determines that
the sliding information is sliding downward by 1 cm, fur-
ther determines through calculation, based on the sliding
operation information and with reference to the parame-
ter information of the display screen of the mobile phone
device, that a storage location that is in the cache unit
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123 and that is ofimage data corresponding to the sliding
operation information is the tenth byte to the twenty-ninth
byte. For example, the cache unit currently caches only
image data corresponding to the first byte to the twenty-
fifth byte. In this case, image content corresponding to
the twenty-sixth byte to the twenty-ninth byte needs to
be displayed after being drawn by the application process
corresponding to the address book, and the drawn and
then displayed image data corresponding to the twenty-
sixth byte to the twenty-ninth byte needs to be stored into
the cache unit 123.

[0072] It should be understood that, the foregoing is
merely an example of description, and does not consti-
tute any limitation on this application.

[0073] The foregoing merely describes the technical
solution in this application by using an example in which
the terminal device is a mobile phone device.

[0074] The following describes the technical solution
in this application by using an example in which the ter-
minal device is a notebook computer.

[0075] When the user opens a Word document on the
notebook computer to browse an academic paper, the
user may browse content of the Word document by using
another input device 112 of an input unit 110 of the note-
book computer (for example, scroling a computer
mouse).

[0076] For example, the user currently browses text
content of the first row to the twentieth row of the aca-
demic literature. When the user needs to browse content
of the twentieth row to the fortieth row of the academic
literature, the user needs to scroll the mouse of the note-
book computer, or drag a progress bar of the Word doc-
ument downward, to enable currently displayed content
of the Word document to include the content of the twen-
tieth row to the fortieth row of the academic literature.
[0077] The cache unit 123 in the notebook computer
caches image data corresponding to literature content
browsed by the user, so that when the user needs to
browse again the literature content that is previously
browsed, an application process corresponding to the
Word document does not need to draw the image content
again. Instead, the display synthesizer 120 directly dis-
plays, from the cache unit 123, the cached image data
by using the display panel 131 in the display unit 130.
[0078] Forexample, the maximum storage address for
caching in the cache unit 123 is the fiftieth byte, in other
words, the first byte to the fiftieth byte in the cache unit
123 all store a picture of an image of literature content in
browse history of the user.

[0079] For example, the user drags the progress bar
of the Word document downward by 2 cm. The user op-
eration information is first obtained by the reading module
121 in the display synthesizer 120 in the notebook com-
puter, and then the sliding operation information of the
user is obtained by the window location calculation mod-
ule 122 in the display synthesizer 120 from the reading
module 121. The window location calculation module 122
determines that the user operation information is that the
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progress bar is moved downward by 2 cm, further deter-
mines through calculation, based on the sliding operation
information and with reference to the parameter informa-
tion of the display screen of the notebook computer, that
a storage location that is in the cache unit 123 and that
is of image data corresponding to the user operation in-
formation is the fortieth byte to the sixtieth byte. The
cache unit currently caches only image data correspond-
ing to the first byte to the fiftieth byte. Therefore, in this
case, image content corresponding to the fifty-first byte
to the sixtieth byte needs to be displayed after being
drawn by the application process corresponding to the
Word document, and the drawn and then displayed im-
age data corresponding to the fifty-first byte to the sixtieth
byte needs to be stored into the cache unit 123.

[0080] When the cache unit 123 does not include im-
age data of a to-be-displayed image or include a part of
image data of a to-be-displayed image, an image that
does not exist in the cache unit 123 needs to be drawn
by using an application process opened by the user, and
the drawn and displayed image is cached, in other words,
the drawn and displayed image is sequentially stored into
the cache unit additionally. In addition, the window loca-
tion calculation module 122 determines a correspond-
ence between image data stored in the cache unit 123
and user operation information. For example, when the
user operation information is that the progress bar of the
notebook computeris slid downward by 3 cm, the window
location calculation module may determine, based on the
user operation information, that image data correspond-
ing to the user operation information is image data stored
in the twentieth byte to the thirtieth byte in the cache unit
123.

[0081] It should be understood that, the user operation
information listed in the foregoing is merely an example
of description, and the present invention is not limited
thereto. For example, the user operation information may
further be pressing a button on the terminal device or
slanting the terminal device by an angle relative to a hor-
izontal surface. The present invention does not have any
limitation on this.

[0082] According to the image display method in this
application, the image displayed for the first time is
cached, so that when the same user operation informa-
tion triggers the image to be displayed again, the terminal
device may directly capture, from the cache unit, the im-
age that needs to be displayed, and does not need to
draw the image before displaying the image. In this way,
the quick response of the image display within the cor-
responding window may be implemented, thereby im-
proving user experience.

[0083] In the foregoing, the image display method ac-
cording to this application is described in detail with ref-
erence to FIG. 1 to FIG. 4. The following describes an
image display apparatus according to this application in
detail with reference to FIG. 5.

[0084] FIG.5isaschematicblock diagram of animage
display apparatus 300 according to this application. As
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shown in FIG. 5, the apparatus 300 includes a processing
unit 310 and a display unit 320.

[0085] The processing unit 310 is configured to gen-
erate and display a first image based on first user oper-
ation information.

[0086] The processing unit 310 is further configured to
store the firstimage into the memory.

[0087] The processing unit 310 is further configured
to: when detecting second user operation information,
determine, in the memory and based on the second user
operation information, the first image corresponding to
the second user operation information, where both the
first user operation information and the second user op-
eration information are used for displaying the firstimage.
[0088] The display unit 320 is configured to display the
first image.

[0089] Optionally, the processing unit 310 is further
configured to:

the determining, in the memory and based on the second
user operation information, the firstimage corresponding
to the second user operation information includes: deter-
mining a first estimated storage location based on the
second user operation information; and determining the
first image in the memory based on the second user op-
eration information when the first estimated storage lo-
cation is within a storage location range of the memory.
[0090] Optionally, the memory includes an image
browsed by a user within a first time period and an image
browsed by the user within a second time period, and
the second time period is prior to the first time period.
[0091] Optionally, an image corresponding to the first
time period is an image currently being browsed by the
user.

[0092] Optionally, the processing unit 310 is further
configured to:

forbid generating an image based on the second user
operation information.

[0093] Optionally, the user operation information in-
cludes sliding direction information of a sliding operation
and sliding distance information of the sliding operation.
[0094] The image display apparatus 300 according to
this application may correspond to an implementation
body for the image display method 200 according to this
application, and the units in the image display apparatus
300 and the foregoing other operations and/or functions
are respectively intended to implement the correspond-
ing procedures of the method 200 in FIG. 2. For brevity,
details are not described herein.

[0095] According totheimage display apparatus in this
application, the image displayed for the first time is
cached, so that when the same user operation informa-
tion triggers the image to be displayed again, the terminal
device may directly capture, from the cache unit, the im-
age that needs to be displayed, and does not need to
draw the image before displaying the image. In this way,
aquick response of image display within a corresponding
window may be implemented, thereby improving user
experience.
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[0096] In the foregoing, the image display method ac-
cording to this application is described in detail with ref-
erence to FIG. 1 to FIG. 4. The following describes an
image display device according to this application in de-
tail with reference to FIG. 6.

[0097] FIG.6isaschematicblock diagram of aterminal
device 400 according to this application. As shown in
FIG. 6, the terminal device 400 includes a processor 410,
a display 420, and a memory 430.

[0098] The memory 430 is configured to store an in-
struction. The processor 410 is configured to execute the
instruction stored in the memory 430, to control the dis-
play 420 to display an image.

[0099] Thememory430 mayinclude a volatile memory
(volatile memory), for example, a random access mem-
ory (random-access memory, RAM). The memory may
alternatively include a non-volatile memory (non-volatile
memory), for example, a flash memory (flash memory),
a hard disk drive (hard disk drive, HDD), or a solid-state
drive (solid-state drive, SSD). The memory 430 may al-
ternatively include a combination of the foregoing types
of memories.

[0100] The processor410 may be a central processing
unit (central processing unit, CPU), a network processor
(network processor, NP), or a combination of a CPU and
an NP. The processor 410 may further include a hard-
ware chip. The hardware chip may be an application-
specific integrated circuit (application-specific integrated
circuit, ASIC), a programmable logic device (program-
mable logic device, PLD), or a combination thereof. The
PLD may be a complex programmable logic device (com-
plex programmable logic device, CPLD), afield-program-
mable logic gate array (field-programmable gate array,
FPGA), a generic array logic (generic array logic, GAL),
or any combination thereof.

[0101] The processor 410 is configured to generate
and display a first image based on first user operation
information.

[0102] The processor 410 is further configured to store
the first image into the memory.

[0103] The processor 410 is further configured to:
when detecting second user operation information, de-
termine, in the memory and based on the second user
operation information, the first image corresponding to
the second user operation information, where both the
first user operation information and the second user op-
eration information are used for displaying the firstimage.

[0104] Thedisplay 420 is configured to display the first
image.

[0105] Optionally, the processor 410 is further config-
ured to:

the determining, in the memory and based on the second
user operation information, the firstimage corresponding
to the second user operation information includes: deter-
mining a first estimated storage location based on the
second user operation information; and determining the
first image in the memory based on the second user op-
eration information when the first estimated storage lo-
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cation is within a storage location range of the memory.
[0106] Optionally, the memory includes an image
browsed by a user within a first time period and an image
browsed by the user within a second time period, and
the second time period is prior to the first time period.
[0107] Optionally, an image corresponding to the first
time period is an image currently being browsed by the
user.
[0108]
ured to:
forbid generating an image based on the second user
operation information.

[0109] Optionally, the user operation information in-
cludes sliding direction information of a sliding operation
and sliding distance information of the sliding operation.
[0110] The terminal device 400 according to this ap-
plication may correspond to an implementation body for
the image display method 200 according to this applica-
tion, and the units in the terminal device 400 and the
foregoing other operations and/or functions are respec-
tively intended to implement the corresponding proce-
dures of the method 200 in FIG. 2. For brevity, details
are not described herein.

[0111] According to the image display terminal device
in this application, the image displayed for the first time
is cached, so that when the same user operation infor-
mation triggers the image to be displayed again, the ter-
minal device may directly capture, from the cache unit,
the image that needs to be displayed, and does not need
to draw the image before displaying the image. In this
way, a quick response of image display within a corre-
sponding window may be implemented, thereby improv-
ing user experience.

[0112] Itshould be understood that sequence numbers
of the foregoing processes do not mean execution se-
quences in various embodiments of this application. The
execution sequences of the processes should be deter-
mined according to functions and internal logic of the
processes, and should not be construed as any limitation
on the implementation processes of this application.
[0113] Apersonofordinary skillinthe art may be aware
that, in combination with the examples described in the
embodiments disclosed in this specification, units and
algorithm steps may be implemented by electronic hard-
ware or a combination of computer software and elec-
tronic hardware. Whether the functions are performed by
hardware or software depends on particular applications
and design constraint conditions of the technical solu-
tions. A person skilled in the art may use different meth-
ods to implement the described functions for each par-
ticular application, but it should not be considered that
the implementation goes beyond the scope of this appli-
cation.

[0114] Itmay be clearly understood by a person skilled
in the art that, for the purpose of convenient and brief
description, for a detailed working process of the forego-
ing system, apparatus, and unit, reference may be made
to a corresponding process in the foregoing method em-

Optionally, the processor 410 is further config-
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bodiments, and details are not described herein again.
[0115] Inthe several embodiments provided in this ap-
plication, it should be understood that the disclosed sys-
tem, apparatus, and method may be implemented in oth-
er manners. For example, the described apparatus em-
bodiment is merely an example. For example, the unit
division is merely logical function division and may be
other division in actual implementation. For example, a
plurality of units or components may be combined or in-
tegrated into another system, or some features may be
ignored or not performed. In addition, the displayed or
discussed mutual couplings or direct couplings or com-
munication connections may be implemented by using
some interfaces. The indirect couplings or communica-
tion connections between the apparatuses or units may
beimplementedin electronic, mechanical, or otherforms.
[0116] The units described as separate parts may or
may not be physically separate, and parts displayed as
units may or may not be physical units, may be located
in one position, or may be distributed on a plurality of
network units. Some or all of the units may be selected
based on actual requirements to achieve the objectives
of the solutions of the embodiments.

[0117] In addition, functional units in the embodiments
of this application may be integrated into one processing
unit, or each of the units may exist alone physically, or
two or more units are integrated into one unit.

[0118] When the functions areimplemented in the form
of a software functional unit and sold or used as an in-
dependent product, the functions may be stored in a com-
puter-readable storage medium. Based on such an un-
derstanding, the technical solutions of this application
essentially, or the part contributing to the prior art, or
some of the technical solutions may be implemented in
a form of a software product. The software product is
stored in a storage medium, and includes several instruc-
tions for instructing a computer device (which may be a
personal computer, a server, or a network device) to per-
form all or some of the steps of the methods described
in the embodiments of this application. The foregoing
storage medium includes: any medium thatcan store pro-
gram code, such as a USB flash drive, a removable hard
disk, a read-only memory (Read-Only Memory, ROM), a
random access memory (Random Access Memory,
RAM), a magnetic disk, or an optical disc.

[0119] The foregoing descriptions are merely specific
implementations of this application, but are not intended
to limit the protection scope of this application. Any var-
iation or replacement readily figured out by a person
skilled in the art within the technical scope disclosed in
this application shall fall within the protection scope of
this application. Therefore, the protection scope of this
application shall be subject to the protection scope of the
claims.
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Claims

1. Animage display method, wherein the method com-
prises:

generating and displaying a first image based
on first user operation information;

storing the first image into a memory;

when detecting second user operation informa-
tion, determining, in the memory and based on
the second user operation information, the first
image corresponding to the second user oper-
ation information, wherein both the first user op-
eration information and the second user opera-
tion information are used for displaying the first
image; and

displaying the first image.

2. The method according to claim 1, wherein the deter-
mining, in the memory and based on the second user
operation information, the firstimage corresponding
to the second user operation information comprises:

determining a first estimated storage location
based onthe second user operationinformation;
and

determining the firstimage in the memory based
on the second user operation information when
the first estimated storage location is within a
storage location range of the memory.

3. The method according to claim 1 or 2, wherein the
memory comprises an image browsed by a user
within a first time period and an image browsed by
the user within a second time period, and the second
time period is prior to the first time period.

4. The method according to claim 3, wherein an image
corresponding to the first time period is an image
currently being browsed by the user.

5. The method according to any one of claims 1 to 4,
wherein the method further comprises:
forbidding generating animage based on the second
user operation information.

6. The method according to any one of claims 1 to 5,
wherein the user operation information comprises
sliding direction information of a sliding operation
and sliding distance information of the sliding oper-
ation.

7. Animage display apparatus, wherein the apparatus
comprises:

a processing unit, configured to generate and
display a first image based on first user opera-
tion information, wherein
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the processing unit is further configured to:

store the first image into a memory; and
the processing unit is further configured to:

when detecting second user operation
information, determine, in the memory
and based on the second user opera-
tion information, the first image corre-
sponding to the second user operation
information, wherein both the first user
operation information and the second
user operation information are used for
displaying the first image; and

a display unit, configured to display the
first image.

The apparatus according to claim 7, wherein the
processing unit is further configured to:

determine a first estimated storage location
based onthe second user operationinformation;
and

the processing unit is further configured to:
determine the first image in the memory based
on the second user operation information when
the first estimated storage location is within a
storage location range of the memory.

The apparatus according to claim 7 or 8, wherein the
memory comprises an image browsed by a user
within a first time period and an image browsed by
the user within a second time period, and the second
time period is prior to the first time period.

The apparatus according to claim 9, wherein an im-
age corresponding to the firsttime period is animage
currently being browsed by the user.

The apparatus according to any one of claims 7 to
10, wherein the processing unit is further configured
to:

forbid generating an image based on the second us-
er operation information.

The apparatus according to any one of claims 7 to
11, wherein the user operation information compris-
es sliding direction information of a sliding operation
and sliding distance information of the sliding oper-
ation.

An image display terminal device, comprising: a
memory, a processor, and a display, wherein

the memory is configured to store an instruction;
the processor is configured to invoke the instruction
in the memory to perform the following step:

generating and displaying, by the processor, a
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15.

16.

17.

18.
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first image based on first user operation infor-
mation;

the processor is further configured to store the
first image into the memory;

the processor is further configured to: when de-
tecting second user operation information, de-
termine, inthe memory and based on the second
user operation information, the first image cor-
responding to the second user operation infor-
mation, wherein both the first user operation in-
formation and the second user operation infor-
mation are used for displaying the first image;
and

the display is configured to display the first im-
age.

The terminal device according to claim 13, wherein
the processor is further configured to:

determine a first estimated storage location
based onthe second user operationinformation;
and

the processor is further configured to:
determine the first image in the memory based
on the second user operation information when
the first estimated storage location is within a
storage location range of the memory.

The terminal device according to claim 13 or 14,
wherein the memory comprises an image browsed
by a user within a first time period and an image
browsed by the user within a second time period,
and the second time period is prior to the first time
period.

The terminal device according to claim 15, wherein
an image corresponding to the first time period is an
image currently being browsed by the user.

The terminal device according to any one of claims
13 to 16, wherein the processor is further configured
to:

forbid generating an image based on the second us-
er operation information.

The terminal device according to any one of claims
13 to 17, wherein the user operation information
comprises sliding direction information of a sliding
operation and sliding distance information of the slid-
ing operation.
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