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COMPONENT PUBLISHING METHOD, COMPONENT BUILDING METHOD BASED ON

GRAPHICAL MACHINE LEARNING ALGORITHM PLATFORM, AND GRAPHICAL MACHINE

LEARNING ALGORITHM PLATFORM

(57) A component release method, a graphic ma-
chine learning algorithm platform-based component
building method, and a graphic machine learning algo-
rithm platform are provided. The graphic machine learn-
ing algorithm platform can release or build a functional
model as a new component. Therefore, when a user
needs to use a certain function repeatedly, the new com-
ponent can be directly used without the need of repeat-
edly building a functional model, thus facilitating use by
the user.
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Description

[0001] This application claims the priority of Chinese
Patent Application No. 201710011143.6, filed on Janu-
ary 6, 2017 and entited "COMPONENT RELEASE
METHOD, GRAPHIC MACHINE LEARNING ALGO-
RITHM PLATFORM-BASED COMPONENT BUILDING
METHOD, AND GRAPHIC MACHINE LEARNING AL-
GORITHM PLATFORM?", which is incorporated herein
by reference in its entirety.

Technical Field

[0002] This application relates to the field of electronic
information, and in particular, to a component release
method, a graphic machine learning algorithm platform-
based component building method, and a graphic ma-
chine learning algorithm platform.

Background

[0003] A graphic machine learning algorithm platform
is a user interaction platform and can provide a modeling
function to users. Components are basic units of the
graphic machine learning algorithm platform. A user or-
ganizes components into an ordered process to establish
a model having a certain function. For example, FIG. 1
shows a model established by a user and having a func-
tion of analyzing user churn data, wherein an elliptical
icon represents a component, and the name of the ellip-
tical icon, such as "splitting-1" and "random forest", rep-
resents the algorithm run by the component. The user
can establish a model for analyzing user churn data by
connecting these components into an ordered process
using arrows.

[0004] However, if the user needs to use the function
again, he/she further needs to re-establish the functional
model.

Summary of the Invention

[0005] During research, the applicant found that if an
established functional model can be released or built as
a new component in a graphic machine learning algo-
rithm platform, then when the function is needed again,
the new component can be directly selected without the
need of establishing the functional model repeatedly.
[0006] A component release method, a graphic ma-
chine learning algorithm platform-based component
building method, and a graphic machine learning algo-
rithm platform are provided in this application, and they
aim to solve the problem of how to release or build a new
component in a graphic machine learning algorithm plat-
form.

[0007] In orderto achieve the above objective, this ap-
plication provides the following technical solutions.
[0008] A component release method, comprising:
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after receiving an instruction to release a functional
model as a new component, determining an input
end and output end of the new component according
to the connection relationship of components in the
functional model;

determining unique identifiers of mandatory param-
eters of the components in the functional model,
wherein the unique identifiers are used for the new
component to identify values of the mandatory pa-
rameters during running; and

releasing the functional model as the new compo-
nent.

[0009] Optionally, determining unique identifiers of
mandatory parameters of the components in the func-
tional model includes:

after receiving an instruction to select a component
in the functional model, displaying a visual interface
of the component; and

receiving a unique identifier of a mandatory param-
eter of the component through the visual interface.

[0010] Optionally, the visual interface includes:

a configuration interface of a mandatory parameter con-
figuration control of the component, wherein the manda-
tory parameter configuration control is used for receiving
a configuration instruction for the mandatory parameter
during the running of the new component.

[0011] Optionally, the visual interface further includes:
a configuration interface of an optional parameter con-
figuration control, wherein the optional parameter con-
figuration control is used for receiving a configuration in-
struction for the optional parameter during the running of
the new component.

[0012] Optionally, releasing the functional model as
the new component includes:

inputting test data to the new componentand running
the new component;

inputting the test data to the functional model and
running the functional model; and

if data output by the new component after running is
the same as data output by the functional model after
running, then releasing the functional model as the
new component.

[0013] A graphic machine learning platform-based
component creation method, comprising:

after receiving a new component creation instruction, a
graphic machine learning platform creating a new com-
ponent according to an established functional model,
wherein a mandatory parameter of each component in
the new component has a unique identifier, and the
unique identifier is used for the new component to identify
the value of the mandatory parameter during running.
[0014] Optionally, creating a new component accord-
ing to an established functional model includes:
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determining unique identifiers of mandatory parameters
of components in the functional model, and determining
an input end and output end of the new component ac-
cording to the connection relationship of the components
in the functional model, so as to create the new compo-
nent.

[0015] A graphic machine learning algorithm platform,
comprising:

an input and output determination module for deter-
mining, after receiving an instruction to release a
functional model as a new component, an input end
and output end of the new component according to
the connection relationship of components in the
functional model;

an identifier determination module for determining
unique identifiers of mandatory parameters of the
components in the functional model, wherein the
unique identifiers are used for the new component
to identify values of the mandatory parameters dur-
ing running; and

a release module for releasing the functional model
as the new component.

[0016] Optionally, the identifier determination module
being used for determining unique identifiers of manda-
tory parameters of the components in the functional mod-
el includes:

the identifier determination module being specifically
used for displaying, after receiving an instruction to select
a component in the functional model, a visual interface
of the component; and receiving the unique identifier of
the mandatory parameter of the component through the
visual interface.

[0017] Optionally, the identifier determination module
being used for displaying a visual interface of the com-
ponent includes:

the identifier determination module being specifically
used for displaying a configuration interface of a manda-
tory parameter configuration control of the component,
wherein the mandatory parameter configuration control
is used for receiving a configuration instruction for the
mandatory parameter during the running of the new com-
ponent.

[0018] Optionally, the visual interface further includes:
a configuration interface of an optional parameter con-
figuration control, wherein the optional parameter con-
figuration control is used for receiving a configuration in-
struction for the optional parameter during the running of
the new component.

[0019] Optionally, the release module being used for
releasing the functional model as the new component
includes:

the release module being specifically used for inputting
test data to the new component and running the new
component, inputting the test data to the functional model
and run the functional model, and if data output by the
new component after running is the same as data output
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by the functional model after running, then releasing the
functional model as the new component.

[0020] A graphic machine learning algorithm platform,
comprising:

acomponent creation module for creating, after receiving
a new component creation instruction, a new component
according to an established functional model, wherein a
mandatory parameter of each component in the new
component has a unique identifier, and the unique iden-
tifier is used for the new component to identify the value
of the mandatory parameter during running.

[0021] Optionally, the component creation module be-
ing used for creating a new component according to an
established functional model includes:

the component creation module being specifically used
for determining unique identifiers of mandatory parame-
ters of components in the functional model, and deter-
mining an input end and output end of the new component
according to the connection relationship of the compo-
nents in the functional mode, so as to create the new
component.

[0022] According to the methods and the graphic ma-
chine learning algorithm platforms described in this ap-
plication, by releasing or building a functional model as
new component, when a user needs to use a certain func-
tion repeatedly, the new component can be used directly
without the need of establishing the functional model re-
peatedly, thereby facilitating use by the user.

Brief Description of the Drawings

[0023] Inordertoillustrate the embodiments of this ap-
plication or the technical solutions in the prior art more
clearly, the accompanying drawings used in descriptions
of the embodiments or the prior art will be briefly de-
scribed below. It is apparent that the accompanying
drawings in the following description are merely some
embodiments of this application, and for those skilled in
the art, other accompanying drawings can be further ob-
tained according to the accompanying drawings without
creative efforts.

FIG. 1 is a schematic diagram of a model built by a
user and having a function of analyzing user churn
data;

FIG. 2is a flowchart of a component release method
disclosed in an embodiment of this application;
FIG. 3 is a schematic diagram of a graphic machine
learning algorithm platform receiving an instruction
to release a functional model as a new component
disclosed in an embodiment of this application;
FIG. 4 is a schematic diagram of comparison be-
tween a configuration process and running process
of a super component disclosed in an embodiment
of this application;

FIG. 5 is a schematic diagram of a visual interface
of a basic component disclosed in an embodiment
of this application;
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FIG. 6 is a schematic diagram of a configuration in-
terface of a mandatory parameter configuration con-
trol disclosed in an embodiment of this application;
FIG. 7 is an exemplary flowchart of a component
release method disclosed in an embodiment of this
application;

FIG. 8 is a schematic diagram of using a super com-
ponent disclosed in an embodiment of this applica-
tion; and

FIG. 9is a schematic structural diagram of a graphic
machine learning algorithm platform disclosed in an
embodiment of this application.

Detailed Description

[0024] The componentrelease or building method pro-
vided by this application can be applied to a graphic ma-
chine learning algorithm platform, and aims to release or
build a functional model built by original components of
the graphic machine learning algorithm platform as a new
component. For the sake of distinction, in the embodi-
ments of this application, the original components of the
graphic machine learning algorithm platform are referred
to as basic components, and the new component that is
released or built by the basic components is referred to
as a super component. A basic component can be acom-
ponent implementing a single algorithm, and can also be
a component that is composed of multiple components
each implementing a single algorithm.

[0025] The technical solutions in the embodiments of
this application will be described clearly and completely
in the following with reference to the accompanying draw-
ings in the embodiments of this application. It is apparent
that the described embodiments are only some of rather
than all the embodiments of his application. Based on
the embodiments of this application, all other embodi-
ments obtained by those skilled in the art without creative
efforts fall within the protection scope of this application.
[0026] FIG. 2 shows a component release method dis-
closed in an embodiment of this application, including
the following steps:

S201, a graphic machine learning algorithm platform ob-
tains, based on a user’s operationinstruction, afunctional
model to be built as a super component.

[0027] For the specific implementation of S201, refer-
ence can be made to the prior art; further details will not
be given here.

[0028] S202, the graphic machine learning algorithm
platform receives an instruction to release the functional
model as a new component.

[0029] For example, FIG. 3 shows a process that has
been established by a user in a graphic machine learning
algorithm platform, in which the selected part is a func-
tional model to be built as a super component. The user
canright click on the functional model and select "Merge"
in a pop-up menu, then the graphic machine learning
algorithm platform determines that an instruction to re-
lease the functional model of the selected part as a new
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component is being received.

[0030] Further, as shown in FIG. 3, the graphic ma-
chine learning algorithm platform can also receive a
name entered by the user for the super component. For
example, after the user selects "Merge", the graphic ma-
chine learning algorithm platform pops up a dialog box
and receives the name "Logistic Regression & Random
Forest Evaluation" entered by the user in the dialog box.
[0031] S203, the graphic machine learning algorithm
platform determines an input end and output end of the
super component according to the connection relation-
ship of components in the functional model.

[0032] Specifically, the connection relationship is a
connection relationship indicated by arrows in the func-
tional model, and the graphic machine learning algorithm
platform uses a connection end of the functional model
to an upstream component as the input end of the super
component, and aconnection end of the functional model
to a downstream component as the output end of the
super component.

[0033] Continuing with the above example, in FIG. 3,
the connection end of the functional model to the up-
stream component is a port pointed to by an arrow of
component "missing value filling-1", and the graphic ma-
chine learning algorithm platform uses the port as the
input end of the super component. The connection ends
of the functional model to the downstream components
are ports of the connecting arrows of component "binary
classification evaluation-1" and component "binary clas-
sification evaluation-2", respectively, and the graphic ma-
chine learning algorithm platform uses the two ports as
the output ends of the super component.

[0034] It should be noted that, when the functional
model has multiple ports connected to upstream compo-
nents, the multiple ports connected to the upstream com-
ponents are all used as input ends of the super compo-
nent. When the functional model has multiple ports con-
nected to downstream components, the multiple ports
connected to the downstream components are all used
as output ends of the super component.

[0035] S204, the graphic machine learning algorithm
platform determines unique identifiers of mandatory pa-
rameters of the components in the functional model.
[0036] The unique identifiers are used for the new com-
ponent to identify values of the mandatory parameters
during running.

[0037] Specifically, after receiving an instruction to se-
lect a component in the functional model, the graphic
machine learning algorithm platform displays a visual in-
terface of the component, and receives a unique identifier
of a mandatory parameter of the component through the
visual interface. For example, as shown in the configu-
ration process in FIG. 4, after receiving an instruction of
the user double-clicking component "random forest" in
the functional model, the graphic machine learning algo-
rithm platform pops up a visual interface of the compo-
nent "random forest", and the user can enter a unique
identifier of a mandatory parameter of the component
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"random forest" on the visual interface.

[0038] Further, as shown in FIG. 5, a visual interface
ofthe basic componentincludes a configuration interface
of a mandatory parameter configuration control and a
configuration interface of an optional parameter config-
uration control (a configuration interface of an optional
parameter configuration control is not shown in FIG. 4).
The mandatory parameter configuration control is used
for receiving a configuration instruction for a mandatory
parameter during the running of the super component.
The optional parameter configuration control is used for
receiving a configuration instruction for an optional pa-
rameter during the running of the super component. As
shown in FIG. 4, during the running of the super compo-
nent, the user configures the mandatory parameters
through the mandatory parameter configuration control,
for example, entering values of the mandatory parame-
ters. The configuration interface of the mandatory param-
eter configuration controlin FIG. 4 is used for configuring
the mandatory parameter configuration control. Howev-
er, in existing graphic machine learning algorithm plat-
forms, parameter configuration controls are all automat-
ically set by a system and cannot be configured by the
user.

[0039] As shown in FIG. 6, the configuration interface
of the mandatory parameter configuration control in-
cludes at least a unique identifier configuration item. The
unique identifier configuration item is used for receiving
an identifier set by the user for the mandatory parameter.
The user can input, through the identifier configuration
item, the identifier set for the mandatory parameter, and
the graphic machine learning algorithm platform uses da-
ta (including received or internally transmitted), identified
by the super component as having the identifier, as the
value of the mandatory parameter. In other words, as
long as data with the identifier is identified during the
running of the super component, the graphic machine
learning algorithm platform uses the data as the value of
the mandatory parameter. The data is used as the value
of the mandatory parameter no matter which basic com-
ponent in the super component identifies this data. In
addition to the unique identifier configuration item, the
configuration interface of the mandatory parameter con-
figuration control may further include, but is not limited
to, a control type configuration item, a control name con-
figuration item, and a control prompt (including a prompt
and a long prompt) text configuration item.

[0040] Forexample, FIG. 6 shows configuration items
of a mandatory parameter "training feature column", in-
cluding:

Control type: in FIG. 6, the user selects the control
type to be "multi-field selection control (all fields are
inherited downstream)" by drop-down option selec-
tion.

Unique identifier: in FIG. 6, the user enters "$FEA-
TURE" as the unique identifier of the "training feature
column" parameter.
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Control name: in FIG. 6, the user enters "training
feature column" as the name of the control.
Prompt text: in FIG. 6, the user enters "mandatory”
as the prompt text for the control.

Long prompt text: in FIG. 6, the long prompt text is
empty.

[0041] The configuration interface of the optional pa-
rameter configuration control includes the name of the
optional parameter and a default value set by the graphic
machine learning algorithm platform for the parameter.
For example, "concurrent computation amount” in FIG.
5 is the name of an optional parameter, and the default
value of the parameter is 100. The user can accept the
default value and can also modify the default value in a
parameter bar.

[0042] In S205, test data is input to the super compo-
nent after completion of configuration, and the same test
data is input to the functional model corresponding to the
super component (i.e., the functional model that builds
the super component). If the output result of the super
component is the same as the output result of the func-
tional model, S206 is performed; otherwise, at least one
of S203 and S204 is performed.

[0043] S206, the super component is released.
[0044] InFIG. 2, the order of S202~S204 can be inter-
changed, and S205 is an optional step.

[0045] The process shown in FIG. 2 is exemplified in
the following.
[0046] As showninFIG. 7, a user drags basic compo-

nents onto a canvas on a graphic machine learning al-
gorithm platform and uses arrows to form the basic com-
ponents into a process. The user selects a part from the
process, and the user can also right click, select "Merge"
in a pop-up menu, merge the selected components to
form a modeling process subset, and enter the name
"Logistic Regression & Random Forest Evaluation".
[0047] The graphic machine learning algorithm plat-
form uses the port of starting basic component "missing
value filling-1" of the modeling process subset, connect-
ing to an upstream component, as the input end of the
super component "Logistic Regression & Random Forest
Evaluation", and uses the ports of end basic components
"binary classification evaluation-1" and " binary classifi-
cation evaluation-2" of the modeling process subset, con-
necting to downstream components, as output ends of
the super component "Logistic Regression & Random
Forest Evaluation".

[0048] The user clicks on basic component "random
forest" in the modeling process subset, and the graphic
machine learning algorithm platform pops up the visual
interface shown in FIG. 5 in response to the user’s click
command.

[0049] The user completes configuration of the param-
eter configuration controls on the visual interface.
[0050] The graphic machine learning algorithm plat-
form receives parameters input by the user for the super
component of which the configuration has been complet-
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ed, runs the super component, and obtains output data
of the super component.

[0051] The graphic machine learning algorithm plat-
form receives parameters input by the user for the mod-
eling process subset, runs the modeling process subset,
and obtains output data of the modeling process subset.
[0052] If the output data of the super component is the
same as the output data of the modeling process subset,
the graphic machine learning algorithm platform releases
the super component.

[0053] At this point, the graphic machine learning al-
gorithm platform has released a new super component.
If users require the function of the modeling process sub-
set, they can use the super component directly without
the need of building the modeling process subset again.
[0054] The super componentis used in the same way
as a basic component. FIG. 8 shows a process of using
the super component: the user drags the super compo-
nent "Logistic Regression & Random Forest Evaluation"
onto the canvas in the graphic machine learning algo-
rithm platform and builds a process with other basic com-
ponents and/or super components.

[0055] If the user clicks the "Logistic Regression &
Random Forest Evaluation" super component, as shown
in FIG. 4, the graphic machine learning algorithm platform
pops up a parameter configuration control, such as the
"training feature column configuration control." The user
selects a field in the "training feature column configura-
tion control" to enter data as a training feature column.
After the user configures the data of each parameter,
during the running of the super component, the data is
input from the input end and transmitted. The data in-
cludes values of mandatory parameters of each compo-
nentin the super component, and each component iden-
tifies, from these pieces of data, which data it requires,
wherein the basis of identification is the unique identifiers
set for the mandatory parameters during release of the
component.

[0056] Inaddition, during the running of the super com-
ponent, the graphic machine learning algorithm platform
establishes a temporary Mysq|l table according to the di-
rections of the arrows in the super component, for re-
cording the input component and output component of
each basic component, so as to transmit to each basic
component information for its own input component and
output component. The content of the temporary Mysq|
table includes four elements of the component: input, out-
put, field settings, and parameter settings. When the
component pointed to by the arrow is run, the four ele-
ments will be extracted from the Mysq|l table. After the
super component finishes running, the graphic machine
learning algorithm platform clears the Mysq|l table.
[0057] As can be seen from the above description, in
the componentrelease process shownin FIG. 2, aunique
identifier is set for the mandatory parameter of the basic
component by configuring the parameter configuration
control of the basic component in the functional model,
so that the mandatory parameter has the character of a
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"global parameter". That is, during the running of the su-
per component, a basic component in the super compo-
nent can identify which data is a value of a mandatory
parameter needed by itself. Therefore, the super com-
ponent released in FIG. 2 can be used repeatedly, which
facilitates use by the user.

[0058] A graphic machine learning platform-based
component creation method is further disclosed in the
embodiments of this application, including the following
steps:

After receiving a new component creation instruction, a
graphic machine learning platform creates a new com-
ponent according to an established functional model. A
mandatory parameter of each component in the new
component has a unique identifier, and the unique iden-
tifier is used for the new component to identify the value
of the mandatory parameter during running.

[0059] In this embodiment, the specific manner of cre-
ating a new component according to an established func-
tional model is: determining unique identifiers of manda-
tory parameters of components in the functional model,
and determining an input and output end of the new com-
ponent according to the connection relationship of the
components in the functional model, so as to create the
new component. Forthe specificimplementation process
of each step, reference can be made to FIG. 2.

[0060] Afterthe new componentis created, the graphic
machine learning platform can release the new compo-
nent according to a user’s instruction.

[0061] It can be seen that in this embodiment, the
graphic machine learning platform has the function of
creating a new component.

[0062] FIG. 9 shows a graphic machine learning algo-
rithm platform disclosed in an embodiment of this appli-
cation, including: an input and output determination mod-
ule, an identifier determination module, and a release
module.

[0063] The input and output determination module is
used for determining, after receiving an instruction to re-
lease a functional model as a new component, an input
end and output end of the new component according to
the connection relationship of components in the func-
tional model. The identifier determination module is used
for determining unique identifiers of mandatory parame-
ters of the components in the functional model, wherein
the unique identifiers are used for the new component to
identify values of the mandatory parameters during run-
ning. The release module is used for releasing the func-
tional model as the new component.

[0064] For the specific function implementation proc-
ess of each module, reference can be made to FIG. 2;
further details will not be given here.

[0065] The graphic machine learning algorithm plat-
form described in this embodiment has the function of
releasing a functional model as a new component, and
thus can facilitate use by the user.

[0066] A graphic machine learning algorithm platform
is further disclosed in the embodiments of this applica-
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tion, including a component creation module used for cre-
ating, after receiving a new component creation instruc-
tion, a new component according to an established func-
tional model, wherein a mandatory parameter of each
componentinthe new component has a unique identifier,
and the unique identifier is used for the new component
to identify the value of the mandatory parameter during
running. The specific implementation manner of creating
a new component according to an established functional
modelis: determining unique identifiers of mandatory pa-
rameters of the components in the functional model, and
determining an input end and output end of the new com-
ponent according to the connection relationship of the
components in the functional model, so as to create the
new component.

[0067] Itcanbe seenthatthe graphic machine learning
algorithm platform described in this embodiment has the
function of creating a new component.

[0068] Ifimplemented in the form of software functional
units and sold or used as separate products, the functions
described in the methods of the embodiments of this ap-
plication may be stored in a computing device-readable
storage medium. Based on such understanding, the por-
tion of the embodiments of this application that contrib-
utes to the prior art or the technical solution portion may
be embodied in the form of a software product. The soft-
ware product is stored in a storage medium and includes
several instructions for enabling a computing device
(which may be a personal computer, a server, a mobile
computing device, or a network device, etc.) to perform
all or some of the steps of the methods described in var-
ious embodiments of this application. The foregoing stor-
age medium includes: a USB flash disk, a mobile hard
disk, a Read-Only Memory (ROM), a Random Access
Memory (RAM), a magnetic disk, an optical disc, or other
various media that can store program codes.

[0069] The various embodiments in the specification
are described in a progressive manner, each embodi-
ment focuses on differences from other embodiments,
and identical or similar parts of the various embodiments
may be obtained with reference to each other.

[0070] The above description of the disclosed embod-
iments enables those skilled in the art to implement or
use this application. Various modifications to these em-
bodiments would be obvious to those skilled in the art,
and the general principles defined herein may be imple-
mented in other embodiments without departing from the
spirit or scope of this application. Therefore, this appli-
cation is not limited to the embodiments shown herein,
but is to be accorded with the broadest scope consistent
with the principles and novel characteristics disclosed
herein.

Claims

1. A component release method, comprising:
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after receiving an instruction to release a func-
tional model as a new component, determining
an input end and output end of the new compo-
nent according to the connection relationship of
components in the functional model;
determining unique identifiers of mandatory pa-
rameters of the components in the functional
model, wherein the unique identifiers are used
for the new component to identify values of the
mandatory parameters during running; and
releasing the functional model as the new com-
ponent.

2. The method according to claim 1, wherein determin-
ing unique identifiers of mandatory parameters of
the components in the functional model comprises:

after receiving an instruction to select a compo-
nent in the functional model, displaying a visual
interface of the component; and

receiving the unique identifier of the mandatory
parameter of the component through the visual
interface.

3. The method according to claim 2, wherein the visual
interface comprises:
a configuration interface of a mandatory parameter
configuration control of the component, wherein the
mandatory parameter configuration control is used
for receiving a configuration instruction for the man-
datory parameter during the running of the new com-
ponent.

4. The method according to claim 3, wherein the visual
interface further comprises:
a configuration interface of an optional parameter
configuration control, wherein the optional parame-
ter configuration control is used for receiving a con-
figuration instruction for the optional parameter dur-
ing the running of the new component.

5. The method according to any of claims 1 to 3, where-
in releasing the functional model as the new compo-
nent comprises:

inputting test data to the new component and
running the new component;

inputting the test data to the functional model
and running the functional model; and

if data output by the new component after run-
ning is the same as data output by the functional
model after running, releasing the functional
model as the new component.

6. A graphic machine learning platform-based compo-
nent creation method, comprising:
after receiving a new component creation instruc-
tion, a graphic machine learning platform creating a
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new component according to an established func-
tional model, wherein a mandatory parameter of
each component in the new componenthas a unique
identifier, and the unique identifier is used for the
new component to identify the value of the manda-
tory parameter during running.

The method according to claim 6, wherein creating
a new component according to an established func-
tional model comprises:

determining unique identifiers of mandatory param-
eters of components in the functional model, and de-
termining an input end and output end of the new
component according to the connection relationship
of the components in the functional model, so as to
create the new component.

A graphic machine learning algorithm platform, com-
prising:

an input and output determination module for
determining, after receiving an instruction to re-
lease a functional model as a new component,
an input end and output end of the new compo-
nent according to the connection relationship of
components in the functional model;

an identifier determination module for determin-
ing unique identifiers of mandatory parameters
of the components in the functional model,
wherein the unique identifiers are used for the
new component to identify values of the man-
datory parameters during running; and

a release module for releasing the functional
model as the new component.

The graphic machine learning algorithm platform ac-
cording to claim 8, wherein the identifier determina-
tion module being used for determining unique iden-
tifiers of mandatory parameters of the components
in the functional model comprises:

the identifier determination module being specifically
used for displaying, after receiving an instruction to
select a component in the functional model, a visual
interface of the component, and receiving the unique
identifier of the mandatory parameter of the compo-
nent through the visual interface.

The graphic machine learning algorithm platform ac-
cording to claim 9, wherein the identifier determina-
tion module being used for displaying a visual inter-
face of the component comprises:

the identifier determination module being specifically
used for displaying a configuration interface of a
mandatory parameter configuration control of the
component, wherein the mandatory parameter con-
figuration control is used for receiving a configuration
instruction for the mandatory parameter during the
running of the new component.
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1.

12.

13.

14.

The graphic machine learning algorithm platform ac-
cording to claim 10, wherein the visual interface fur-
ther comprises:

a configuration interface of an optional parameter
configuration control, wherein the optional parame-
ter configuration control is used for receiving a con-
figuration instruction for the optional parameter dur-
ing the running of the new component.

The graphic machine learning algorithm platform ac-
cording to any of claims 8 to 11, wherein the release
module being used for releasing the functional model
as the new component comprises:

the release module being specifically used for input-
ting test data to the new component and running the
new component, inputting the test data to the func-
tional model and running the functional model, and
if data output by the new component after running is
the same as data output by the functional model after
running, then releasing the functional model as the
new component.

A graphic machine learning algorithm platform, com-
prising:

a component creation module configured for creat-
ing, after receiving a new component creation in-
struction, a new component according to an estab-
lished functional model, wherein a mandatory pa-
rameter of each component in the new components
has a unique identifier, and the unique identifier is
used for the new component to identify the value of
the mandatory parameter during running.

The graphic machine learning algorithm platform ac-
cording to claim 13, wherein the component creation
module is specifically used for determining unique
identifiers of mandatory parameters of components
inthe functional model, and determining aninputend
and output end of the new component according to
the connection relationship of the components in the
functional model, so as to create the new compo-
nent.
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