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(57) In some embodiments, an apparatus comprises
a memory and a processor operatively coupled to the
memory. The processor is configured to receive, from a
forward error correction (FEC) decoder of an optical
transponder, a first plurality of pre-FEC bit error rate
(BER) values at a plurality of times to identify a degra-
dation over a first transmission path. The processor is
configured to determine, based on the first plurality of
pre-FEC BER values, a signal pattern. The processor is

configured to adjust, based on the signal pattern, a set
of parameters including a first threshold and a second
threshold. The processor is configured to send, in re-
sponse to a second pre-FEC BER value exceeding the
second threshold and being below the first threshold, a
signal to trigger traffic rerouting to a second transmission
path to reduce traffic loss due to the degradation over
the first transmission path.
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Description

Cross-Reference to Related Application

[0001] This application is a non-provisional of and
claims priority under 35 U.S.C. § 119 to U.S. provisional
application serial no. 62/698,868, filed on July 16, 2018,
and entitled "Methods and Apparatus for Adaptively De-
tecting Signal Degradation in an Optical Communication
System Using the Pre-Forward Error Correction Bit Error
Rate," the disclosure of which is incorporated herein by
reference in its entirety.

Background

[0002] Some embodiments described herein relate
generally to methods and apparatus for detecting signal
degradation in an optical communication system. In par-
ticular, but not by way of limitation, some embodiments
described herein relate to methods and apparatus for
adaptively detecting signal degradation in an optical com-
munication system using the pre-forward error correction
(pre-FEC) bit error rate (BER).
[0003] With a growing demand of optical communica-
tion systems with high data rates capability, it is important
to promptly detect and notify of signal degradation and
failures to satisfy the latency, reliability, and availability
requirements of these optical communication systems,
which include optical transponders and routers. When
the signal degradation exceeds given criteria, protection
mechanisms are reduced or triggered to prevent traffic
loss. Such criteria can be different for different optical
communication systems, and can change over time for
a given optical communication system.
[0004] Accordingly, a need exists for methods and ap-
paratus to preventively detect signal degradation in an
optical communication system before a failure occurs,
and adaptively determine the criteria to trigger protection
mechanisms and avoid or minimize traffic loss.

Summary

[0005] The invention is defined in the appended claims.
In some embodiments, an apparatus comprises a mem-
ory and a processor operatively coupled to the memory.
The processor is configured to receive, from a forward
error correction (FEC) decoder of an optical transponder,
a first plurality of pre-FEC bit error rate (BER) values at
a plurality of times to identify a degradation over a first
transmission path that includes the optical transponder.
The processor is configured to determine, based on the
first plurality of pre-FEC BER values at the plurality of
times, a signal pattern. The processor is configured to
adjust, based on the signal pattern, a set of parameters
including a first threshold and a second threshold. The
processor is configured to send, in response to a second
pre-FEC BER value exceeding the second threshold and
being below the first threshold, a signal to trigger traffic

rerouting to a second transmission path to reduce traffic
loss due to the degradation over the first transmission
path.

Brief Description of the Drawings

[0006]

FIG. 1 is a block diagram illustrating an optical com-
munication system, according to an embodiment.

FIG. 2 is a block diagram illustrating an optical com-
munication system, according to an embodiment.

FIG. 3 is a graph illustrating a pre-forward error cor-
rection (FEC) bit error rate (BER) value of an optical
transponder as a function of time, according to an
embodiment.

FIG. 4A is a graph illustrating an example of a pre-
FEC BER value of an optical transponder as a func-
tion of time in a high noise optical network, according
to an embodiment.

FIG. 4B is a graph illustrating an example of a pre-
FEC BER value of an optical transponder as a func-
tion of time in a bursty noise optical network, accord-
ing to an embodiment.

FIG. 5 is a flow chart illustrating a method to adap-
tively detect degradation of an optical transponder
in an optical communication system, according to an
embodiment.

Detailed Description

[0007] In some embodiments, an apparatus comprises
a memory and a processor operatively coupled to the
memory. The processor is configured to receive, from a
forward error correction (FEC) decoder of an optical
transponder, a first plurality of pre-FEC bit error rate
(BER) values at a plurality of times to identify a degra-
dation over a first transmission path that includes the
optical transponder. The processor is configured to de-
termine, based on the first plurality of pre-FEC BER val-
ues at the plurality of times, a signal pattern. The proc-
essor is configured to adjust, based on the signal pattern,
a set of parameters including a first threshold and a sec-
ond threshold. The processor is configured to send, in
response to a second pre-FEC BER value exceeding the
second threshold and being below the first threshold, a
signal to trigger traffic rerouting to a second transmission
path to reduce traffic loss due to the degradation over
the first transmission path.
[0008] As used in this specification, the singular forms
"a," "an" and "the" include plural referents unless the con-
text clearly dictates otherwise. Thus, for example, the
term "an optical link" is intended to mean a single optical

1 2 



EP 3 598 348 A1

3

5

10

15

20

25

30

35

40

45

50

55

link or multiple optical links. For another example, the
term "a time period" is intended to mean a single time
period or multiple time periods.
[0009] FIG. 1 is a block diagram illustrating an optical
communication system, according to an embodiment.
The optical communication system 100 can be config-
ured to produce, transmit, and/or receive electrical and
optical signals. For example, the optical communication
system 100 can be a wavelength division multiplexing
(WDM) system, including a dense wavelength division
multiplexing (DWDM) system. The optical communica-
tion system 100 can include routers 101 and 111, optical
transponders 102 and 112, a network 190, and a set of
optical links 131-133.
[0010] The router 101 can be operatively coupled to
the optical transponder 102. The router 111 can be op-
eratively coupled to the optical transponder 112. The
router 101 and the router 111 can be structurally and/or
functionally similar. The router 101 (and the router 111)
can include general-purpose computational engines that
can include, for example, processors, memory, and/or
one or more network interface devices (e.g., a network
interface card (NIC)). The router 101 (and the router 111)
can also include, for example, a field-programmable gate
array (FPGA), an application specific integrated circuit
(ASIC), a combination thereof, or other equivalent inte-
grated or discrete logic circuity. The router 101 (and the
router 111) can be a networking device(s) configured to
connect at least a portion of a switch fabric system (e.g.,
a data center or compute devices within the data center;
not shown in the figure) to another network (e.g., network
190). Examples of the network 190 include, but are not
limited to, a fiber-optic network (e.g., a local area network
(LAN), metropolitan area network (MAN), wide area net-
work (WAN), or a long-haul network), or a converged
optical network having functionalities of both a wireless
network and a wired network.
[0011] In some embodiments, for example, the router
101 (and the router 111) can enable communication be-
tween components (e.g., peripheral processing devices,
portions of the switch fabric; not shown) associated with
a switch fabric system. The communication can be de-
fined based on, for example, a layer-3 routing protocol.
In some embodiments, the router 101 (and the router
111) can have one or more network interface devices
(e.g., 10 Gb Ethernet devices) through which the router
101 (and the router 111) can send electrical signals to
and/or receive electrical signals from, for example, a
switch fabric and/or other peripheral processing devices.
The router 101 can also send electrical signals to and/or
receive electrical signals from the optical transponder
102; the router 111 can send electrical signals to and/or
receive electrical signals from the optical transponder
112.
[0012] The optical transponder 102 can be operatively
coupled to the router 101, and operatively coupled to the
optical transponder 112 via the set of optical links
131-133. The optical transponder 112 can be operatively

coupled to the router 111. The optical transponder 102
and the optical transponder 112 can be structurally
and/or functionally similar. The optical transponder 102
(and the optical transponder 112) can include any high
data rate (e.g., 100 Gbps) optical transceiver such as a
transceiver implementing intensity modulation with direct
detection, e.g., a coherent optical transceiver, a coherent
optical M-ary quadrature amplitude modulation (M-QAM)
transceiver, a coherent polarization-multiplexed (PM) M-
QAM transceiver, and/or the like. The optical transponder
102 can be configured to receive electrical signals from
and/or send electrical signals to the router 101. The op-
tical transponder 102 can receive optical signals from
and/or send optical signals to the optical transponder 112
via one or more optical links from the set of optical links
131-133. Similarly, the optical transponder 112 can be
configured to receive electrical signals from and/or send
electrical signals to the router 111. The optical transpond-
er 112 can receive optical signals from and/or send op-
tical signals to the optical transponder 102 via one or
more optical links from the set of optical links 131-133.
Details of optical transponder 102 (or optical transponder
112) are discussed herein with regards to FIG. 2.
[0013] In some instances, the optical transponder 102
is disaggregated from router 101, i.e., the optical trans-
ponder 102 is located separately from router 101. Simi-
larly stated, the optical transponder 102 and the router
101 are not co-located within the same physical device
or the equivalent of the same physical device. In some
instances, the router 101 can communicate with router
111 without the operational knowledge of the optical
transponder 102, the optical transponder 112, and/or the
optical links 131-133. For example, when the router 101
transmits a data packet and the router 111 is the desti-
nation router (or one of the nodes along the transmission
path), the router 101 has the address (e.g., Media Access
Control (MAC) address, Internet Protocol (IP) address,
and/or the like) of the router 111. The router 101 does
not have the address of the optical transponder 102, the
optical transponder 112, or the set of optical links
131-133. Similarly, in some instances, the optical trans-
ponder 112 is disaggregated from router 111, i.e., the
optical transponder 112 is located separately from router
111. Similarly stated, the optical transponder 112 and
the router 111 are not co-located within the same physical
device or the equivalent of the same physical device. In
some instances, the router 111 can communicate with
router 101 without the operational knowledge of the op-
tical transponder 112, the optical transponder 102, and/or
the optical links 131-133. For example, when the router
111 transmits a data packet and the router 101 is the
destination router (or one of the nodes along the trans-
mission path), the router 111 has the address (e.g., Media
Access Control (MAC) address, Internet Protocol (IP) ad-
dress, and/or the like) of the router 101. The router 111
does not have the address of the optical transponder
112, the optical transponder 102, or the set of optical
links 131-133.
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[0014] The set of optical links 131-133 can include a
medium capable of carrying optical signals. For example,
the set of optical links 131-133 can include a common
optical fiber (or multiple optical fibers) that interconnects
the optical transponder 102 and the optical transponder
112. In some instances, each optical link from the set of
optical links 131-133 can be included in an individual op-
tical fiber. Each optical link from the set of optical links
131-133 can be uniquely associated with a wavelength
of an optical signal. Multiple optical links carrying optical
signals with multiple wavelengths can be transported via
common optical fiber. The optical links 131-133 can be
included within an optical network that includes other op-
tical links and optical devices (not shown). The number
of the optical links 131-133 shown in the figure is for il-
lustration purpose only and can include more or less than
three optical links.
[0015] The number and arrangement of devices shown
in FIG. 1 are provided as an example. In some embodi-
ments, there may be additional devices, fewer devices,
different devices, or differently arranged devices than
those shown in FIG. 1. For example, the optical commu-
nication system 100 can include one or more optical de-
vices (not shown in the figure) operatively coupled to the
optical transponders 102 and 112. The one or more op-
tical devices (not shown in the figure) can include one or
more optical traffic processing and/or optical traffic trans-
fer devices, such as an optical node, an optical add-drop
multiplexer ("OADM"), a reconfigurable optical add-drop
multiplexer ("ROADM"), an optical multiplexer, an optical
demultiplexer, an optical transmitter, an optical receiver,
an optical transceiver, a photonic integrated circuit, an
integrated optical circuit, a wavelength selective switch,
a free space optics device, a combination of the above,
and/or another type of device capable of processing
and/or transferring optical traffic. The one or more optical
devices (not shown in the figure) can process an optical
signal and/or transmit an optical signal to another optical
device (and/or to optical transponders 102 and 112) via
optical links 131-133 or a portion of optical links 131-133.
[0016] FIG. 2 is a block diagram illustrating an optical
communication system, according to an embodiment.
The optical communication system 200 can be structur-
ally and/or functionally similar to the optical communica-
tion system 100 in FIG. 1. The optical communication
system 200 includes routers 201 and 252, optical trans-
ponders 202 and 251, and a set of optical links 231-233.
The router 201 can be operatively coupled to the optical
transponder 202. The optical transponder 202 can be
commutatively and/or operatively coupled to the optical
transponder 251 via the set of optical links 231-233. The
optical transponder 251 can be operatively coupled to
the router 252. The optical transponder 202 can be op-
eratively coupled between the set of optical links 231-233
and the router 201. The optical transponder 251 can be
operatively coupled between the set of optical links
231-233 and the router 252. The optical transponders
202 and 251 can be structurally and/or functionally similar

to the optical transponders 102 and 112 in FIG. 1. The
routers 201 and 252 can be structurally and/or function-
ally similar to the routers 101 and 111 in FIG. 1. The set
of optical links 231-233 can be structurally and/or func-
tionally similar to the set of optical links 131-133 in FIG.
1. The optical transponder 202 can be commutatively
coupled, via the set of optical links 231-233 to a network
(not shown in FIG. 2) similar to the network 190 in FIG. 1.
[0017] The router 201 can be configured to send diag-
nosis packets to the router 252 to notify the router 252
of a degradation and/or a failure of one or more compo-
nents over the transmission path between the router 201
and the router 252. Similarly, the router 252 can be con-
figured to send diagnosis packets to the router 201 to
detect and/or notify the router 201 of a degradation and/or
a failure of one or more components over the transmis-
sion path between the router 252 and the router 201. For
example, the router 201 can detect a degradation and/or
a failure at the optical transponders 202 or 251, the links
between the router 201 and the optical transponder 202,
and/or one or more optical links 231-233.
[0018] The diagnosis packets can be, for example, bi-
directional forwarding detection (BFD) packets, Ethernet
Operations, Administration, and Maintenance (E-OAM)
packets (e.g., Ethernet connectivity fault management
packets, or link fault management packets), and/or the
like. The diagnosis packets can be sent between a local
node (e.g., router 201) and a remote node (e.g., router
252) at a time interval (e.g., predetermined time intervals,
random time intervals, etc.), by a manual request (e.g.,
by a network administrator), by an automatic request
(e.g., without human intervention), and/or in response to
meeting a criteria (e.g., the pre-FEC BER value substan-
tially reaching a pre-determined threshold). The nodes
(i.e., the router 201 and the router 252) can be configured
to support various protocols including, for example, BGP
(Border Gateway Protocol), EIGRP (Enhanced Interior
Gateway Routing Protocol), IS-IS (Intermediate System-
to-Intermediate System), OSPF (Open Shortest Path
First), or HSRP (Hot Standby Router Protocol). These
protocols detect forwarding path detection failures and
allow failure messages to be transmitted. In some imple-
mentations, the diagnosis information can be transmitted
in a form of overhead bytes in the frame, not in the form
of diagnosis packets.
[0019] The router can be configured to include capa-
bilities to execute functions based on fast reroute proto-
cols, which allow rapid recovery in the event or anticipa-
tion of a failure of a network link or a network node. In a
network employing Fast Reroute ("FRR") (e.g., a network
implementing Multiprotocol Label Switching (MPLS)
Traffic Engineering), traffic flowing through a degraded
transmission path (e.g., a degraded or failed link or node,
or a link or node predicted to fail) is rerouted through one
or more preconfigured backup paths (or a different trans-
mission path). For example, in the event of a degradation
or a failure of the optical link 232, the routers 201 and
252 can initiate Fast Reroute and direct traffic to another
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optical link (e.g., optical link 231) or through optical trans-
ponders other than optical transponders 202 and 251.
[0020] The optical transponder 202 (or the optical
transponder 251) can include any high data rate (e.g.,
100 Gbps) optical transceiver such as a transceiver im-
plementing intensity modulation with direct detection,
e.g., a coherent optical transceiver, a coherent optical
M-ary quadrature amplitude modulation (M-QAM) trans-
ceiver, a coherent polarization-multiplexed (PM) M-QAM
transceiver, and/or the like. The optical transponder 202
can be configured to receive electrical signals from
and/or send electrical signals to the router 201. The op-
tical transponder 202 can receive optical signals from
and/or send optical signals to the optical transponder 251
via one or more optical links from the set of optical links
231-233.
[0021] The optical transponder 202 (or the optical
transponder 251) can include an electrical interface 203,
an optical interface 204, electrical components 205, op-
tical components 206, and a controller 207. The electrical
components 205 can include a forward error correction
(FEC) encoder 212, a forward error correction (FEC) de-
coder 222, a digital-to-analog converter (DAC) 214, and
an analog-to-digital converter (ADC) 224. The optical
components can include a transmit optical sub-assembly
(TOSA) 216 and a receiver optical sub-assembly (ROSA)
226. The controller 207 can include a processor 241 and
a memory 242. Each component of the optical transpond-
er 202 can be operatively coupled to another component
of the optical transponder 202.
[0022] The number and arrangement of components
shown in FIG. 2 are provided as an example. In some
embodiments, there may be additional components, few-
er components, different components, or differently ar-
ranged components than those shown in FIG. 2. For ex-
ample, the optical transponder 202 can include a digital
signal processor (DSP) (not shown in the figure), which
can receive the electrical signals from the FEC encoder
and perform appropriate signal processing such as spec-
tral shaping, equalization for optical and electrical impair-
ments, and other such signal processing to ensure that
the highest-fidelity transmit waveforms with desired char-
acteristics are transmitted into the optical communication
system 200. For another example, each component of
the optical transponder 202 can access a memory com-
ponent (e.g., memory 242) and share the use of the mem-
ory component.
[0023] When the optical transponder 202 transmits
traffic from west to east, the FEC encoder 212, the DAC
214, and the TOSA 216 together transmit traffic to the
optical transponder 251 via at least one of the optical
links 231-233. When the optical transponder 202 re-
ceives traffic from east to west, the ROSA 226, the ADC
224, and the FEC decoder 222 receive traffic from the
optical transponder 252 via at least one of the optical
links 231-233.
[0024] The FEC encoder 212 can be or can include a
general purpose processor, a field-programmable gate

array (FPGA), an application specific integrated circuit
(ASIC), a combination thereof, or other equivalent inte-
grated or discrete logic circuity. The FEC encoder 212
can also include a memory (e.g., a random-access mem-
ory (RAM) (e.g., a dynamic RAM, a static RAM), a flash
memory, a removable memory, and/or so forth.) Forward
Error Correction (FEC) is a technique for transmitting da-
ta such that transmission errors may be minimized. FEC
coding redundantly codes each bit to allow a receiving
decoder to detect and correct transmission errors. Spe-
cifically, for example, the FEC encoder 212 can receive
a set of electrical signals (having data signals and/or data
packets) from the electrical interface 203 (or from a net-
work processor located upstream (e.g., router 201)), and
encodes the set of electrical signals based on a pre-de-
termined algorithm. The FEC encoder 212 can generate
FEC overhead bits and add the FEC overhead bits to the
electrical signal. The FEC overhead bits are encoded
such that the optical transponder 251 (or the FEC decod-
er (not shown) in the optical transponder 251) can use
the information within the FEC overhead bits to detect
and correct bit errors in the payload of the electrical signal
received by the optical transponder 251 after converting
the related optical signal. Bit errors may be incurred in
the transmission path (e.g., the optical components 206
of the optical transponders 202 or 251, and/or the optical
links 231-233) between the optical transponder 202 and
optical transponder 251.
[0025] The DAC 214 can receive the digital electrical
signals from the FEC encoder 212 and convert those
signals to analog electrical signals. The analog electrical
signals can then be sent to the optical components 206.
The DAC 214 can be or can include a general purpose
processor, a field-programmable gate array (FPGA), an
application specific integrated circuit (ASIC), a combina-
tion thereof, or other equivalent integrated or discrete
logic circuity. The DAC 214 can also include a memory
(e.g., a random-access memory (RAM) (e.g., a dynamic
RAM, a static RAM), a flash memory, a removable mem-
ory, and/or so forth.)
[0026] The transmit optical sub-assembly (TOSA) 216
includes optical components that receive electrical sig-
nals from the DAC 214 and convert these electrical sig-
nals into modulated optical signals. For example, the TO-
SA 216 can modulate an optical source signal with the
electrical signals to generate a set of optical signals car-
rying the information contained in the electrical signals.
The TOSA 216 can also include optical sources (e.g., a
tunable laser), drivers, modulators, splitters, combiners,
attenuators, amplifiers, polarization rotators, power me-
ters, and the like. The TOSA 216 transmits the optical
signal to the optical interface 204 which then transmits
the optical signals to the network (not shown in the figure;
similar to the network 190 as in FIG. 1) via a single optical
fiber (or multiple optical fibers). The single optical fiber
(or multiple optical fibers) can include one or more optical
links 231-233.
[0027] The FEC decoder 222 can be configured to cor-
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rect bit errors in data transmission from the remote router
252 or the optical transponder 251 over the transmission
path (e.g., the optical components 206 of the optical
transponders 202 or 251, and/or the optical links
231-233) to improve data reliability. The FEC decoder
222 can be or can include a general purpose processor,
a field-programmable gate array (FPGA), an application
specific integrated circuit (ASIC), a combination thereof,
or other equivalent integrated or discrete logic circuity.
The FEC decoder 222 can also include a memory (e.g.,
a random-access memory (RAM) (e.g., a dynamic RAM,
a static RAM), a flash memory, a removable memory,
and/or so forth.) The FEC decoder 222 can receive a set
of electrical signals, each having a payload together with
FEC overhead bits from the ADC 224, and detect and
correct bit errors that have occurred over the transmis-
sion path, and recover the data information included in
the set of electrical signals. In one implementation, the
FEC encoder 212 and the FEC decoder 222 can imple-
ment quasi-cyclic low-density parity-check (QC-LDPC)
codes.
[0028] The FEC decoder 222 can be configured to
measure the bit error rate (BER), which represents the
number of bit errors per unit time. In some instances, in
addition to measuring the bit error rate, the FEC decoder
222 can be configured to measure the bit error ratio,
which represents the number of bit errors divided by the
total number of transferred bits during a time interval.
The bit error rate or the bit error ratio can show a degree
of errors that has occurred over the transmission path
(e.g., the optical components 206 of the optical trans-
ponders 202 or 251, and/or the optical links 231-233).
The FEC decoder 222 can be configured to measure the
BER value before or after the FEC decoder 222 corrects
the bit errors. The BER value measured before the FEC
decoder 222 corrects the bit errors is referred to as pre-
FEC BER value. The pre-FEC BER value can be used
as an indication of potential and actual signal degradation
over the transmission path. The signal degradation can
occur at one or more optical links (e.g., optical link 232)
or anywhere over the transmission path between an op-
tical transmitter or an optical receiver. For example, if
data packets are transmitted from the optical transponder
202 to the optical transponder 251, the pre-FEC BER
value measured by the FEC decoder (not shown in the
figure) at the optical transponder 251 can be an indicator
of potential or actual signal degradation at one (or more)
optical links 231-233 or anywhere between the FEC en-
coder 212 of the optical transponder 202 and the FEC
decoder (not shown in the figure) of the optical trans-
ponder 251.
[0029] The ADC 224 can receive the analog electrical
signals from the optical components 206 and convert
those signals to digital electrical signals. The digital elec-
trical signals can then be sent to the FEC decoder 222.
The ADC 224 can be or can include a general purpose
processor, a field-programmable gate array (FPGA), an
application specific integrated circuit (ASIC), a combina-

tion thereof, or other equivalent integrated or discrete
logic circuity. The ADC 224 can also include a memory
(e.g., a random-access memory (RAM) (e.g., a dynamic
RAM, a static RAM), a flash memory, a removable mem-
ory, and/or so forth.)
[0030] The receiver optical sub-assembly (ROSA) 226
can receive optical signals from the network (not shown
in the figure; similar to the network 190 as in FIG. 1) via
one or more optical links 231-233 in a single optical fiber
(or multiple optical fibers), and convert the optical signals
into electrical signals. The ROSA 226 can transmit the
electrical signals to the ADC 224. The ROSA 226 can
include optical hybrids, photodetectors, transimpedance
amplifiers and attenuators, and alike.
[0031] The controller 207 can include components
and/or circuitry configured to control properties of an op-
tical signal, an electrical signal, and/or send control sig-
nals to one or more components of optical transponder
202. For example, controller 207 can send control signals
to and thus control properties of one or more components
within the electrical components 205 and/or one or more
components within the optical components 206.
[0032] In some implementations, the controller 207 is
a hardware device and/or software (executed on a proc-
essor and/or stored in memory) external to the optical
components 206 and within the optical transponder 202.
In other implementations, controller 207 is a hardware
device and/or software (executed on a processor and/or
stored in memory) implemented within the optical com-
ponents 206 or the electrical components 205 of the op-
tical transponder 202. In yet other implementations, the
controller 207 is disposed external to the optical trans-
ponder 202 and operatively coupled to a plurality of op-
tical transponders (including the optical transponder
202). In such implementations, the controller 207 can
send control signals to multiple optical transponders.
[0033] The controller 207 can include a processor 241
and a memory 242 operatively coupled to the processor
241. The processor 241 can be or include any processing
device or component configured to perform the data col-
lecting, processing and transmitting functions as de-
scribed herein. The processor 241 can be configured to,
for example, write data into and read data from the mem-
ory 242, and execute the instructions stored within the
memory 242. Processor 241 can also be configured to
execute and/or control, for example, the operations of
the memory 242. The processor 241 includes a machine
learning system 243 that is configured to determine and
adaptively adjust a set of parameters associated with the
optical transponder via machine learning algorithms. In
some implementations, based on the methods or proc-
esses stored within the memory 242, the processor 241
can be configured to execute the adaptive degradation
detection process, as described in FIG. 5.
[0034] The memory 242 can be, for example, a ran-
dom-access memory (RAM) (e.g., a dynamic RAM, a
static RAM), a flash memory, a removable memory,
and/or so forth. In some embodiments, the memory 242
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can include, for example, a database, process, applica-
tion, virtual machine, and/or some other software mod-
ules (stored and/or executing in hardware) or hardware
modules configured to execute an adaptive degradation
detection process as described further herein. In such
implementations, instructions of executing the adaptive
degradation detection process and/or the associated
methods can be stored within the memory 242 and exe-
cuted at the processor 241.
[0035] The electrical interface 203 allows the ex-
change of electrical signals between the router 201 and
the optical transponder 202. The electrical interface 203
can include and/or be configured to manage one or mul-
tiple electrical ports of the optical transponder 202. In
some instances, for example, the electrical interface 203
can include one or more line cards, each of which can
include one or more ports (operatively) coupled to devic-
es (e.g., router 201). A port included in the electrical in-
terface 203 can be any component or device that can
communicate with a coupled device or over a network.
In some embodiments, such a port need not necessarily
be a hardware port, but can be a virtual port or a port
defined by software. In some embodiments, the connec-
tions between the electrical interface 203 and the devices
in the optical communication system 200 can be imple-
mented via a physical layer using, for example, electrical
cables, wireless connections, or other suitable connec-
tion means. In some embodiments, the electrical inter-
face 203 can be an Ethernet interface.
[0036] The optical interface 204 allows the exchange
of optical signals between the optical transponder 202
and the network (not shown in the figure; similar to net-
work 190 in FIG. 1) or optical devices in the optical com-
munication system 200. The optical interface 204 can
include and/or be configured to manage one or multiple
optical ports of the optical transponder 202.
[0037] Each optical link from the set of optical links
231-233 can include a medium capable of carrying opti-
cal signals. For example, optical link 231 can include an
optical fiber that interconnects optical transponders 202
and 251 via optical ports (not shown) of the optical inter-
face 204 and optical ports of the optical interface (now
shown) of the optical transponder 251. The optical link
231 can be included within an optical communication sys-
tem 200 that includes other optical links and optical de-
vices. The set of optical links 231-233 can carry optical
signals with different wavelengths (e.g., colored inter-
face).
[0038] FIG. 3 is a graph illustrating an example of a
pre-FEC BER value 302 of an optical transponder as a
function of time 301, according to an embodiment. In
some implementations, upon receiving a set of optical
signals via a set of optical links (e.g., the set of optical
links 231-233 in FIG. 2), an optical transponder (e.g.,
optical transponder 251 in FIG. 2) can convert the set of
optical signals to a set of electrical signals and measure
the pre-FEC BER value of the set of electrical signals.
The FEC decoder of the optical transponder can measure

the pre-FEC BER value before the FEC decoder corrects
the bit errors that have occurred during the transmission
of the set of optical signals over a transmission path. The
pre-FEC BER value 302 can be used as an indication of
potential or actual signal degradation over the transmis-
sion path. The signal degradation can occur at one or
more optical links (e.g., optical link 232 in FIG. 2) or an-
ywhere over the transmission path between an optical
transmitter and an optical receiver. The transmission
path between the optical transmitter (e.g., optical trans-
ponder 202) and the optical receiver (e.g., optical trans-
ponder 251) can include the optical transmitter (e.g., op-
tical transponder 202), the optical receiver (e.g., optical
transponder 251), the set of optical links (e.g., 231-233),
other optical connectors, and/or optical devices between
the optical transmitter and the optical receiver.
[0039] In some implementations, user-configurable
thresholds (e.g., 303, 304, 305) can be determined to
trigger notifications of signal degradation and/or failures.
The controller of the optical transponder (e.g., the con-
troller 207 in FIG. 2) monitors the pre-FEC BER of the
received data at each port and provides an early warning
of signal degradation based on a set of parameters in-
cluding, but not limited, the first threshold 303, the second
threshold 304, the third threshold 305, and the interval
value 306. The set of parameters can be experimentally
determined via machine learning algorithms. In some im-
plementations, the initial values of the set of parameters
can optionally be determined automatically based on his-
torical data, or manually by a system administrator. The
machine learning algorithms can be used to modify and
adaptively adjust these parameters based on the local
noise condition of the optical communication system.
[0040] The first threshold 303 (or the FEC limit) indi-
cates a threshold value of the pre-FEC BER that the FEC
decoder of an optical transponder can correct the bit er-
rors in the received signal. When the pre-FEC BER is
below the first threshold 303, the bit errors can be suc-
cessfully identified and corrected, and thus no packet
loss occurs (or minimal packet loss occurs at an accept-
able level). In response to the pre-FEC BER exceeding
the first threshold 303, in some instances, the FEC de-
coder of the optical transponder cannot correct the bit
errors and the received packets cannot be sufficiently
processed (e.g., packet loss occurs at an unacceptable
level). In response to the pre-FEC BER exceeding the
second threshold 304 and below the first threshold 303,
the controller (e.g., the controller 207 in FIG. 2) can send
an alarm signal (e.g., to routers 201 and/or 252) indicating
a signal degradation. The optical transponder (or the
routers 201 and 252) can take preemptive actions (or
trigger traffic protection protocol(s); e.g., stop forwarding
packets via the interface, reroute to another interface or
another transmission path, another link protection meth-
od, and/or the like) to minimize or prevent packet loss
before the first threshold 303 (the FEC limit) is reached.
In some implementations, the parameter referred to here-
in as the interval value 306 can be determined such that
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only when the pre-FEC BER exceeds the second thresh-
old 304 and is below the first threshold 303 for a period
of the interval value 306, the alarm signal indicating the
signal degradation is generated and sent. After the alarm
signal is sent, in response to the pre-FEC BER value
being below the third threshold 305, the alarm signal can
be cleared and no preemptive actions (or traffic protec-
tion protocol(s)) need to be taken (e.g., the degraded
interface or transmission path returns to the normal op-
eration). The alarm signal can be cleared, for example,
by sending another signal or message indicating that the
pre-FEC BER value fell below the third threshold 305.
[0041] FIG. 4A is a graph illustrating an example of a
pre-FEC BER value 402 of an optical transponder as a
function of time 401 in a high noise optical network, ac-
cording to an embodiment. Upon receiving a set of optical
signals via a set of optical links (e.g., the set of optical
links 231-233 in FIG. 2), an optical transponder (e.g.,
optical transponder 251 in FIG. 2) can convert the set of
optical signals to a set of electrical signals and measure
the pre-FEC BER value of the set of electrical signals.
The FEC decoder of the optical transponder can measure
a plurality of pre-FEC BER values at a plurality of times
before the FEC decoder corrects the bit errors that have
occurred during the transmission of the set of optical sig-
nals over the transmission path. The FEC decoder can
send the plurality of pre-FEC BER values measured at
the plurality of times to a processor (e.g., the processor
241 in FIG. 2) Based on the plurality of pre-FEC BER
value at the plurality of times, the processor can deter-
mine a signal pattern of the optical communication sys-
tem. The signal pattern can be a high noise signal pattern,
a bursty noise signal pattern, and/or the like. In a high
noise signal pattern, the noise occurs frequently while
the amplitude of the noise is relatively smaller compared
to the amplitude of the signal. In a busty noise signal
pattern, the amplitude of the noise can increase to a high
level very quickly (i.e., a peaky noise). The processor
can, in some implementations, adaptively adjust a set of
parameters of the optical transponder based on the sig-
nal pattern such that a signal degradation of the trans-
mission path can be correctly identified and traffic loss
can be reduced or minimized.
[0042] When the optical communication system has a
high noise signal pattern, the pre-FEC BER value 407
may exceed or substantially exceed the second threshold
404 for a short period of time and return to a range 408
between the second threshold 404 and the third threshold
405. In some instances, the pre-FEC BER value 407 sub-
stantially exceeds the second threshold 404 when the
pre-FEC BER value 407 is within a certain range of the
second threshold (e.g., within 5% difference of the sec-
ond threshold).
[0043] In response to the pre-FEC BER value 407 ex-
ceeding (or substantially exceeding) the second thresh-
old 404, in some instances, the controller (e.g., the con-
troller 207 in FIG. 2) can generate an alarm signal indi-
cating a signal degradation of a transmission path. In

some instances, the pre-FEC BER value 404 substan-
tially exceeds the second threshold 404 when the pre-
FEC BER value 404 is within a certain range of the sec-
ond threshold (e.g., within 5% difference of the second
threshold). The optical transponder can take preemptive
actions (or trigger traffic protection protocol(s); e.g., stop
forwarding packets via the degrading interface (or the
transmission path), reroute to another interface (or an-
other transmission path), another link protection method,
and/or the like) to minimize or prevent packet loss. In
such instances, however, the pre-FEC BER value 407
exceeds the second threshold 404 only for a short period
of time largely due to the noise in the optical network.
Even though the pre-FEC BER value quickly returns to
an acceptable range 408 between the second threshold
404 and the third threshold 405 and remains in the range
408, the alarm signal was raised to suspend the interface
(or the transmission path) for a period of time but does
not exit the alarm state because the pre-FEC BER value
407 does not drop below the third threshold 405. Such a
situation is an example of what is referred to as a "false
positive". It results in the interface (or transmission path)
being idle for the period of time and a less efficient optical
communication system.
[0044] In some implementations, the controller (e.g.,
controller 207 in FIG. 2) can adaptively adjust the second
threshold 404 and the third threshold 405 (e.g., via ma-
chine learning algorithms) to avoid the false alarm. For
example, the controller can increase the third threshold
405 (e.g., from a first value to a second value greater
than the first value) to be closer to the second threshold
404 such that the pre-FEC BER value falls below the
third threshold 405 quickly after the noisy peak of pre-
FEC BER value 407. In response to the pre-FEC BER
value 402 being below or substantially below the third
threshold 405, the controller can remove the alarm signal
and the degrading interface (or the transmission path)
returns to the normal operation from the idle suspension.
In some instances, the pre-FEC BER value 402 is sub-
stantially below the third threshold 405 when the pre-FEC
BER value 402 is within a certain range of the third thresh-
old (e.g., within 5% difference of the third threshold).
[0045] In other instances, in response to the pre-FEC
BER value 402 being below the third threshold 405, the
controller can send a second signal to stop the traffic
rerouting (or trigger other link protection methods or traf-
fic protection protocols). For another example, the con-
troller can increase the second threshold 404 (e.g., from
a first value to a second value greater than the first value)
to be closer to the first threshold 403 and below the first
threshold 403 such that the noisy peak of pre-FEC BER
value 407 does not exceed the second threshold 404 and
the controller does not generate the alarm signal. The
interface continues to operate normally without an inter-
ruption of traffic flow.
[0046] FIG. 4B is a graph illustrating an example of a
pre-FEC BER value 412 of an optical transponder as a
function of time 411 in a bursty noise optical network,
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according to an embodiment. The FEC decoder of the
optical transponder can measure a plurality of pre-FEC
BER values at a plurality of times before the FEC decoder
corrects the bit errors that have occurred during the trans-
mission of the set of optical signals over the transmission
path. The FEC decoder can send the plurality of pre-FEC
BER values measured at the plurality of times to a proc-
essor (e.g., the processor 241 in FIG. 2) Based on the
plurality of pre-FEC BER value at the plurality of times,
the processor can determine a signal pattern of the op-
tical communication system.
[0047] When the optical communication system in-
cludes a bursty noise signal pattern, in some implemen-
tations, the controller can decrease the second threshold
414 (e.g., from a first value to a second value less than
the first value) such that the noisy peak of pre-FEC BER
value 419 reaches or substantially reaches the second
threshold 414 earlier to raise the alarm signal. In some
instances, the pre-FEC BER value 419 substantially
reaches the second threshold 414 when the pre-FEC
BER value 419 is within a certain range of the second
threshold (e.g., within 5% difference of the second
threshold). This allows the optical transponder (or the
local router, remote router) more time to respond to the
signal degradation of the first transmission path and im-
plement preemptive actions (or trigger traffic protection
protocols; e.g., reroute traffic to a second transmission
path different from the first transmission path). For an-
other example, the controller can decrease the third
threshold 415 (e.g., from a first value to a second value
less than the first value) to allow the interface (or the first
transmission path) to stay idle for a longer period of time
such that preemptive actions locally and remotely can be
implemented. In response to the pre-FEC BER value 412
being below or substantially below the third threshold
415, the controller can remove the alarm signal and the
degrading interface (or the transmission path) returns to
the normal operation from the idle suspension. In other
instances, in response to the pre-FEC BER value 412
being below the third threshold 415, the controller can
send a second signal to stop the traffic rerouting (or trig-
ger other link protection methods). In yet other implemen-
tations, the controller can be configured to not take any
actions (not send the alarm signal) because the noisy
peak of pre-FEC BER value 419 ends quickly and the
optical transponder returns to the normal operation de-
spite the short disruption.
[0048] In some implementations, the controller can de-
termine and adaptively adjust the set of parameters
based on a machine learning system (such as the ML
system 243 in FIG. 2) that analyzes the local noise con-
dition (or the signal pattern) in the optical communication
system. The set of parameters includes the second
threshold (304 in FIG. 3 and 404 and 414 in FIGS. 4A-
4B) and the third threshold (305 in FIG. 3 and 405 and
415 in FIGS. 4A-4B). In response to the pre-FEC BER
value exceeding the second threshold, the controller can
generate an alarm signal indicating a signal degradation

of a transmission path. The controller can send the alarm
signal to the local router and/or the remote router such
that preemptive actions (e.g., stop forwarding packets
via the degrading interface (or the transmission path),
reroute traffic from a first transmission path to a second
transmission path, another link protection method, and/or
the like) are implemented to minimize or prevent traffic
loss. In response to the pre-FEC BER value being below
the third threshold, the controller can remove the alarm
signal and the degraded interface returns to the normal
operation. In these implementations, adaptively adjust-
ing the set of parameters based on the machine learning
of the local noise condition enables reliable error detec-
tion, early action after the detection of the signal degra-
dation, and stable link states avoiding frequent false pos-
itives pushing traffic around (e.g., avoiding frequent tog-
gling between the "up" state and the "down" state of a
link, and avoiding frequent reroutes of the traffic.)
[0049] In some instances, the machine learning algo-
rithm(s) can be an unsupervised times series analysis
with a capability to allow reset of the machine learning
algorithm(s). Such a reset can be appropriate, for exam-
ple, when a new or replacement optical component / de-
vice is introduced into the optical communications sys-
tem. Such a reset can be triggered, for example, by a
user or automatically (without human intervention) upon
detection of a new or replacement optical component /
device being introduced into the optical communications
system. In other instances, the machine learning algo-
rithm(s) can be supervised. Example machine learning
algorithms include, but are not limited to, linear regres-
sion, logistic regression, linear discriminant analysis, K
Nearest neighbors, time series analysis, Fuzzy logic, ar-
tificial intelligence, and/or the like.
[0050] In some implementations, the set of parameters
includes a soak time value 406 and 416 (also referred
herein to as the interval value). The controller can deter-
mine and adaptively adjust the soak time value based on
the machine learning system (such as the ML system
243 in FIG. 2) such that the controller can generate the
alarm signal in response to the pre-FEC BER value ex-
ceeding (or substantially exceeding) the second thresh-
old and being below (or substantially below) the first
threshold 403 for a period of the soak time. In some in-
stances, the pre-FEC BER value substantially exceeds
the second threshold when the pre-FEC BER value is
within a certain range of the second threshold (e.g., within
5% difference of the second threshold). In some instanc-
es, the pre-FEC BER value is substantially below the first
threshold when the pre-FEC BER value is within a certain
range of the first threshold (e.g., within 5% difference of
the first threshold). Based on the local noise condition,
the controller can set a longer soak time value to delay
generating the alarm signal, or a shorter soak time value
to implement more and quicker preemptive actions. For
example, when the optical communication system in-
cludes a high noise signal pattern similar to FIG. 4A, the
controller can set a soak time value longer than the du-
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ration of the noisy peak of pre-FEC BER value 407.
Therefore, the pre-FEC BER does not exceed the second
threshold for a period of the soak time and the controller
does not generate the alarm signal. It results in a more
effective optical communication system without frequent
reroute actions or suspension of a normal interface when
the optical communication system is in a high noise en-
vironment with relatively few peaks of pre-FEC BER val-
ue over the second threshold.
[0051] In some implementations, the set of parameters
includes a hold-off timer. The controller can determine
and adaptively adjust the hold-off timer value based on
the machine learning system (such as the ML system
243 in FIG. 2) such that the controller keeps the alarm
signal for a duration of the hold-off timer. In some instanc-
es, even when the pre-FEC BER value is below (or sub-
stantially below) the third threshold, the controller can
keep the alarm signal and thus the interface (or the trans-
mission path) is considered down for the duration of the
hold-off timer value. This prevents the interface from tog-
gling between the "up" state and the "down" state and
gives more time to repair the interface (or the transmis-
sion path).
[0052] In some implementations, when determining
and adaptively adjusting the set of parameters (including
the second threshold, the third threshold, the soak time,
the hold-off timer) based on the machine learning system,
the controller can take into account different sources of
signal degradation and weighted the sources differently
to prevent frequent toggling between the "up" state and
the "down" state of an interface. For example, when the
noise is generated by an amplifier (and the processor
determines the identity of the source device of the deg-
radation is the amplifier), it often has a noise pattern (or
a signal pattern) similar to a white noise. Thus, the noise
amplitude is low with slow or no change to the amplitude.
For another example, when the noise is caused by a de-
grading connector (and the processor determines the
identity of the source device of the degradation is the
connector), the power of the optical signal can change
relatively quickly. By detecting the change in the power,
the controller can determine the noise pattern (or signal
pattern) of the degrading connector. When the noise is
a quick noise (i.e., short duration), the controller can de-
crease the hold-off timer value such that the interface (or
the transmission path) can return to the normal operation
quickly.
[0053] In some implementations, the controller can be
disposed external to the optical transponder and opera-
tively coupled to a plurality of optical transponders. The
controller can determine and adaptively adjust the set of
parameters of the plurality of optical transponders based
on the machine learning system (such as the ML system
243 in FIG. 2), taking into account of the overall efficiency
of the plurality of optical transponders. For example, in
an event that multiple links of the plurality of optical trans-
ponders are degrading, the controller can increase the
second thresholds of all the remaining links to avoid them

going "down" as well such that traffic can continue to flow
via the remaining links. For another example, in DWDM
networks, some router-to-router connections between
different pairs of router can be placed to a single piece
of fiber. If that fiber (or the connectors or amplifiers there)
is degraded, many router-to-router links can degrade at
the same time. The controller can consider each router-
to-router link and take actions (e.g. raising or lowering
the second threshold and/or the third threshold) for all
connections of that fiber connection.
[0054] In some implementations, the controller can
monitor the pre-FEC BER values and perform statistical
processing such as, for example, rolling average of the
pre-FEC BER and standard deviation of pre-FEC BER.
The controller can adjust the set of parameters by using
a higher weight for recent data and a lower weight for
older data. For example, if the average pre-FEC BER is
stable and the standard deviation is low, the second
threshold can be set closer to the first threshold to avoid
unnecessary rerouting attempts. If the pre-FEC BER is
volatile and the standard deviation is high, the potential
for sudden interruption is high. Thus, the controller can
decrease the second threshold, which can result in trig-
gering rerouting too quickly but allowing the possibility to
reroute in a short timeframe.
[0055] In other implementations, the controller can
adaptively adjust the characteristic of the set of param-
eters based on the pre-FEC BER pattern (or the signal
pattern) and the machine learning system. For example,
if the pre-FEC BER is changing relatively slowly, the fast
reroute can be triggered by a sudden change of pre-FEC
BER rather than an absolute threshold. If the pre-FEC
BER is relatively volatile, the fast reroute can be triggered
based on the median value of the pre-FEC BER rather
than a single telemetry value of the pre-FEC BER.
[0056] FIG. 5 is a flow chart illustrating a method 500
to adaptively detect and adjust for degradation of an op-
tical transponder in an optical communication system,
according to an embodiment. The adaptive detection of
the signal degradation process can be executed at, for
example, a processor such as the processor 241 of the
controller 207 shown and described with respect to FIG.
2.
[0057] At 501, a first set of pre-forward error correction
(FEC) bit error rate (BER) values is received at a set of
times to identify a degradation over a first transmission
path that includes an optical transponder. The optical
transponder (e.g., the optical transponder 251 in FIG. 2)
receives a set of optical signals over a first transmission
path in the optical communication system. The first trans-
mission path includes the optical transponder that trans-
mits the set of optical signals, at least one optical link
from the set of optical links (e.g., the optical links 231-233
in FIG. 2). In some instances, the first transmission path
can include a local router, a remote router, other optical
connectors, and/or optical devices that transmit the set
of optical signals. The forward error correction (FEC) de-
coder of the optical transponder measures the first set
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of pre-FEC BER values at the set of times before the
FEC decoder corrects the bit errors. The FEC decoder
of the optical transponder then sends the first set of pre-
FEC BER values to the processor. A BER value is the
number of bit errors per unit time and represents a degree
of errors that has occurred over the first transmission
path. The pre-FEC BER value can be used as an indica-
tion of potential and actual signal degradation over the
first transmission path. The signal degradation can occur
at one or more optical links (e.g., optical link 232 in FIG.
2) or anywhere over the transmission path between an
optical transmitter or an optical receiver.
[0058] At 502, based on the first set of pre-FEC BER
values at the set of times, a signal pattern is determined.
The signal pattern can be a high noise signal pattern, a
bursty noise signal pattern, and/or the like. The signal
pattern can be a high noise signal pattern, a bursty noise
signal pattern, and/or the like. In a high noise signal pat-
tern, the noise occurs frequently while the amplitude of
the noise is relatively smaller compared to the amplitude
of the signal. In a busty noise signal pattern, the amplitude
of the noise can increase to a high level very quickly (i.e.,
a peaky noise).
[0059] At 503, based on the signal pattern, a set of
parameters including a first threshold and a second
threshold are adaptively adjusted, such that a signal deg-
radation of the transmission path can be correctly iden-
tified and traffic loss can be reduced or minimized. The
set of parameters can be user-configured or experimen-
tally determined via machine learning algorithms. In
some implementations, the initial values of the set of pa-
rameters can optionally be determined automatically
based on historical data, or manually by a system admin-
istrator. The machine learning algorithms can be used to
modify and adaptively adjust these parameters based on
the local noise condition of the optical communication
system. The first threshold (or the FEC limit) indicates a
threshold value of the pre-FEC BER that the FEC decod-
er of an optical transponder can correct the bit errors in
the received signal. When the pre-FEC BER (i.e., a sec-
ond pre-FEC BER value) is below the first threshold, the
bit errors can be successfully identified and corrected,
and thus no packet loss occurs (or minimal packet loss
occurs at an acceptable level). When the pre-FEC BER
(i.e., a second pre-FEC BER value) exceeds the first
threshold, the FEC decoder of the optical transponder
cannot correct the bit errors and the received packets
cannot be sufficiently processed (e.g., packet loss occurs
at an unacceptable level). In response to the pre-FEC
BER exceeding the second threshold and below the first
threshold, the controller (e.g., the controller 207 in FIG.
2) can send an alarm signal (e.g., to routers 201 and/or
252) indicating a signal degradation.
[0060] The set of parameters can include a third
threshold. When the second pre-FEC BER value ex-
ceeds the third threshold, an alarm signal can be cleared
and no preemptive actions need to be taken (e.g., the
degraded interface or transmission path returns to the

normal operation). The alarm signal can be cleared, for
example, by sending another signal or message indicat-
ing that the pre-FEC BER value fell below the third thresh-
old 305.
[0061] When the optical communication system has a
high noise signal pattern, a pre-FEC BER value from the
first set of the pre-FEC BER values may exceed the sec-
ond threshold only for a short period of time. Even though
the pre-FEC BER value quickly returns to an acceptable
range between the second threshold and the third thresh-
old and remains in the range, the alarm signal was raised
to suspend the interface (or the transmission path) for a
period of time but does not exit the alarm state because
the pre-FEC BER value does not drop below the third
threshold. Such a situation is an example of what is re-
ferred to as a "false positive". It results in the interface
(or transmission path) being idle for the period of time
and a less efficient optical communication system. Thus,
in some instances, the adaptively adjusting the set of
parameters includes increasing the second threshold to
be closer to the first threshold and below the first thresh-
old such that the noisy peak of pre-FEC BER value does
not exceed the second threshold and the controller does
not generate the alarm signal. The interface continues
to operate normally without an interruption of traffic flow.
The adaptively adjusting the set of parameters can in-
clude increasing the third threshold to be closer to the
second threshold such that the pre-FEC BER value falls
below the third threshold quickly after the noisy peak of
pre-FEC BER value. In response to the pre-FEC BER
value being below the third threshold, the controller can
remove the alarm signal, and the degrading interface (or
the transmission path) returns to the normal operation
from the idle suspension.
[0062] When the optical communication system in-
cludes a bursty noise signal pattern, in some instances,
the adaptively adjusting the set of parameters includes
decreasing the second threshold such that the noisy peak
of pre-FEC BER value reaches the second threshold ear-
lier to raise the alarm signal. This allows the optical trans-
ponder (or the local router, remote router) more time to
respond to the signal degradation of the first transmission
path and implement preemptive actions (e.g., reroute
traffic to a second transmission path different from the
first transmission path). In some instances, the adaptively
adjusting the set of parameters includes decreasing the
third threshold to allow the interface (or the first trans-
mission path) to stay idle for a longer period of time such
that preemptive actions locally and remotely can be im-
plemented. In response to the pre-FEC BER value being
below the third threshold, the controller can remove the
alarm signal, and the degrading interface (or the trans-
mission path) returns to the normal operation from the
idle suspension.
[0063] At 504, in response to the second pre-FEC BER
value exceeding the second threshold and being below
the first threshold, a signal is sent to trigger traffic rerout-
ing to a second transmission path to reduce traffic loss
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due to the degradation over the first transmission path.
The optical transponder (or the local router, or the remote
router) can take preemptive actions (e.g., stop forwarding
packets via the interface, reroute to another interface or
another transmission path, another link protection meth-
od, and/or the like) to minimize or prevent packet loss
before the first threshold (the FEC limit) is reached. In
the event of a degradation or a failure of the optical link,
the router(s) can initiate Fast Reroute and direct traffic
to another optical link or through optical transponders
other than optical transponder.
[0064] Some embodiments described herein relate to
a computer storage product with a non-transitory com-
puter-readable medium (also can be referred to as a non-
transitory processor-readable medium) having instruc-
tions or computer code thereon for performing various
computer-implemented operations. The computer-read-
able medium (or processor-readable medium) is non-
transitory in the sense that it does not include transitory
propagating signals per se (e.g., a propagating electro-
magnetic wave carrying information on a transmission
medium such as space or a cable). The media and com-
puter code (also can be referred to as code) may be those
designed and constructed for the specific purpose or pur-
poses. Examples of non-transitory computer-readable
media include, but are not limited to: magnetic storage
media such as hard disks, floppy disks, and magnetic
tape; optical storage media such as Compact Disc/Digital
Video Discs (CD/DVDs), Compact Disc-Read Only Mem-
ories (CD-ROMs), and holographic devices; magneto-
optical storage media such as optical disks; carrier wave
signal processing modules; and hardware devices that
are specially configured to store and execute program
code, such as Application-Specific Integrated Circuits
(ASICs), Programmable Logic Devices (PLDs), Read-
Only Memory (ROM) and Random-Access Memory
(RAM) devices. Other embodiments described herein re-
late to a computer program product, which can include,
for example, the instructions and/or computer code dis-
cussed herein. Additionally or alternatively, the compu-
ter-readable medium may include transient media such
as carrier signals and transmission media.
[0065] Examples of computer code include, but are not
limited to, micro-code or microinstructions, machine in-
structions, such as produced by a compiler, code used
to produce a web service, and files containing higher-
level instructions that are executed by a computer using
an interpreter. For example, embodiments may be im-
plemented using imperative programming languages
(e.g., C, Fortran, etc.), functional programming languag-
es (Haskell, Erlang, etc.), logical programming languag-
es (e.g., Prolog), object oriented programming languag-
es (e.g., Java, C++, etc.) or other suitable programming
languages and/or development tools. Additional exam-
ples of computer code include, but are not limited to, con-
trol signals, encrypted code, and compressed code.
[0066] Thus, from one perspective, there has now
been described in some embodiments an apparatus

comprising a memory and a processor operatively cou-
pled to the memory. The processor is configured to re-
ceive, from a forward error correction (FEC) decoder of
an optical transponder, a first plurality of pre-FEC bit error
rate (BER) values at a plurality of times to identify a deg-
radation over a first transmission path. The processor is
configured to determine, based on the first plurality of
pre-FEC BER values, a signal pattern. The processor is
configured to adjust, based on the signal pattern, a set
of parameters including a first threshold and a second
threshold. The processor is configured to send, in re-
sponse to a second pre-FEC BER value exceeding the
second threshold and being below the first threshold, a
signal to trigger traffic rerouting to a second transmission
path to reduce traffic loss due to the degradation over
the first transmission path.
[0067] While various embodiments have been de-
scribed above, it should be understood that they have
been presented by way of example only, and not limita-
tion. Where methods described above indicate certain
events occurring in certain order, the ordering of certain
events may be modified. Additionally, certain of the
events may be performed concurrently in a parallel proc-
ess when possible, as well as performed sequentially as
described above.
[0068] Futher examples of feature combinations
taught by the present disclosure are set out in the follow-
ing numbered clauses:

1. An apparatus, comprising:

a memory; and
a processor operatively coupled to the memory,

the processor configured to be operatively
coupled to a forward error correction (FEC)
decoder of an optical transponder,
the processor configured to receive, from
the FEC decoder, a first plurality of pre-FEC
bit error rate (BER) values at a plurality of
times to identify a degradation over a first
transmission path that includes the optical
transponder,
the processor configured to determine,
based on the first plurality of pre-FEC BER
values at the plurality of times, a signal pat-
tern,
the processor configured to adjust, based
on the signal pattern, a set of parameters
including a first threshold and a second
threshold,
the processor configured to send, in re-
sponse to a second pre-FEC BER value ex-
ceeding the second threshold and being be-
low the first threshold, a signal to trigger traf-
fic rerouting to a second transmission path
to reduce traffic loss due to the degradation
over the first transmission path.
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2. The apparatus of clause 1, wherein:

the set of parameters includes a soak time;
the processor is configured to send the signal in
response to the second pre-FEC BER value ex-
ceeding the second threshold and being below
the first threshold for a period of the soak time.

3. The apparatus of clause 1 or clause 2, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
the processor is configured to send, in response
to the second pre-FEC BER value being below
the third threshold, a second signal to stop the
traffic rerouting after the first signal is sent.

4. The apparatus of any preceding clause, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
when the signal pattern is a high noise signal
pattern,

the processor is configured to adjust by in-
creasing, based on the high noise signal
pattern, the third threshold from a first value
to a second value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the second value of the third
threshold, a second signal to stop the traffic
rerouting after the first signal is sent.

5. The apparatus of any preceding clause, wherein:

when the signal pattern is a high noise signal
pattern,
the processor is configured to adjust by increas-
ing, based on the high noise signal pattern, the
second threshold from a first value to a second
value such that the signal is sent in response to
the second pre-FEC BER value exceeding the
second value of the second threshold and being
below the first threshold.

6. The apparatus of any preceding clause, wherein:

when the signal pattern is a bursty noise signal
pattern,
the processor is configured to adjust by decreas-
ing, based on the bursty noise signal pattern,
the second threshold from a first value to a sec-
ond value such that the signal is sent in response
to the second pre-FEC BER value exceeding
the second value of the second threshold and
being below the first threshold.

7. The apparatus of any preceding clause, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
when the signal pattern is a bursty noise signal
pattern,

the processor is configured to adjust by de-
creasing, based on the bursty noise signal
pattern, the third threshold from a first value
to a second value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the second value of the third
threshold, a second signal to stop the traffic
rerouting after the first signal is sent.

8. The apparatus of any preceding clause, wherein:
the processor is configured to adjust the set of pa-
rameters based on a machine learning system.

9. The apparatus of any preceding clause, wherein:

the set of parameters includes a hold-off time
and a third threshold,
the signal is a first signal,
the processor is configured to send, in response
to the second pre-FEC BER value being below
the third threshold for a period of the hold-off
time, a second signal to stop the traffic rerouting
after the first signal is sent.

10. The apparatus of any preceding clause, wherein:
the processor is configured to adjust the set of pa-
rameters based on an average of the first plurality
of pre-FEC BER values and a standard deviation of
the first plurality of pre-FEC BER values.

11. The apparatus of any preceding clause, wherein:

the processor is configured to determine an
identity of at least one source device of the deg-
radation,
the processor is configured to adjust the set of
parameters based on the identity of the at least
one source device of the degradation.

12. The apparatus of any preceding clause, wherein:

the degradation is associated with a first optical
link of a plurality of optical links over the first
transmission path,
the signal is sent to trigger the traffic rerouting
from the first optical link of the plurality of optical
links to a second optical link of the plurality of
optical links.

13. An apparatus, comprising:
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an optical transponder including a processor
and a forward error correction (FEC) decoder
operatively coupled to the processor,
the processor configured to receive, from the
FEC decoder, a first plurality of pre-FEC BER
values at a first time,
the processor configured to determine, based
on the first plurality of pre-FEC BER values, a
signal pattern,
the processor configured to adjust, based on the
signal pattern, a pre-FEC BER threshold from a
first value to a second value,
the processor configured to receive, from the
FEC decoder, a second pre-FEC BER value at
a second time after the first time, the second
pre-FEC BER value meeting a criteria associat-
ed with the second value of the pre-FEC BER
threshold indicating a signal degradation over a
transmission path that includes the FEC decod-
er,
the processor configured to send, in response
to the second pre-FEC BER value meeting the
criteria associated with the second value, a sig-
nal to trigger a traffic protection protocol such
that traffic loss is reduced due to the signal deg-
radation over the transmission path.

14. The apparatus of clause 13, wherein:
when the signal pattern is a high noise signal pattern,
the processor is configured to adjust the pre-FEC
BER threshold by increasing the pre-FEC BER
threshold from the first value to the second value
such that false positive alarm signals are reduced.

15. The apparatus of clause 13 or clause 14, where-
in:
when the signal pattern is a bursty noise signal pat-
tern, the processor is configured to the adjust the
pre-FEC BER threshold by decreasing the pre-FEC
BER threshold from the first value to the second val-
ue such that

16. The apparatus of any of clauses 13 to 15, where-
in:

the pre-FEC BER threshold is a first pre-FEC
BER threshold,
the signal is a first signal,
when the signal pattern is a high noise signal
pattern,

the processor is configured to increase a
second pre-FEC BER threshold from a third
value to a fourth value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the fourth value of the second
pre-FEC BER threshold, a second signal to

stop traffic protection protocol after the first
signal is sent.

17. The apparatus of any of clauses 13 to 16, where-
in:

the pre-FEC BER threshold is a first pre-FEC
BER threshold,
the signal is a first signal,
when the signal pattern is a bursty noise signal
pattern,

the processor is configured to decrease a
second pre-FEC BER threshold from a third
value to a fourth value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the fourth value of the second
pre-FEC BER threshold, a second signal to
stop traffic protection protocol after the first
signal is sent.

18. The apparatus of any of clauses 13 to 17, where-
in:
the processor is configured to send the signal in re-
sponse to the second pre-FEC BER value meeting
the criteria associated with the second value of the
pre-FEC BER threshold for a period of time.

19. The apparatus of any of clauses 13 to 18, where-
in:
the processor is configured to adjust the pre-FEC
BER threshold based on a machine learning system.

20. A method, comprising:

receiving, at a first time, a first plurality of pre-
FEC BER values;
determining, based on the first plurality of pre-
FEC BER values, a signal pattern;
adjusting, based on the signal pattern, a pre-
FEC BER threshold from a first threshold value
to a second threshold value;
receiving, at a second time after the first time, a
second pre-FEC BER value, the second pre-
FEC BER value meeting a first criteria associ-
ated with the first threshold value and not meet-
ing a second criteria associated with the second
threshold value;
not sending an alarm signal to trigger a traffic
protection protocol in response to the second
pre-FEC BER value meeting a first criteria as-
sociated with the first threshold value and not
meeting a second criteria associated with the
second threshold value;
receiving, at a third time after the first time, a
third pre-FEC BER value, the third pre-FEC BER
value meeting the second criteria associated

25 26 



EP 3 598 348 A1

15

5

10

15

20

25

30

35

40

45

50

55

with the second threshold value indicating a sig-
nal degradation over a transmission path con-
nected to the FEC decoder; and
sending, in response to the third pre-FEC BER
value meeting the second criteria associated
with the second threshold value, the alarm signal
to trigger the traffic protection protocol such that
traffic loss due to the signal degradation is re-
duced.

Claims

1. An apparatus, comprising:

a memory; and
a processor operatively coupled to the memory,

the processor configured to be operatively
coupled to a forward error correction (FEC)
decoder of an optical transponder,
the processor configured to receive, from
the FEC decoder, a first plurality of pre-FEC
bit error rate (BER) values at a plurality of
times to identify a degradation over a first
transmission path that includes the optical
transponder,
the processor configured to determine,
based on the first plurality of pre-FEC BER
values at the plurality of times, a signal pat-
tern,
the processor configured to adjust, based
on the signal pattern, a set of parameters
including a first threshold and a second
threshold,
the processor configured to send, in re-
sponse to a second pre-FEC BER value ex-
ceeding the second threshold and being be-
low the first threshold, a signal to trigger traf-
fic rerouting to a second transmission path
to reduce traffic loss due to the degradation
over the first transmission path.

2. The apparatus of claim 1, wherein:

the set of parameters includes a soak time;
the processor is configured to send the signal in
response to the second pre-FEC BER value ex-
ceeding the second threshold and being below
the first threshold for a period of the soak time.

3. The apparatus of claim 1 or claim 2, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
the processor is configured to send, in response
to the second pre-FEC BER value being below
the third threshold, a second signal to stop the

traffic rerouting after the first signal is sent.

4. The apparatus of any preceding claim, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
when the signal pattern is a high noise signal
pattern,

the processor is configured to adjust by in-
creasing, based on the high noise signal
pattern, the third threshold from a first value
to a second value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the second value of the third
threshold, a second signal to stop the traffic
rerouting after the first signal is sent.

5. The apparatus of any preceding claim, wherein:

when the signal pattern is a high noise signal
pattern,
the processor is configured to adjust by increas-
ing, based on the high noise signal pattern, the
second threshold from a first value to a second
value such that the signal is sent in response to
the second pre-FEC BER value exceeding the
second value of the second threshold and being
below the first threshold.

6. The apparatus of any preceding claim, wherein:

when the signal pattern is a bursty noise signal
pattern,
the processor is configured to adjust by decreas-
ing, based on the bursty noise signal pattern,
the second threshold from a first value to a sec-
ond value such that the signal is sent in response
to the second pre-FEC BER value exceeding
the second value of the second threshold and
being below the first threshold.

7. The apparatus of any preceding claim, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
when the signal pattern is a bursty noise signal
pattern,

the processor is configured to adjust by de-
creasing, based on the bursty noise signal
pattern, the third threshold from a first value
to a second value,
the processor is configured to send, in re-
sponse to the second pre-FEC BER value
being below the second value of the third
threshold, a second signal to stop the traffic
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rerouting after the first signal is sent.

8. The apparatus of any preceding claim, wherein:
the processor is configured to adjust the set of pa-
rameters based on a machine learning system.

9. The apparatus of any preceding claim, wherein:

the set of parameters includes a hold-off time
and a third threshold,
the signal is a first signal,
the processor is configured to send, in response
to the second pre-FEC BER value being below
the third threshold for a period of the hold-off
time, a second signal to stop the traffic rerouting
after the first signal is sent.

10. The apparatus of any preceding claim, wherein:
the processor is configured to adjust the set of pa-
rameters based on an average of the first plurality
of pre-FEC BER values and a standard deviation of
the first plurality of pre-FEC BER values.

11. The apparatus of any preceding claim, wherein:

the processor is configured to determine an
identity of at least one source device of the deg-
radation,
the processor is configured to adjust the set of
parameters based on the identity of the at least
one source device of the degradation.

12. The apparatus of any preceding claim, wherein:

the degradation is associated with a first optical
link of a plurality of optical links over the first
transmission path,
the signal is sent to trigger the traffic rerouting
from the first optical link of the plurality of optical
links to a second optical link of the plurality of
optical links.

13. A method, comprising:

receiving a first plurality of pre-FEC bit error rate
(BER) values at a plurality of times to identify a
degradation over a first transmission path that
includes an optical transponder;
determining, based on the first plurality of pre-
FEC BER values at the plurality of times, a signal
pattern;
adjusting, based on the signal pattern, a set of
parameters including a first threshold and a sec-
ond threshold; and
sending, in response to a second pre-FEC BER
value exceeding the second threshold and being
below the first threshold, a signal to trigger traffic
rerouting to a second transmission path to re-

duce traffic loss due to degradation over the first
transmission path.

14. The method of claim 13, wherein:

the set of parameters includes a soak time;
the method includes sending the signal in re-
sponse to the second pre-FEC BER value ex-
ceeding the second threshold and being below
the first threshold for a period of the soak time.

15. The method of claim 13 or claim 14, wherein:

the set of parameters includes a third threshold,
the signal is a first signal,
the method includes sending, in response to the
second pre-FEC BER value being below the
third threshold, a second signal to stop the traffic
rerouting after the first signal is sent.
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