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METHOD AND SYSTEM FOR PROCESSING CRITICAL LOGIC STATE

The present application relates to a method for

processing key logic states, including: obtaining a plural-
ity of key logic states; updating the key logic states ac-
cording to changes of the key logic states; and transmit-
ting the updated key logic states to an autonomous ma-
chine to achieve synchronization of key logic states. A
system for processing key logic states is further provided.

100

obtaining a plurality of key logic states gencrated by a Centralized
Traffic Control system during operation, determining operating devices
associated with each of the plurality of key logical states, storing each key 101
logical state together with an associated operating device in a
corresponding manner in a database, and transmitting each key logic state

to an autonomous machine

'

determining whether a key logic state in the Centralized Traffic Control
system is changed, obtaining, when a first key logic state is changed, a
latest state data of the first key logic statc and updating the first key logic
statc bascd on the latest state data, storing the updated first key logic state
into the database, and transmitting the updated first key logic state to the
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autonomous machine

searching, after a second key logic state in the autonomous machine
becomes abnormal, in the database according to an operating device
associated with the second key logic state to determine a second normal 103
key logic state stored in the database, and transmitting the second normal
key logic state to the autonomous machine to achieve synchronization of
key logic states
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Description

[0001] The present application claims the priority of
Chinese Patent Application No. 201810472241.4, filed
on May 17, 2018 and entitled "METHOD AND SYSTEM
FOR PROCESSING KEY LOGIC STATES", the content
of which is incorporated herein by reference in their en-
tirety.

TECHNICAL FIELD

[0002] The present disclosure relates to a field of in-
formation processing technology, and more particularly,
to a method and system for processing key logic states.

BACKGROUND

[0003] The Train operation Dispatching Command
system, abbreviated as TDCS, mainly completes func-
tions such as recording and analysis of dispatching com-
mand information, train number check, automatic report-
ing on being punctual or late, generation of statistics on
late arrival and punctual arrival information, automatic
drawing of operation diagram, issuing of dispatching
command and plan, automatic generation of logbook,
etc. The Centralized Traffic Control system, abbreviated
as CTC can further complete automatic train route setting
on schedule besides complete all the functions of the
TDCS. The manual operation function of the station sig-
nal equipment is divided into two modes: decentralized
self-discipline control and emergency station control.
[0004] Animportantfunction of the CTC is to track and
store key states. The stability and security of storage of
key states are of great significance to railway dispatching
and command. In the prior art, a key state is stored in a
data file. When a key state in the system is abnormal,
the key state in the system is restored by reading a key
state in the data file. Since the key state is real-time, it is
necessary to synchronize the key state that has changed.
Since the instability of the data file, the data is easily lost,
and the file would possibly cannot be restored due to
damage.

[0005] Therefore, atechnique enabling process of key
logic states that change in real time is needed.

SUMMARY

[0006] The present disclosure provides a method and
system for processing key logic states to solve a problem
of synchronizing and updating, in real time, the key logic
states that change in real time.

[0007] Inordertosolve the above problem, the present
disclosure provides a method for processing key logic
states, including:

obtaining a plurality of key logic states generated by
a Centralized Traffic Control system during opera-
tion, determining operating devices associated with
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each ofthe plurality of key logical states, storing each
key logical state together with an associated oper-
ating device in a corresponding manner into a data-
base, and transmitting each key logic state to an au-
tonomous machine;

determining whether a key logic state in the Central-
ized Traffic Control system is changed, obtaining,
when a first key logic state is changed, a latest state
data of the first key logic state and updating the first
key logic state based on the latest state data, storing
the updated first key logic state into the database,
and transmitting the updated first key logic state to
the autonomous machine;

searching, after a second key logic state in the au-
tonomous machine becomes abnormal, in the data-
base according to an operating device associated
with the second key logic state to determine a second
normal key logic state stored in the database, and
transmitting the second normal key logic state to the
autonomous machine to achieve synchronization of
key logic states.

[0008] Preferably, the method further includes setting
each of the plurality of key logic states by a user input or
a state of a signaling device, transmitting the set key logic
states to the autonomous machine for verification
processing by the autonomous machine, and storing the
key logic states synchronously into the database after
the verification processing.

[0009] Preferably, the method furtherincludes deleting
any of the plurality of key logic states by a user input.
[0010] Preferably, the key logic states include: states
of a traction power contact network of a section, which
include: being connected to network, being not connect-
ed to network, being powered, and being not powered.
[0011] Preferably, the key logic states include: states
of bad shunting of a section, which include: no bad shunt-
ing, section occupied for the bad shunting, and section
unoccupied for the bad shunting.

[0012] Preferably, the key logic states include: open-
close states of a section, which include: closed and open.
[0013] Preferably, each ofthe key logic states received
is buffered by the autonomous machine.

[0014] Preferably, when the updated first key logic
state is received by the autonomous machine, the first
key logic state in a local buffer is replaced with the up-
dated first key logic state, and the updated first key logic
state is stored in the database.

[0015] Preferably, when the second normal key logic
stateis received by the autonomous machine, the second
key logic state which is abnormal is replaced with the
second normal key logic state.

[0016] Preferably, whenread of a key logic state stored
in the database is failed, the key logic state is set to a
state that steers safely.

[0017] According to another aspect of the present dis-
closure, a system for processing a key logic state is pro-
vided, including:
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an initialization unit, configured to obtain a plurality
of key logic states generated by a Centralized Traffic
Control system during operation, determine operat-
ing devices associated with each of the plurality of
key logical states, store each key logical state to-
gether with an associated operating device in a cor-
responding manner into a database, and transmit
each key logic state to an autonomous machine;

a monitoring unit, configured to determine whether
a key logic state in the Centralized Traffic Control
system is changed, obtain, when a first key logic
state is changed, a latest state data of the first key
logic state and update the first key logic state based
on the latest state data, store the updated first key
logic state into the database, and transmit the up-
dated first key logic state to the autonomous ma-
chine; and

a synchronization unit, configured to search, after a
second key logic state in the autonomous machine
becomes abnormal, the database according to an
operating device associated with the second key log-
ic state to determine a second normal key logic state
stored in the database, and transmit the second nor-
mal key logic state to the autonomous machine to
achieve synchronization of key logic states.

[0018] Preferably, the initialization unit is further con-
figured to set each of the plurality of key logic states by
a user input or a state of a signaling device, transmit the
set key logic states to the autonomous machine for ver-
ification processing by the autonomous machine, and
store the key logic states synchronously into the data-
base after the verification processing.

[0019] Preferably, the system further includes a
processing unit configured to delete any of the plurality
of key logic states by a user input.

[0020] Preferably, the key logic states include: states
of a traction power contact network of a section, which
include: being connected to network, being not connect-
ed to network, being powered, and being not powered.

[0021] Preferably, the key logic states include: states
of bad shunting of a section, which include: no bad shunt-
ing, section occupied for the bad shunting, and section
unoccupied for the bad shunting.

[0022] Preferably, the key logic states include: open-
close states of a section, which include: closed and open.
[0023] Preferably, each of the key logic states received
is buffered by the autonomous machine.

[0024] Preferably, when the updated first key logic
state is received by the autonomous machine, the first
key logic state in a local buffer is replaced with the up-
dated first key logic state, and the updated first key logic
state is stored in the database.

[0025] Preferably, when the second normal key logic
state isreceived by the autonomous machine, the second
key logic state which is abnormal is replaced with the
second normal key logic state.

[0026] Preferably, whenread of akey logic state stored
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in the database is failed, the key logic state is set to a
state that steers safely.

[0027] In the technical solution of the disclosure, the
key state is buffered in a memory of the autonomous
machine and persistently stored in the database at the
same time, and the key logic state stored in the memory
of the autonomous machine is directly read during a man-
ual operation process and the shunting route control,
thereby improving the performance efficiency. When the
key logic state stored in the memory of the autonomous
machine is not available and needs to be reinitialized,
the persistently stored data is obtained from the data-
base, and the key logic state is reinitialized according to
the technical solution of the present disclosure. The tech-
nical solution of the disclosure uses the database to syn-
chronize the key logic state, which solves a problem of
low efficiency and instability of the backup of the key logic
state by the data file in the prior art. The synchronous
processing of the key logic state in the technical solution
of the present application is convenient, and storing the
key logical state in the database is more reliable and
efficient.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028] Exemplary embodiments of the present disclo-
sure can be more completely understood by reference
to the following drawings:

FIG.1isaflowchartillustrating a method for process-
ing key logic states according to an embodiment of
the present disclosure; and

FIG. 2 is a block diagram illustrating a structure of a
system for processing key logic states according to
an embodiment of the present disclosure.

DETAILED DESCRIPTION

[0029] The exemplary embodiments ofthe present dis-
closure are described with reference to the drawings,
however, the present disclosure may be embodied in
many different forms and may not limited to the embod-
iments described herein. The embodiments are provided
to disclose the present disclosure in detail and complete-
ly, and to fully convey the scope of the disclosure to those
skilled in the art. The terms used in the exemplary em-
bodiments and shown in the drawings are not intended
to limit the disclosure. In the drawings, similar reference
numerals are used for similar units/elements.

[0030] The terms (including technical terms) used
herein are of the ordinary meaning for those skilled in the
art, unless otherwise stated. In addition, it is to be under-
stood that terms defined in commonly used dictionaries
should be understood as having a meaning consistent
with the context in the related art, and should not be in-
terpreted as an idealized meaning or an over-interpreted
meaning.

[0031] FIG. 1 is a flowchart illustrating a method for
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processing key logic states according to an embodiment
of the present disclosure. In an implementation of the
present disclosure, when a key logic state is changed, a
latest state data of the key logic state is stored in a da-
tabase. When a key logic state in the CTC becomes ab-
normal and needs to be restored, the stored key logic
state is read from the database. If read of the key logic
state is failed, the key logic state is set to a state that
steers safely. In an implementation of the present disclo-
sure, the key state is buffered in a memory of the auton-
omous machine and persistently stored in the database
at the same time, and the key logic state stored in the
memory of the autonomous machine is directly read dur-
ing a manual operation process and the shunting route
control, thereby improving the performance efficiency.
When the key logic state stored in the memory of the
autonomous machine is not available and needs to be
reinitialized, the persistently stored data is obtained from
the database, and the key logic state is reinitialized ac-
cording to the technical solution of the present disclosure.
In the technical solution of the present application, the
synchronous processing of the key logic state and storing
the key logical state in the database is more reliable and
efficient. As shown in FIG. 1, amethod 100 for processing
key logic states begins at step 101.

[0032] Further, at step 101: obtaining a plurality of key
logic states generated by a Centralized Traffic Control
system during operation, determining operating devices
associated with each of the plurality of key logical states,
storing each key logical state together with an associated
operating device in a corresponding manner into a data-
base, and transmitting each key logic state to an auton-
omous machine.

[0033] Further, during the initialization according to the
presentdisclosure, which key states (for example, wheth-
er a section is closed or not) each device should have is
first determined, and then the database is queried for the
current states of these key states (closed or open). Fur-
ther, the present disclosure includes a process of initial-
izing key logic states, which includes: first determining
which key states each device should have, such as, for
the device, whether there is a section closed or not, or
whether there is a state of bad shunting, etc., and then
searching in the database for the current states of these
key states.

[0034] Further, the key logic states include states of a
traction power contact network of a section, which in-
clude: being connected to network, being not connected
to network, being powered, and being not powered. Fur-
ther, the key logic states include states of bad shunting
of a section, which include: no bad shunting, section oc-
cupied for the bad shunting, and section unoccupied for
the bad shunting. Further, the key logic states include:
open-close states of a section, which include: closed and
open.

[0035] Further, the method further includes setting
each of the plurality of key logic states by a user input or
a state of a signaling device, transmitting the set key logic
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states to the autonomous machine for verification
processing by the autonomous machine, and storing the
key logic states synchronously into the database after
the verification processing. According to the present dis-
closure, the key logic states are monitored by the system,
and manually set by the user, or the key logic states may
be changed jointly according to a state of a signaling
device. In the present disclosure, the CTC system imple-
ments this function by setting and displaying, specifically,
the user operates the key logic state at the CTC terminal,
and transmits it to the autonomous machine for process-
ing; after the operation is succeeded, the state isreturned
to the terminal for display, and store in the database syn-
chronously.

[0036] Further, the method further includes deleting
any of the plurality of key logic states by a user input.
[0037] Further, at step 102: determining whether the
key logic state in the Centralized Traffic Control system
is changed, obtaining, when a first key logic state is
changed, a latest state data of the first key logic state
and updating the first key logic state based on the latest
state data, storing the updated first key logic state into
the database, and transmitting the updated first key logic
state to the autonomous machine.

[0038] Further, at step 103: searching, after a second
key logic state in the autonomous machine becomes ab-
normal, in the database according to an operating device
associated with the second key logic state to determine
a second normal key logic state stored in the database,
and transmitting the second normal key logic state to the
autonomous machine to achieve synchronization of key
logic states.

[0039] Further, during the abnormality restore accord-
ing to the present disclosure, which key states (for ex-
ample, whether a section is closed or not) each device
should have is first determined, and then the database
is queried for the current states of these key states
(closed or open).

[0040] Further, each of the key logic states received is
buffered by the autonomous machine.

[0041] Further, when the updated first key logic state
isreceived by the autonomous machine, thefirstkey logic
state in a local buffer is replaced with the updated first
key logic state, and the updated first key logic state is
stored into the database.

[0042] Further,whenthe second normal key logic state
is received by the autonomous machine, the second key
logic state which is abnormal is replaced with the second
normal key logic state. According to the present disclo-
sure, in a normal state, when the key logic state is
changed, the first key logic state in the autonomous ma-
chine is first updated, and then the first key logic state is
stored into the database synchronously. When the sec-
ond key logic state in the autonomous machine is failure
and needs to be restarted, the last stored second key
logic state is loaded from the database to replace the
abnormal second key logic state in the autonomous ma-
chine.
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[0043] Further, when read of the key logic state stored
in the database is failed, the key logic state is set to a
state that steers safely. According to the present disclo-
sure, when the key logic state is changed, the latest key
logic state is synchronously stored into the database in
real time. When an abnormality occurs in the system and
thus a restoration is needed, the key logic state data is
read from the database. If read of the key logic state
stored in the database is failed, the key logic state is set
to a state that steers safely, to ensure safe driving. Ac-
cording to the present disclosure, during the initialization
ofthe autonomous machine, if read of the key logic states
stored in the database is failed, all the device states are
set to relatively safe states, such as, states of a traction
power contact network of a section (being not connected
to network, and being not powered, ensuring that an elec-
tric train would not go to a section which is not connected
to network and not powered), states of bad shunting of
a section (section occupied for the bad shunting, ensur-
ing that a train would not go to a occupied section with
the bad shunting), open-close states of a section (closed,
ensuring that a train would not go to a closed section),
to improve the safety of the system operation.

[0044] Forthe key logic state of the present disclosure,
it is buffered in a memory of the autonomous machine
and persistently stored in the database at the same time,
and the key logic state stored in the memory of the au-
tonomous machine is directly read during a manual op-
eration process and the shunting route control, thereby
improving the performance efficiency. When the key logic
state stored in the memory of the autonomous machine
is not available and needs to be reinitialized, the persist-
ently stored data may be obtained from the database for
the reinitialization. High reliability is achieved by storing
the key logic states in the server.

[0045] FIG. 2is a block diagram illustrating a structure
of a system for processing key logic states according to
an embodiment of the present disclosure. As shown in
FIG. 2, a system 200 for processing key logic states in-
cludes: an initialization unit 201, a monitoring unit 202
and a synchronization unit 203.

[0046] The initializing unit 201 is configured to obtain
a plurality of key logic states generated by a Centralized
Traffic Control system during operation, determine oper-
ating devices associated with each of the plurality of key
logical states, store each key logical state together with
an associated operating device in a corresponding man-
ner into a database, and transmit each key logic state to
an autonomous machine.

[0047] Further, the present disclosure includes a proc-
ess of initializing key logic states, which includes: first
determining which key states each device should have,
such as, for the device, whether there is a section closed
or not, or whether there is a state of bad shunting, etc.,
and then searching in the database for the current states
of these key states.

[0048] Further, the key logic states include: states of
a traction power contact network of a section, which in-
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clude: being connected to network, being not connected
to network, being powered, and being not powered. Fur-
ther, the key logic states include: states of bad shunting
of a section, which include: no bad shunting, section oc-
cupied for the bad shunting, and section unoccupied for
the bad shunting. Further, the key logic states include:
open-close states of a section, which include: closed and
open.

[0049] Further, the initializing unit 201 is further con-
figured to set each of the plurality of key logic states by
a user input or a state of a signaling device, transmit the
set key logic states to the autonomous machine for ver-
ification processing by the autonomous machine, and
store the key logic states synchronously into the data-
base after the verification processing. According to the
present disclosure, the key logic states are monitored by
the system, and manually set by the user, or the key logic
states may be changed jointly according to a state of a
signaling device. In the present disclosure, the CTC sys-
tem implements this function by setting and displaying,
specifically, the user operates the key logic state at the
CTC terminal, and transmits it to the autonomous ma-
chine for processing; after the operation is succeeded,
the state is returned to the terminal for display, and store
in the database synchronously.

[0050] Further, system 200 further includes a process-
ing unit configured to delete any of the plurality of key
logic states by a user input.

[0051] The monitoring unit 202 is configured to deter-
mine whether a key logic state in the Centralized Traffic
Control system is changed, obtain, when a first key logic
state is changed, a latest state data of the first key logic
state and update the first key logic state based on the
latest state data, store the updated first key logic state
into the database, and transmit the updated first key logic
state to the autonomous machine.

[0052] The synchronization unit 203 is configured to
search, after a second key logic state in the autonomous
machine becomes abnormal, in the database according
to an operating device associated with the second key
logic state to determine a second normal key logic state
stored in the database, and transmit the second normal
key logic state to the autonomous machine to achieve
synchronization of key logic states.

[0053] Further, each of the key logic states received is
buffered by the autonomous machine.

[0054] Further, when the updated first key logic state
isreceived by the autonomous machine, thefirstkey logic
state in a local buffer is replaced with the updated first
key logic state, and the updated first key logic state is
stored into the database.

[0055] Further,when the second normal key logic state
is received by the autonomous machine, the second key
logic state which is abnormal is replaced with the second
normal key logic state. According to the present disclo-
sure, in a normal state, when the key logic state is
changed, the first key logic state in the autonomous ma-
chine is first updated, and then the first key logic state is
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stored into the database synchronously. When the sec-
ond key logic state in the autonomous machine is failure
and needs to be restarted, the last stored second key
logic state is loaded from the database to replace the
abnormal second key logic state in the autonomous ma-
chine.

[0056] Further, when read of the key logic state stored
in the database is failed, the key logic state is set to a
state that steers safely. According to the present disclo-
sure, when the key logic state is changed, the latest key
logic state is synchronously stored into the database in
real time. When an abnormality occurs in the system and
thus a restoration is needed, the key logic state data is
read from the database. If read of the key logic state
stored in the database is failed, the key logic state is set
to a state that steers safely, to ensure safe driving. Ac-
cording to the present disclosure, during the initialization
ofthe autonomous machine, if read of the key logic states
stored in the database is failed, all the device states are
set to relatively safe states, such as, states of a traction
power contact network of a section (being not connected
to network, and being not powered, ensuring that an elec-
tric train would not go to a section which is not connected
to network and not powered), states of bad shunting of
a section (section occupied for the bad shunting, ensur-
ing that a train would not go to an occupied section with
the bad shunting), open-close states of a section (closed,
ensuring that a train would not go to a closed section),
to improve the safety of the system operation.

[0057] The disclosure has been described by refer-
ence to a few embodiments. However, those skilled in
the art should know that, as defined by the appended
claims, other embodiments of the disclosure in addition
to the embodiments disclosed above should equally fall
within the scope of the present disclosure.

[0058] In general, all terms used in the claims are in-
terpreted according to their ordinary meaning in the art,
unless explicitly defined otherwise. All references to
"a/an/the device, component, etc." are widely interpreted
as at least one instance of the device, component, etc.,
unless explicitly stated otherwise. The steps of any meth-
od disclosed herein are not necessarily performed in the
specific order disclosed, unless explicitly stated.

Claims

1. A method for processing key logic states, compris-
ing:

obtaining a plurality of key logic states generated
by a Centralized Traffic Control system during
operation, determining operating devices asso-
ciated with each of the plurality of key logical
states, storing each key logical state together
with an associated operating device in a corre-
sponding manner in a database, and transmit-
ting each key logic state to an autonomous ma-
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chine;

determining whether a key logic state inthe Cen-
tralized Traffic Control system is changed, ob-
taining, when a first key logic state is changed,
a latest state data of the first key logic state and
updating the first key logic state based on the
latest state data, storing the updated first key
logic state into the database, and transmitting
the updated first key logic state to the autono-
mous machine; and

searching, after a second key logic state in the
autonomous machine becomes abnormal, in the
database according to an operating device as-
sociated with the second key logic state to de-
termine a second normal key logic state stored
in the database, and transmitting the second
normal key logic state to the autonomous ma-
chine to achieve synchronization of key logic
states.

The method of claim 1, further comprising setting
each of the plurality of key logic states by a user input
or a state of a signaling device, transmitting the set
key logic states to the autonomous machine for ver-
ification processing by the autonomous machine,
and storing the key logic states synchronously into
the database after the verification processing.

The method of claim 1 further comprising deleting
any of the plurality of key logic states by a userinput.

The method of claim 1, the key logic states comprise:
states of a traction power contact network of a sec-
tion, which comprise: being connected to network,
being not connected to network, being powered, and
being not powered.

The method of claim 1, the key logic states comprise:
states of bad shunting of a section, which comprise:
no shunt failure, section occupied for the bad shunt-
ing, and section unoccupied for the bad shunting.

The method of claim 1, the key logic states comprise:
open-close states of a section, which comprise:
closed and open.

The method of claim 1, each of the key logic states
received is buffered by the autonomous machine.

The method of claim 1, when the updated first key
logic state is received by the autonomous machine,
the first key logic state in a local buffer is replaced
with the updated first key logic state, and the updated
first key logic state is stored in the database.

The method of claim 1, when the second normal key
logic state is received by the autonomous machine,
the second key logic state which is abnormal is re-
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placed with the second normal key logic state.

The method of claim 1, when read of a key logic state
stored in the database is failed, the key logic state
is set to a state that steers safely.

Asystem for processing key logic states, comprising:

an initialization unit, configured to obtain a plu-
rality of key logic states generated by a Central-
ized Traffic Control system during operation, de-
termine operating devices associated with each
of the plurality of key logical states, store each
key logical state together with an associated op-
erating device in a corresponding manner into
a database, and transmit each key logic state to
an autonomous machine;

a monitoring unit, configured to determine
whether a key logic state in the Centralized Traf-
fic Control system is changed, obtain, when a
first key logic state is changed, a latest state
data of the first key logic state and update the
firstkey logic state based on the latest state data,
store the updated first key logic state into the
database, and transmit the updated first key log-
ic state to the autonomous machine; and

a synchronization unit, configured to search, af-
ter a second key logic state in the autonomous
machine becomes abnormal, in the database
according to an operating device associated
with the second key logic state to determine a
second normal key logic state stored in the da-
tabase, and transmit the second normal key log-
ic state to the autonomous machine to achieve
synchronization of key logic states.

The system of claim 11, the initialization unitis further
configured to set each of the plurality of key logic
states by a user input or a state of a signaling device,
transmit the set key logic states to the autonomous
machine for verification processing by the autono-
mous machine, and store the key logic states syn-
chronously into the database after the verification
processing.

The system of claim 11, further comprising a
processing unit configured to delete any of the plu-
rality of key logic states by a user input.

The system of claim 11, the key logic states com-
prise: states of a traction power contact network of
a section, which comprise: being connected to net-
work, being not connected to network, being pow-
ered, and being not powered.

The system of claim 11, the key logic states com-
prise: states of bad shunting of a section, which com-
prise: no bad shunting, section occupied for the bad
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16.

17.

18.

19.

20.

shunting, and section unoccupied for the bad shunt-
ing.

The system of claim 11, the key logic states com-
prise: open-close states of a section, which com-
prise: closed and open.

The system of claim 11, each of the key logic states
received is buffered by the autonomous machine.

The system of claim 11, when the updated first key
logic state is received by the autonomous machine,
the first key logic state in a local buffer is replaced
with the updated first key logic state, and the updated
first key logic state is stored in the database.

The system of claim 11, when the second normal
key logic state is received by the autonomous ma-
chine, the second key logic state which is abnormal
is replaced with the second normal key logic state.

The system of claim 11, when read of a key logic
state stored in the database is failed, the key logic
state is set to a state that steers safely.
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100

obtaining a plurality of key logic states generated by a Centralized
Traffic Control system during operation, determining operating devices
associated with each of the plurality of key logical states, storing each key
logical state together with an associated operating device in a
corresponding manner in a database, and transmitting each key logic state

to an autonomous machine

l

determining whether a key logic state in the Centralized Traffic Control
system is changed, obtaining, when a first key logic state is changed, a
latest state data of the first key logic state and updating the first key logic
state based on the latest state data, storing the updated first key logic state
mto the database, and transmitting the updated first key logic state to the

autonomous machine

'

searching, after a second key logic state in the autonomous machine
becomes abnormal, in the database according to an operating device
associated with the second key logic state to determine a second normal
key logic state stored in the database, and transmitting the second normal
key logic state to the autonomous machine to achieve synchronization of

key logic states

FIG 1

101

102

103



EP 3 598 701 A1

initialization unit 201

monitoring unit 202

synchronization unit 203

FIG 2
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