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(67)  Embodiments of the present invention provide
a speech signal processing model training method, an
electronic device and a storage medium. The embodi-
ments of the present invention determines a target train-
ing loss function based on a training loss function of each
speech signal processing task; inputs a task input feature
of each speech signal processing task into a
to-be-trained multi-task neural network, and updates pa-
rameters of a shared layer and each task layer of the
to-be-trained multi-task neural network by minimizing the
target training loss function as a training objective, until
the to-be-trained multi-task neural network converges,
to obtain a speech signal processing model. Through the
multi-task neural network, the computational complexity
isreduced, and the efficiency oftraining the speech signal
processing model is improved.
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Description
RELATED APPLICATION

[0001] This application claims priority to Chinese Pat-
ent Application No. 201711191604.9, entitled "SPEECH
SIGNAL PROCESSING MODEL TRAINING METHOD,
APPARATUS, ELECTRONIC DEVICE AND STORAGE
MEDIUM" filed with the China National Intellectual Prop-
erty Administration on November 24, 2017, which is in-
corporated by reference in its entirety.

FIELD OF THE TECHNOLOGY

[0002] Embodiments of the present invention relate to
the field of speech processing technologies, and in par-
ticular, to a speech signal processing model training
method, an electronic device and a storage medium for
processing speech signal.

BACKGROUND OF THE DISCLOSURE

[0003] With the development of speech recognition
technologies, the performance of the speech signal
processing technology of terminals is particularly impor-
tant for maintaining a high speech recognition rate in
complex environments. Currently, a common speech
recognition process is as follows: a terminal performs
speech signal processing on an input multi-channel
speech, outputs a single-channel speech, and then
sends the single-channel speech to a speech backend
server for speech recognition.

[0004] A conventional speech signal processing pro-
cedure generally includes a plurality of speech signal
processing tasks. The plurality of speech signal process-
ing tasks collaboratively processes an input multi-chan-
nelspeechin aprogressive manner, and outputs asingle-
channel speech. Using an intelligent speaker scenario
as an example, FIG. 1 shows a conventional speech sig-
nal processing procedure in a terminal. The process in-
cludes a plurality of speech signal processing tasks. The
plurality of speech signal processing tasks may specifi-
cally include: an echo cancellation task, a speech detec-
tiontask, a speech direction detection task, a microphone
array enhancement task, a single-channel noise reduc-
tion task, a de-reverberation task and the like. After an
input multi-channel speech is collaboratively processed
by the plurality of speech signal processing tasks, a sin-
gle-channel speech may be output, thus completing the
speech signal processing by the terminal.

[0005] Deeplearningtechnologies, such as neural net-
work technologies are being applied to more technical
fields. Toimprove the speech signal processing perform-
ance of the terminal, a technology of optimizing the
speech signal processing procedure of the terminal by
using a neural network has been adopted in the art. The
technology is to train a speech signal processing model
by using the neural network and use the speech signal
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processing model to replace or assist the conventional
speech signal processing procedure in the terminal, and
to improve the speech signal processing performance of
the terminal. Therefore, the training of the speech signal
processing model based on the neural network is of im-
portant technical significance in improving the speech
signal processing performance.

[0006] Currently, the training of the speech signal
processing model based on the neural network is con-
fronted with the problem that the training efficiency of the
speech signal processing model is low due to a large
quantity of speech signal processing tasks involved in
the speech signal processing procedure and complex
computations involved in the training.

SUMMARY

[0007] In view of this, embodiments of the present in-
vention provide a speech signal processing model train-
ing method, an electronic device and a storage medium,
to reduce the computational complexity of training the
speech signal processing model, and improve the effi-
ciency of training the speech signal processing model.
[0008] In order to achieve the foregoing objective, the
embodiments of the present invention provide the follow-
ing technical solutions:

[0009] According to an aspect, an embodiment of the
present invention provides a speech signal processing
model training method, applied to an electronic device,
and including:

acquiring a sample speech and determining a task
input feature of each speech signal processing task
of the sample speech;

determining a target training loss function based on
a training loss function of each speech signal
processing task; and

using the task input feature of each speech signal
processing task of the sample speech as a training
input of a to-be-trained multi-task neural network,
and updating parameters of a shared layer and each
task layer of the to-be-trained multi-task neural net-
work by minimizing the target training loss function
as a training objective, until the to-be-trained multi-
task neural network converges, to obtain a speech
signal processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.

[0010] According to another aspect, an embodiment
of the present invention further provides a speech signal
processing model training apparatus, applied to an elec-
tronic device, and including:
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a task input feature determining module, configured
to acquire a sample speech and determine a task
input feature of each speech signal processing task
of the sample speech;

a target loss function determining module, config-
ured to determine a target training loss function
based on a training loss function of each speech sig-
nal processing task; and

a model training module, configured to use the task
input feature of each speech signal processing task
of the sample speech as a training input of a to-be-
trained multi-task neural network, and update pa-
rameters of a shared layer and each task layer of
the to-be-trained multi-task neural network by mini-
mizing the target training loss function as a training
objective, until the to-be-trained multi-task neural
network converges, to obtain a speech signal
processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.

[0011] According to another aspect, an embodiment
of the present invention further provides an electronic
device, including: at least one memory and at least one
processor; the memory storing a program, the processor
invoking the program stored by the memory, and the pro-
gram being configured for:

acquiring a sample speech and determining a task
input feature of each speech signal processing task
of the sample speech;

determining a target training loss function based on
a training loss function of each speech signal
processing task; and

using the task input feature of each speech signal
processing task of the sample speech as a training
input of a to-be-trained multi-task neural network,
and updating parameters of a shared layer and each
task layer of the to-be-trained multi-task neural net-
work by minimizing the target training loss function
as a training objective, until the to-be-trained multi-
task neural network converges, to obtain a speech
signal processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.

[0012] According to another aspect, an embodiment
of the present invention further provides a storage me-
dium, storing a program configured to be executed by a
processor, the program being used for:
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acquiring a sample speech and determining a task
input feature of each speech signal processing task
of the sample speech;

determining a target training loss function based on
a training loss function of each speech signal
processing task; and

using the task input feature of each speech signal
processing task of the sample speech as a training
input of a to-be-trained multi-task neural network,
and updating parameters of a shared layer and each
task layer of the to-be-trained multi-task neural net-
work by minimizing the target training loss function
as a training objective, until the to-be-trained multi-
task neural network converges, to obtain a speech
signal processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.

[0013] The embodiments of the present invention de-
termines the target training loss function based on train-
ing loss functions of a plurality of speech signal process-
ing tasks, uses the task input features of the plurality of
speech signal processing tasks as the training input of
the multi-task neural network, and trains the to-be-trained
multi-task neural network by minimizing the target train-
ing loss function as a training objective, to obtain the
speech signal processing model. The multi-task neural
network includes the shared layer and the task layer cor-
responding to each speech signal processing task, and
the speech signal processing model is obtained through
training the multi-task neural network, instead of training
the neural network respectively for each speech signal
processing task, thereby effectively reducing the compu-
tational complexity of training the speech signal process-
ing model, and improving the efficiency of training.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] To describe the technical solutions in the em-
bodiments of the present invention or in the related tech-
nology more clearly, the following briefly describes the
accompanying drawings required for describing the em-
bodiments or the related technology. Apparently, the ac-
companying drawings in the following description show
merely embodiments of the present invention, and a per-
son of ordinary skill in the art may still derive other draw-
ings from these accompanying drawings without creative
efforts.

FIG. 1 is a schematic diagram of a speech signal
processing procedure in the related technology.

FIG. 2 is a schematic diagram of training a speech
signal processing model by using a neural network
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in the related technology.

FIG. 3 is a schematic structural diagram of a multi-
task neural network according to an embodiment of
the present invention.

FIG. 4 is another schematic structural diagram of a
multi-task neural network according to an embodi-
ment of the present invention.

FIG. 5 is a flowchart of a speech signal processing
model training method according to an embodiment
of the present invention.

FIG. 6 is a schematic diagram of training a speech
signal processing model.

FIG. 7 is another flowchart of a speech signal
processing model training method according to an
embodiment of the present invention.

FIG. 8 is another schematic diagram of training a
speech signal processing model.

FIG. 9 is yet another flowchart of a speech signal
processing model training method according to an
embodiment of the present invention.

FIG. 10 is still another flowchart of a speech signal
processing model training method according to an
embodiment of the present invention.

FIG. 11 is a schematic diagram of an application sce-
nario of a speech signal processing model.

FIG. 12 is a schematic diagram of using an output
result of a speech signal processing model.

FIG. 13 is a structural block diagram of a speech
signal processing model training apparatus accord-
ing to an embodiment of the present invention.

FIG. 14 is another structural block diagram of a
speech signal processing model training apparatus
according to an embodiment of the present inven-
tion.

FIG. 15 is yet another structural block diagram of a
speech signal processing model training apparatus
according to an embodiment of the present inven-
tion.

FIG. 16 is a block diagram of a hardware structure
of an electronic device.

DESCRIPTION OF EMBODIMENTS

[0015] FIG. 2 is a schematic diagram of training a
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speech signal processing model by using a neural net-
work in the related technology. As shown in FIG. 2, a
neural network is constructed respectively for each
speech signal processing task in a speech signal
processing procedure. Each neural network corresponds
to a speech signal processing task, and the neural net-
work of each speech signal processing task is trained
respectively. When a neural network satisfies a training
convergence condition of the corresponding speech sig-
nal processing task, the training of the neural network is
complete. After the training of each neural network is
complete, the trained neural networks are combined to
form a speech signal processing model. This process
has a problem that the training of a neural network is
required for each speech signal processing task and the
large quantity of speech signal processing tasks leads
to high computational complexity of the training. In addi-
tion, the neural networks are independent of each other
and no association exists between the speech signal
processing tasks, resulting in that the performance of the
trained speech signal processing model has limitations.
[0016] Based on this, the embodiments of the present
invention are directed to improving a neural network
structure of a speech signal processing model and train-
ing the speech signal processing model based on the
improved neural network structure, thereby reducing the
computational complexity of training the speech signal
processing model and improving the training efficiency.
In addition, an association between the speech signal
processing tasks is reflected in the training process, to
ensure that the trained speech signal processing model
has reliable performance.

[0017] The following clearly and completely describes
the technical solutions in the embodiments of the present
invention with reference to the accompanying drawings
in the embodiments of the present invention. Obviously,
the described embodiments are only some embodiments
instead of all embodiments of the present invention. All
other embodiments obtained by a person of ordinary skill
in the art based on the embodiments of the present in-
vention without creative effects shall fall within the pro-
tection scope of the present disclosure.

[0018] An embodiment of the present invention pro-
vides a novel multi-task neural network. By improving a
neural network structure of a speech signal processing
model, the multi-task neural network can reduce the com-
putational complexity of training the speech signal
processing model and further ensure reliable perform-
ance of the speech signal processing model. As shown
in FIG. 3, the multi-task neural network may include: a
shared layer and a task layer corresponding to each
speech signal processing task.

[0019] Optionally, in this embodiment of the present
invention, an input of the shared layer may be imported
into each task layer, and each task layer outputs a task
processing result of the speech signal processing task
corresponding to the task layer. The shared layer may
reflect an association between the speech signal
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processing tasks having common features, and each
task layer may reflect a task feature of the corresponding
speech signal processing task, so that an output result
of each task layer can better reflect a task requirement
of the corresponding speech signal processing task.
[0020] Optionally, in this embodiment of the present
invention, the shared layer may be defined as along short
term memory (LSTM) network. In an optional example,
the shared layer may be a two-layer LSTM network. The
task layer may be defined as a fully connected multi layer
perceptron (MLP) network, that is, each task layer may
be a fully connected MLP network. In an optional exam-
ple, each task layer may be a single-layer fully connected
MLP network.

[0021] Using the plurality of speech signal processing
tasks shownin FIG. 1 as an example, the multi-task neu-
ral network according to this embodiment of the present
invention may include, as shown in FIG. 4:

a shared layer, an echo cancellation task layer, a speech
detection task layer, ..., a single-channel noise reduction
task layer, and a de-reverberation task layer.

[0022] Certainly, inaspecific speech signal processing
procedure, the plurality of speech signal processing tasks
is not limited to those shown in FIG. 1, and some speech
signal processing tasks may be deleted from and/or add-
ed to the plurality of speech signal processing tasks
shown in FIG. 1. This is not specifically limited in this
embodiment of the present invention.

[0023] Based on the multi-task neural network accord-
ing to this embodiment the present invention, this em-
bodiment of the presentinvention can train the multi-task
neural network, to obtain a speech signal processing
model.

[0024] In an optional implementation of training the
speech signal processing model, this embodiment of the
presentinvention can train the multi-task neural network
based on all the speech signal processing tasks simul-
taneously to update parameters of the shared layer and
each task layer of the multi-task neural network.

[0025] Optionally, FIG. 5 shows an optional procedure
of a speech signal processing model training method ac-
cording to an embodiment of the present invention. The
method may be applied to an electronic device having a
data processing capability. The electronic device may be
a terminal device having a data processing capability,
such as a notebook computer, a personal computer (PC)
and the like, or may be a server on a network side. This
is not specifically limited in this embodiment of the
presentinvention. Referring to FIG. 5, the procedure may
include the following steps.

[0026] Step S100: The electronic device acquires a
sample speech and determines a task input feature of
each speech signal processing task of the sample
speech.

[0027] Optionally, the sample speech may be consid-
ered as asample used to train a speech signal processing
model, and the sample speech may be a multi-channel
speech. This embodiment of the present invention may
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acquire a plurality of sample speeches, and determine,
for each sample speech, a task input feature of each
speech signal processing task.

[0028] Fora plurality of speech signal processing tasks
involved in a speech signal processing procedure of a
terminal, this embodiment of the present invention may
acquire a task input feature of each speech signal
processing task respectively for a sample speech. Op-
tionally, the plurality of speech signal processing tasks
involved in the speech signal processing procedure of
the terminal may be as shown in FIG. 1. Certainly, some
speech signal processing tasks may be deleted from
and/or other forms of speech signal processing tasks
may be added to the plurality of speech signal processing
tasks shown in FIG. 1.

[0029] Optionally, for ease of understanding, in an op-
tional example, the plurality of speech signal processing
tasks includes an echo cancellation task and a speech
detection task. The echo cancellation task may be used
to estimate a single-channel speech spectrum, and the
speech detection task may be used to estimate a speech
presence probability. Therefore, this embodiment of the
present invention may acquire a task input feature of the
echo cancellation task of the sample speech, where the
task input feature is, for example, spectral energy of a
noisy single-channel speech of the sample speech and
spectral energy of a speech marked as clean. In addition,
this embodiment of the present invention may acquire a
task inputfeature of the speech detection task of the sam-
ple speech, where the task input feature is, for example,
atagvalue indicating whether a speech exists in the sam-
ple speech. The tag value may be 0 or 1, where 0 indi-
cates the absence of a speech and 1 indicates the pres-
ence of a speech.

[0030] Certainly, the speech signal processing tasks
described above are examples only, and in practice, the
speech signal processing procedure may include more
speech signal processing tasks. This embodiment of the
present invention may acquire task input features corre-
sponding to different speech signal processing tasks re-
spectively for the sample speech, and different speech
signal processing tasks may correspond to different task
input features.

[0031] Step S110: The electronic device determines a
target training loss function based on a training loss func-
tion of each speech signal processing task.

[0032] This embodiment of the present invention up-
dates the parameters of the shared layer and each task
layer of the multi-task neural network by training all the
speech signal processing tasks. Therefore, a total train-
ing loss function (referred to as the target training loss
function) used for training needs to be determined based
on the training loss function of each speech signal
processing task.

[0033] Optionally, in view of the conventional solution
of training a neural network respectively for each speech
signal processing task, this embodiment of the present
invention may determine the training loss function of each
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speech signal processing task. Therefore, for any speech
signal processing task, this embodiment of the present
invention may multiply the training loss function of the
speech signal processing task by a weight corresponding
to the speech signal processing task to obtain a corre-
sponding multiplication result of the speech signal
processing task, so as to determine a corresponding mul-
tiplication result of each speech signal processing task;
and then obtain the target training loss function by adding
the corresponding multiplication results.

[0034] As an example, assuming that a training loss
function of an th speech signal processing task is L, and
a; is a weight corresponding to the i speech signal
processing task, the target training loss function L, may
be determined according to the following formula:

where the value of a; may be set according to an actual
situation, or may be set to 1; and N is a total number of
speech signal processing tasks.

[0035] Step S120: The electronic device uses the task
input feature of each speech signal processing task of
the sample speech as a training input of the multi-task
neural network, and updates parameters of the shared
layer and each task layer of the multi-task neural network
by minimizing the targettraining loss function as a training
objective, until the multi-task neural network converges,
to obtain a speech signal processing model.

[0036] After determining the task input feature of each
speech signal processing task of the sample speech and
determining the target training loss function for training,
this embodiment of the present invention may train the
multi-task neural network to update the parameters of
the shared layer and each task layer of the multi-task
neural network. Specifically, this embodiment of the
present invention may use the task input feature of each
speech signal processing task of the sample speech as
a training input of the multi-task neural network, and train
the multi-task neural network by minimizing the target
training loss function as a training objective to update the
parameters of the shared layer and each task layer of
the multi-task neural network, until the multi-task neural
network converges, to obtain the speech signal process-
ing model. When the multi-task neural network satisfies
a convergence condition, the multi-task neural network
converges. The convergence condition may include but
is not limited to: the number of iterations of the training
reaches a maximum number, or the target training loss
function no longer decreases, and the like. This is not
specifically limited in this embodiment of the present in-
vention.

[0037] Optionally, after determining the training input
and the training objective, this embodiment of the present
invention may update the parameters of the shared layer
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and each task layer of the multi-task neural network by
using a stochastic gradient descent (SGD) method
and/or a back propagation (BP) method.

[0038] Optionally, in the process of updating the pa-
rameters of the shared layer and each task layer of the
multi-task neural network by minimizing the target train-
ing loss function as the training objective, the parameters
of the shared layer may be updated based on the target
training loss function. For example, during each training,
the stochastic gradient descent method may be used to
update the parameters of the shared layer based on the
target training loss function obtained through the each
training. The parameters of the task layer corresponding
to any speech signal processing task may be updated
based on the loss function of the speech signal process-
ing task. For example, during each training, the stochas-
tic gradient descent method may be used to update the
parameters of the task layer corresponding to the speech
signal processing task based on the training loss function
of the speech signal processing task obtained through
the each training. Therefore, not only the shared layer
can reflect the association between the speech signal
processing tasks having common features, but also each
task layer can reflect the task feature of the correspond-
ing speech signal processing task, so thatan outputresult
of each task layer can better reflect a task requirement
of the corresponding speech signal processing task.
[0039] Optionally, in anexample, the shared layer may
be an LSTM network, and a task layer may be a fully
connected MLP network. For example, updating the pa-
rameters of the shared layer of the multi-task neural net-
work may be updating parameters of the LSTM network,
including but notlimited to updating, in the LSTM network,
connection parameters from an input layer to a hidden
layer, connection parameters from the hidden layer to an
output layer or connection parameters between the hid-
den layers. For example, updating the parameters of a
task layer of the multi-task neural network may be updat-
ing parameters of the fully connected MLP network, in-
cluding but not limited to updating, in the fully connected
MLP network, connection parameters from an input layer
to a hidden layer or connection parameters from the hid-
den layer to an output layer.

[0040] Optionally, for ease of understanding, in an op-
tional example, if the weight corresponding to each
speech signal processing task is set to 1, and the plurality
of speech signal processing tasks includes the echo can-
cellation task and the speech detection task, the process
of training the speech signal processing model may in-
clude, as shown in FIG. 6.

using input features of the echo cancellation task and the
speech detection task of the sample speech as a training
input of the multi-task neural network; and updating pa-
rameters of the shared layer, the echo cancellation task
layer and the speech detection task layer of the multi-
task neural network by minimizing a sum of the training
loss function of the echo cancellation task and the training
loss function of the speech detection task as a training
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objective, until the number of iterations of the multi-task
neural network reaches a maximum number or the sum
of the training loss function of the echo cancellation task
and the training loss function of the speech detection task
no longer decreases, to obtain the speech signal
processing model.

[0041] Specifically, during each training, the parame-
ters of the shared layer of the multi-task neural network
may be updated based on the sum of the training loss
function of the echo cancellation task and the training
loss function of the speech detection task that are ob-
tained through the each training; the parameters of the
echo cancellation task layer may be updated based on
the training loss function of the echo cancellation task
obtained through the each training; and the parameters
of the speech detection task layer may be updated based
on the training loss function of the speech detection task
obtained through the each training.

[0042] Optionally, generally the training loss function
of the echo cancellation task may be, for example, a dif-
ference between estimated clean-speech spectral ener-
gy and an actual value; and the training loss function of
the speech detection task may be, for example, a differ-
ence between an estimated speech presence probability
and an actual value. Correspondingly, if the weight cor-
responding to each speech signal processing task is set
to 1, the target training loss function may be determined
as the sum of the training loss function of the echo can-
cellation task and the training loss function of the speech
detection task. Therefore, during the training of the multi-
task neural network, minimizing of the sum of the training
loss function ofthe echo cancellation task and the training
loss function of the speech detection task may be used
as the training objective. The minimizing of the sum of
the training loss function of the echo cancellation task
and the training loss function of the speech detection task
may specifically be minimizing a sum of the difference
between the estimated clean-speech spectral energy
and the actual value and the difference between the es-
timated speech presence probability and the actual val-
ue.

[0043] Ascanbeseen,inthe speech signal processing
model training method shown in FIG. 5, the parameters
of the shared layer and each task layer of the multi-task
neural network may be updated based on the multi-task
neural network including the shared layer and the task
layer corresponding to each speech signal processing
task by using the task input feature of each speech signal
processing task of the sample speech as the training in-
put, to obtain the speech signal processing model by
training. Because this embodiment of the present inven-
tion simultaneously updates, based on the multi-task
neural network including the shared layer and the task
layer corresponding to each speech signal processing
task, the parameters of the shared layer and each task
layer of the multi-task neural network by using the task
input feature of each speech signal processing task of
the sample speech, instead of training a neural network
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respectively for each speech signal processing task, the
computational complexity of training the speech signal
processing model is greatly and effectively reduced, and
the efficiency of training the speech signal processing
model is improved.

[0044] Compared with the conventional manner of
training a neural network respectively for each speech
signal processing task, the foregoing manner of training
the multi-task neural network based on all the speech
signal processing tasks simultaneously to update the pa-
rameters of the shared layer and each task layer of the
multi-task neural network can reduce the computational
complexity. Further, this embodiment of the present in-
vention further provides a solution of training the multi-
task neural network by stages. This solution is obtained
based on the task feature of each speech signal process-
ing task in the speech signal processing procedure, and
can avoid large differences between speech signal
processing tasks in the speech signal processing proce-
dure. In addition, this solution may train the multi-task
neural network by using some speech signal processing
tasks, thereby ensuring the convergence of the param-
eters of the multi-task neural network.

[0045] Optionally, FIG. 7 shows another optional pro-
cedure of a speech signal processing model training
method according to an embodiment of the present in-
vention. The method may be applied to an electronic de-
vice having a data processing capability. Referring to
FIG. 7, the procedure may include the following steps.

[0046] Step S200: The electronic device acquires a
sample speech.
[0047] Step S210: The electronic device determines

at least one first-class speech signal processing task
from a plurality of speech signal processing tasks of a
speech signal processing procedure.

[0048] Optionally, in an implementation, the first-class
speech signal processing task may be a basic task in the
plurality of speech signal processing tasks involved in
the speech signal processing procedure. It may be un-
derstood that the basic task may be considered as a task
providing an auxiliary effect for other speech signal
processingtasks in the plurality of speech signal process-
ing tasks of the speech signal processing procedure.
[0049] In an optional example, the plurality of speech
signal processing tasks includes an echo cancellation
task and a speech detection task. The echo cancellation
task can estimate a single-channel speech spectrum and
greatly improve the accuracy of speech probability esti-
mation. Therefore, the echo cancellation task may be
considered as a basic speech signal processing task.
[0050] Optionally, in another optional implementation,
the first-class speech signal processing task may be con-
sidered as a task having a higher training complexity in
the plurality of speech signal processing tasks involved
in the speech signal processing procedure.

[0051] A process of determining the first-class speech
signal processing task may be as follows: when the train-
ing complexity of the speech signal processing task is
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higher than a set complexity threshold, determining that
the speech signal processing task is the first-class
speech signal processing task; otherwise, determining
that the speech signal processing task is not the first-
class speech signal processing task.

[0052] In an optional example, the plurality of speech
signal processing tasks includes an echo cancellation
task and a speech detection task. Clean-speech energy
values of all M frequency bands are required for the sin-
gle-channel speech spectrum estimation performed by
the echo cancellation task, where M is generally a posi-
tive integer greater than 1. For example, the value of M
may be 512. A single value estimate indicating whether
a current frame includes a speech is required for the
speech presence probability estimation performed by the
speech detection task, where M is much greater than 1.
Because the training complexity of the echo cancellation
task is much higher that of the speech detection task, the
echo cancellation task may be considered as afirst-class
speech signal processing task having a higher training
complexity.

[0053] Inthis embodiment of the presentinvention, the
quantity of first-class speech signal processing tasks may
be one or more.

[0054] Step S220: The electronic device determines a
taskinputfeature of the first-class speech signal process-
ing task of the sample speech and a task input feature
of each speech signal processing task of the sample
speech.

[0055] After determining the first-class speech signal
processing task, this embodiment of the present inven-
tion may determine, for the sample speech, the task input
feature of the first-class speech signal processing task
of the sample speech. The determining the task input
feature of the first-class speech signal processing task
may be determining a task input feature of the echo can-
cellation task of the sample speech. In addition, for each
speech signal processing task involved in the speech
signal processing procedure, this embodiment of the
present invention determines the task input feature of
each speech signal processing task of the sample
speech. The determining the task input feature of each
speech signal processing task may be determining the
task input feature of the echo cancellation task of the
sample speech, a task input feature of the speech de-
tection task, and the like.

[0056] Step S230: The electronic device determines a
first target training loss function based on a training loss
function of the first-class speech signal processing task;
and determines a target training loss function based on
a training loss function of each speech signal processing
task.

[0057] Optionally, for the first-class speech signal
processing task, this embodiment of the present inven-
tion may determine the training loss function of the first-
class speech signal processing task. In a case that the
quantity of first-class speech signal processing tasks is
at least one, for any first-class speech signal processing
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task, this embodiment of the present invention may mul-
tiply the training loss function of the first-class speech
signal processing task by a weight corresponding to the
first-class speech signal processing task, to obtain a mul-
tiplication result of the first-class speech signal process-
ing task, so as to determine the multiplication result of
each first-class speech signal processing task; and then
obtain the first target training loss function by adding the
multiplication result of each first-class speech signal
processing task.

[0058] Optionally, assuming that a training loss func-
tion of an ith first-class speech signal processing task is
L1;, and a1;is a weight corresponding to the ith first-class
speech signal processing task, the first target training
loss function L1,, may be determined according to the
following formula:

N1
L1, =Y alLl,
i=1

where N1 is a total number of first-class speech signal
processing tasks.

[0059] Optionally, this embodiment of the present in-
vention may process each speech signal processing task
to obtain the target training loss function with reference
to the foregoing step S110.

[0060] Step S240: The electronic device uses the task
input feature of the first-class speech signal processing
task of the sample speech as a training input of a multi-
task neural network, and updates parameters of a shared
layer and a task layer corresponding to the first-class
speech signal processing task of the multi-task neural
network by minimizing the first target training loss func-
tion as a training objective, until the multi-task neural net-
work converges, to obtain a first multi-task neural net-
work.

[0061] Optionally, this embodiment of the present in-
vention may first train an initial multi-task neural network
based on the task input feature of the first-class speech
signal processing task by minimizing the first target train-
ing loss function as the training objective.

[0062] During specific training, the parameters of the
shared layer and the task layer corresponding to the first-
class speech signal processing task of the multi-task neu-
ral network may be updated. A specific process of up-
dating the parameters may be as follows: the electronic
device usesthe task input feature ofthe first-class speech
signal processing task of the sample speech as a training
input of the multi-task neural network, and updates the
parameters of the shared layer and the task layer corre-
sponding to the first-class speech signal processing task
of the multi-task neural network through a plurality of it-
erations by minimizing the first target training loss func-
tion as a training objective, until the number of iterations
reaches a maximum number or the first target training
loss function no longer decreases, so as to obtain the
first multi-task neural network.
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[0063] Optionally, this embodiment of the present in-
vention may update the parameters of the shared layer
based on the first target training loss function obtained
through each training. For the task layer corresponding
to each first-class speech signal processing task, the pa-
rameters of the task layer corresponding to the first-class
speech signal processing task may be updated based
on the training loss function of the first-class speech sig-
nal processing task obtained through each training.
[0064] Step S250: The electronic device uses the task
input feature of each speech signal processing task of
the sample speech as a training input of the first multi-
task neural network, and updates parameters of the
shared layer and a task layer corresponding to each
speech signal processing task of the multi-task neural
network by minimizing the target training loss function as
a training objective, until the first multi-task neural net-
work converges, to obtain a speech signal processing
model.

[0065] Optionally, this embodiment of the present in-
vention trains the multi-task neural network based on the
taskinputfeature of the first-class speech signal process-
ing task by minimizing the first target training loss function
as the training objective, to obtain the first multi-task neu-
ral network, and then trains the first multi-task neural net-
work based on the task input feature of each speech sig-
nal processing task by minimizing the target training loss
function as the training objective, to obtain the speech
signal processing model.

[0066] During specific training, the parameters of the
shared layer and the task layer corresponding to each
speech signal processing task of the first multi-task neu-
ral network may be updated. A specific process of up-
dating the parameters may be: using the task input fea-
ture of each speech signal processing task of the sample
speech as the training input of the first multi-task neural
network, and updating the parameters of the shared layer
and the task layer corresponding to each speech signal
processing task of the first multi-task neural network
through iterations by minimizing the target training loss
function as the training objective, until the number of it-
erations reaches a maximum number, or the target train-
ing loss function no longer decreases, so as to obtain the
speech signal processing model.

[0067] Optionally, this embodiment of the present in-
vention may update the parameters of the shared layer
based on the target training loss function obtained
through each training. For the task layer corresponding
to each speech signal processing task, the parameters
of the task layer corresponding to the speech signal
processing task may be updated based on the training
loss function of the speech signal processing task ob-
tained through each training.

[0068] For ease of understanding the sequential train-
ing processes shown in step S240 and step S250, in an
optional example, if the weight corresponding to each
speech signal processing task is set to 1, and the plurality
of speech signal processing tasks includes the echo can-
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cellation task and the speech detection task, the process
of training the speech signal processing model according
to this embodiment of the present invention may include,
as shown in FIG. 8:

first using an input feature of the echo cancellation
task of the sample speech as a training input of the
multi-task neural network; and updating parameters
of the shared layer and the task layer corresponding
to the echo cancellation task of the multi-task neural
network by minimizing of a training loss function of
the echo cancellation task as a training objective,
until the number of iterations of the multi-task neural
network reaches a maximum number or the training
loss function of the echo cancellation task no longer
decreases, to obtain the first multi-task neural net-
work, where the input feature of the echo cancella-
tion task may be spectral energy of a noisy single-
channel speech of the sample speech and spectral
energy of a speech marked as clean, and the training
objective may be minimizing a difference between
estimated clean-speech spectral energy and an ac-
tual value; and

then, using input features of the echo cancellation
task and the speech detection task of the sample
speech as a training input of the first multi-task neural
network; and updating parameters of the shared lay-
er, the echo cancellation task layer and the speech
detection task layer of the first multi-task neural net-
work by minimizing a sum of the training loss function
of the echo cancellation task and the training loss
function of the speech detection task as a training
objective, until the number of iterations of the first
multi-task neural network reaches a maximum
number or the sum of the training loss function of the
echo cancellation task and the training loss function
of the speech detection task no longer decreases,
to obtain the speech signal processing model.

[0069] As canbe seen, this embodiment of the present
invention may determine, from the plurality of speech sig-
nal processing tasks, the basic task or a task having a
higher training complexity based on the speech signal
processing model training method shown in FIG. 7, to
obtain at least one first-class speech signal processing
task. Therefore, thisembodiment of the presentinvention
first uses the task input feature of the first-class speech
signal processing task as the training input of the multi-
task neural network to perform an updating training on
the parameters of the shared layer and the task layer
corresponding to the first-class speech signal processing
task of the multi-task neural network, to obtain the first
multi-task neural network; and then uses the task input
feature of each speech signal processing task as the
training input of the first multi-task neural network to per-
form an updating training on the parameters of the shared
layer and each task layer of the first multi-task neural



17 EP 3 611 725 A1 18

network, to obtain the speech signal processing model
by training.

[0070] In this process, because the neural network
training is not performed on each speech signal process-
ing task respectively, the computational complexity of
training the speech signal processing model is reduced.
In addition, training the multi-task neural network by first
using the input feature of the first-class speech signal
processing task and then using the task input feature of
each speech signal processing task as the training input
enables the training process to reflect the association
between the speech signal processing tasks, and en-
sures the effective convergence of the parameters of the
multi-task neural network and the reliable performance
of the trained speech signal processing model.

[0071] During the training process of the speech signal
processing model, the method shown in FIG. 7 first up-
dates the parameters of the shared layer and the task
layer corresponding to the first-class speech signal
processing task of the multi-task neural network based
on the task input feature of the first-class speech signal
processing task, to obtain the first multi-task neural net-
work by training. In the training process of obtaining the
first multi-task neural network, because the first-class
speech signal processing task is the basic task or a task
having a higher training complexity in the speech signal
processing procedure, the effective convergence of the
parameters of the task layer corresponding to the first-
class speech signal processing task is particularly critical
for the performance of the speech signal processing
model obtained by subsequent training.

[0072] Optionally, this embodiment the present inven-
tion may further perform, in a plurality of stages, the con-
vergence training of the parameters of the task layer cor-
responding to the first-class speech signal processing
task based on different input features of the first-class
speech signal processing task, to further ensure the ef-
fective convergence of the parameters of the task layer
corresponding to the first-class speech signal processing
task. Optionally, FIG. 9 shows yet another optional pro-
cedure of a speech signal processing model training
method according to this embodiment of the present in-
vention. The procedure shown in FIG. 9 is only optional.
During the training of the first multi-task neural network,
the first multi-task neural network may be directly trained
based on all task input features of the first-class speech
signal processing task without being trained in a plurality
of stages as shown in FIG. 9.

[0073] Optionally, the method shown in FIG. 9 may be
applied to an electronic device having a data processing
capability. Referring to FIG. 9, the procedure may include
the following steps.

[0074] Step S300: The electronic device acquires a
sample speech.

[0075] Step S310: The electronic device determines
at least one first-class speech signal processing task
from a plurality of speech signal processing tasks of a
speech signal processing procedure.
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[0076] Optionally, the implementation process of step
S310 is similar to the process of step S210. For details
of step S310, reference can be made to the description
of step S210, and the details are not described herein
again.

[0077] Step S320: The electronic device determines a
task input feature of the first-class speech signal process-
ing task of the sample speech and a task input feature
of each speech signal processing task of the sample
speech, where the task input feature of the first-class
speech signal processing task includes: a plurality of
groups of task input features, and the quantity of features
included inone group of task input features is atleast one.
[0078] Optionally, in this embodiment of the present
invention, each first-class speech signal processing task
may have a plurality of groups of task input features, and
the quantity of features included in each group of task
input features may be at least one.

[0079] In an optional example, the first-class speech
signal processing task includes an echo cancellation
task. In this embodiment of the present invention, a plu-
rality of groups of task input features may be set for the
echo cancellation task. For example, a first group of task
input features of the echo cancellation task includes
spectral energy of a noisy single-channel speech and
spectral energy of a speech marked as clean; a second
group of task input features of the echo cancellation task
includes spectral energy of a multi-channel speech; and
a third group of task input features of the echo cancella-
tion taskincludes the spectral energy of the multi-channel
speech, spectral energy of a reference signal (such as
music played by an intelligent speaker), and the like.
[0080] Step S330: The electronic device determines a
first target training loss function based on a training loss
function of the first-class speech signal processing task;
and determines a target training loss function based on
a training loss function of each speech signal processing
task.

[0081] Optionally, the implementation process of step
S330 is similar to the process of step S230. For details
of step S330, reference can be made to the description
of step S230, and the details are not described herein
again.

[0082] Step S340: The electronic device selects a cur-
rent group of task input features corresponding to a cur-
rent training stage from the plurality of groups of task
input features of the first-class speech signal processing
task of the sample speech based on the current training
stage; uses the current group of task input features as a
training input of a multi-task neural network trained in a
previous training stage; and updates parameters of a
shared layer and a task layer corresponding to the first-
class speech signal processing task of the multi-task neu-
ral network trained in the previous training stage by min-
imizing the first target training loss function as a training
objective, until a multi-task neural network trained based
on the last group of task input features reaches conver-
gence, to obtain a first multi-task neural network.
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[0083] Optionally, step S340 may be considered as an
optional implementation in which the electronic device
trains the multi-task neural network progressively in a
plurality of training stages based on the plurality of groups
of task input features of the first-class speech signal
processing task of the sample speech, to obtain the first
multi-task neural network. One training stage uses one
group of task input features as a training input, and uses
minimizing of the first target training loss function as the
training objective. A process of training the multi-task
neural network progressively in the plurality of training
stages may be updating the parameters of the shared
layer and the task layer corresponding to the first-class
speech signal processing task of the multi-task neural
network progressively in the plurality of training stages.
In addition to being implemented by step S340, this em-
bodiment of the presentinvention does not exclude other
manners of training the multi-task neural network pro-
gressively in a plurality of training stages by using the
plurality of groups of task input features of the first-class
speech signal processing task of the sample speech.
[0084] Optionally, instep S340, thisembodiment of the
presentinvention may train the first multi-task neural net-
work in the plurality of training stages, so as to train the
multi-task neural network by respectively using each
group of task input features of the first-class speech sig-
nal processing task as a training input according to the
training stage, to obtain the first multi-task neural net-
work. In addition, in the current training stage, the current
group of task input features selected currently by the first-
class speech signal processing task is used as the train-
ing input of the multi-task neural network trained in the
previous training stage.

[0085] Optionally,in an example, the first-class speech
signal processing task has three groups of task input fea-
ture, that is, a first group of task input features, a second
group of task input features, and a third group of task
input features. In this case, this embodiment of the
presentinvention may first use the first group of task input
features as a training input of a to-be-trained multi-task
neural network, and updates the parameters of the
shared layer and the task layer corresponding to the first-
class speech signal processing task of the multi-task neu-
ral network by minimizing the first target training loss
function as a training objective, until a multi-task neural
network trained based on the first group of task input
features reaches convergence, to obtain a multi-task
neural network trained in a first training stage. A process
of using the first group of task input features as the train-
ing input of the to-be-trained multi-task neural network
may be as follows: for the first training stage, the selected
task input feature of the current training stage is the first
group of task input features.

[0086] Then, this embodiment of the present invention
uses the second group of task input features as a training
input of the multi-task neural network trained in the first
training stage, and updates parameters of the shared
layer and the task layer corresponding to the first-class
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speech signal processing task of the multi-task neural
network trained in the first training stage by minimizing
the first target training loss function as a training objec-
tive, until a multi-task neural network trained based on
the second group of task input features reaches conver-
gence, to obtain a multi-task neural network trained in
the second training stage. A process of using the second
group of task input features as the training input of the
multi-task neural network trained in the firsttraining stage
may be as follows: for the second training stage, the se-
lected task input feature of the current training stage is
the second group of task input features.

[0087] Then, this embodiment of the presentinvention
uses the third group of task input features as a training
input of the multi-task neural network trained in the sec-
ond training stage, and updates parameters of the shared
layer and the task layer corresponding to the first-class
speech signal processing task of the multi-task neural
network trained in the second training stage by minimiz-
ing the first target training loss function as a training ob-
jective, until a multi-task neural network trained based
on the third group of task input features reaches conver-
gence, to obtain the first multi-task neural network, there-
by completing the process of training the first multi-task
neural network in a plurality of training stages based on
the plurality of groups of task input features of the first-
class speech signal processing task. A process of using
the third group of task input features as the training input
of the multi-task neural network trained in the second
training stage may be as follows: for a third training stage,
the selected task input feature of the current training
stage is the third group of task input features.

[0088] For ease of understanding, assuming that the
first-class speech signal processing task is an echo can-
cellation task, the first group of task input features of the
echo cancellation task includes spectral energy of a noisy
single-channel speech and spectral energy of a speech
marked as clean; the second group of task input features
of the echo cancellation task includes spectral energy of
a multi-channel speech; and the third group of task input
features of the echo cancellation task includes the spec-
tral energy of the multi-channel speech, spectral energy
of a reference signal and the like. The spectral energy of
the reference signal may be music played by anintelligent
speaker.

[0089] Correspondingly, this embodiment of the
present invention may first use the spectral energy of the
noisy single-channel speech and the spectral energy of
the speech marked as clean of the sample speech as a
training input of the multi-task neural network, and up-
dates the parameters of the shared layer and the task
layer of the echo cancellation task of the multi-task neural
network by minimizing a difference between estimated
clean-speech spectral energy and an actual value as a
training objective, until the number of iterations reaches
a maximum number or the training objective no longer
decreases.

[0090] Then, this embodiment of the presentinvention
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uses the spectral energy of the multi-channel speech of
the sample speech as a training input of the multi-task
neural network trained in the previous stage, and updates
the parameters of the shared layer and the task layer of
the echo cancellation task of the multi-task neural net-
work by minimizing the difference between the estimated
clean-speech spectral energy and the actual value as a
training objective, until the number of iterations reaches
a maximum number or the training objective no longer
decreases, so that the trained multi-task neural network
has a multi-channel spatial filtering capability.

[0091] After completing the multi-channel training, this
embodiment of the present invention may further use the
spectral energy of the multi-channel speech and the
spectral energy of the reference signal of the sample
speech as atraining input of the multi-task neural network
trained in the previous stage, and updates the parame-
ters of the shared layer and the task layer of the echo
cancellation task of the multi-task neural network by min-
imizing the difference between the estimated clean-
speech spectral energy and the actual value as a training
objective, until the number of iterations reaches a maxi-
mum number or the training objective no longer decreas-
es, to obtain the first multi-task neural network, so that
the first multi-task neural network can better fit a multi-
channel input signal and the reference signal.

[0092] Optionally, the foregoing example of the plural-
ity of groups of task input features of the first-class speech
signal processing task is only optional. In this embodi-
ment of the present invention, the quantity of groups of
task input features of the first-class speech signal
processing task and specific features included in each
group of task input features may be set according to a
specific situation. For example, in the foregoing example,
the task input features including the spectral energy of
the noisy single-channel speech, the spectral energy of
the speech marked as clean and the spectral energy of
the multi-channel speech may also be combined for train-
ing.

[0093] Step S350: The electronic device uses the task
input feature of each speech signal processing task of
the sample speech as a training input of the first multi-
task neural network, and updates parameters of the
shared layer and a task layer corresponding to each
speech signal processing task of the first multi-task neu-
ral network by minimizing the target training loss function
as a training objective, until the first multi-task neural net-
work converges, to obtain a speech signal processing
model.

[0094] Optionally, the implementation process of step
S350 is similar to the process of step S250. For details
of step S350, reference can be made to the description
of step S250, and the details are not described herein
again.

[0095] Optionally, after the first multi-task neural net-
work is obtained, speech signal processing tasks such
as speech detection, direction detection and de-rever-
beration are simple tasks independent of each other, and
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may be combined for training. Therefore, after the first
multi-task neural network is obtained, the task input fea-
tures of each speech signal processing task of the sample
speech may be combined for training the first multi-task
neural network, to obtain the speech signal processing
model.

[0096] For all the foregoing training manners, in the
process of updating the parameters of the shared layer
and a task layer, the parameters of the shared layer are
updated based on a sum of training loss functions of all
tasks used for the current training; and the parameters
of the task layer are updated based on a training loss
function of a task corresponding to the task layer. There-
fore, the trained speech signal processing model not only
can reflect an association between the speech signal
processing tasks having common features through the
shared layer, but also can reflect the task feature of the
corresponding speech signal processing task through
each task layer.

[0097] To summarize the training processes of the
speech signal processing model described above, a ba-
sic core procedure of the speech signal processing model
training method according to the embodiments of the
present invention may be as shown in FIG. 10. FIG. 10
shows still another optional procedure of a speech signal
processing model training method according to an em-
bodiment of the present invention. Referring to FIG. 10,
the procedure may include the following steps.

[0098] Step S400: An electronic device acquires a
speech sample and determines a task input feature of
each speech signal processing task of the speech sam-
ple.

[0099] Optionally, for details of step S400, reference
can be made to the description of step S100. The imple-
mentation process of step S400 is similar to the process
of step S100, and the details are not described herein
again.

[0100] Step S410: The electronic device determines a
target training loss function based on a training loss func-
tion of each speech signal processing task.

[0101] Optionally, for details of step S410, reference
can be made to the description of step S110. The imple-
mentation process of step S410 is similar to the process
of step S110, and the details are not described herein
again.

[0102] Step S420: The electronic device uses the task
input feature of each speech signal processing task of
the sample speech as a training input of a to-be-trained
multi-task neural network, and updates parameters of a
shared layer and each task layer of the to-be-trained mul-
ti-task neural network by minimizing the target training
loss function as atraining objective, until the to-be-trained
multi-task neural network reaches convergence, to ob-
tain a speech signal processing model.

[0103] Optionally, in an optional implementation, in
step S420, the to-be-trained multi-task neural network
may be an initial multi-task neural network (the corre-
sponding process may be implemented by the procedure
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shown in FIG. 5).

[0104] Optionally, in another implementation, in step
S420, the to-be-trained multi-task neural network may
be a first multi-task neural network. This embodiment of
the present invention may first obtain the first multi-task
neural network through training using the method proce-
dure of training the first multi-task neural network as
shown in FIG. 7, and use the first multi-task neural net-
work as the to-be-trained multi-task neural network; then
use the task input feature of each speech signal process-
ing task of the sample speech as a training input of the
firstmulti-task neural network by using the method shown
in FIG. 10; and update parameters of the shared layer
and each task layer of the first multi-task neural network
by minimizing the targettraining loss function as a training
objective, until the first multi-task neural network con-
verges, to obtain the speech signal processing model.
[0105] Optionally, the first multi-task neural network
may be trained based on the task input feature of the
first-class speech signal processing task of the sample
speech. Further, in an optional example, the first-class
speech signal processing task may have a plurality of
groups of task input features. This embodiment of the
presentinvention may train the first multi-task neural net-
work in a plurality of training stages based on the training
procedure of the first multi-task neural network as shown
in FIG. 9.

[0106] Regardless of whether the foregoing to-be-
trained multi-task neural network is the initial multi-task
neural network or the first multi-task neural network, the
structure of the to-be-trained multi-task neural network
includes a shared layer and a task layer corresponding
to each speech signal processing task. For the shared
layer, the parameters of the shared layer are updated
based on the target training loss function by minimizing
the target training loss function as the training objective.
For the task layer corresponding to any speech signal
processing task, the parameters of the task layer of the
speech signal processing task are updated based on the
training loss function of the speech signal processing task
by minimizing the target training loss function as the train-
ing objective.

[0107] The speech signal processing model training
method according to this embodiment of the present in-
vention may obtain the speech signal processing model
through training based on the multi-task neural network
including the shared layer and the task layer correspond-
ing to each speech signal processing task, instead of
training a neural network respectively for each speech
signal processing task, thereby effectively reducing the
computational complexity of training the speech signal
processing model, and improving the efficiency of train-
ing.

[0108] Further, in the training process, the speech sig-
nal processing model is first trained based on the task
input feature of the first-class speech signal processing
task of the sample speech, and then trained based on
the task input feature of each speech signal processing

10

15

20

25

30

35

40

45

50

55

13

task. Therefore, an association between a plurality of
tasks in the speech signal processing procedure can be
found, thereby improving the performance of speech sig-
nal processing, and ensuring the reliable performance of
the trained speech signal processing model.

[0109] After obtaining the speech signal processing
model through training by using the foregoing method,
optionally, the embodiments of the presentinvention may
use the speech signal processing model to replace the
conventional speech signal processing procedure of the
terminal. For example, the output result of each task layer
of the speech signal processing model may be specifi-
cally used to replace the conventional task processing
result of the speech signal processing task correspond-
ing to each task layer of the terminal.

[0110] Inanotherimplementation, the embodiments of
the presentinvention may use the speech signal process-
ing model to assist the conventional speech signal
processing procedure of the terminal. For example, the
output of each task layer of the speech signal processing
model may be specifically used to assist task processing
in the conventional corresponding speech signal
processing task of the terminal.

[0111] FIG. 11is aschematic diagram of an application
scenario of a speech signal processing model. As shown
in FIG. 11, after the speech signal processing model is
obtained through training, in the embodiments of the
present invention, speech signal processing of a front
end may be performed on a to-be-recognized speech
input to an instant messaging client by using the speech
signal processing model, and then the processed speech
is transmitted to a speech backend server of an instant
messaging application for speech recognition. Optional-
ly, the instant messaging client may respectively use the
output of each task layer of the speech signal processing
model for the to-be-recognized speech as an assisting
processing signal of the corresponding speech signal
processing task, to assist processing of each speech sig-
nal processing task, thereby improving the output accu-
racy of the result of each speech signal processing task.
[0112] Referring to FIG. 11, as an optional application
scenario, on a basis that the instant messaging client
loads the trained speech signal processing model of the
embodiments of the present invention, a specific appli-
cation process may include the following steps.

[0113] S1. An instant messaging client acquires a to-
be-recognized speech input.

[0114] S2. The instant messaging client determines,
based on a to-be-trained speech signal processing mod-
el, an output result of each task layer of the speech signal
processing model for the to-be-recognized speech.
[0115] The speech signal processing model is ob-
tained through training a multi-task neural network by
minimizing a target training loss function as a training
objective. The target training loss function is determined
based on a training loss function of each speech signal
processing task. The multi-task neural network includes
a shared layer and a task layer corresponding to each
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speech signal processing task.

[0116] S3. The instant messaging client uses the out-
put result of each task layer for the to-be-recognized
speech as a task processing result of the speech signal
processing task corresponding to each task layer, or uses
the output result of each task layer for the to-be-recog-
nized speech to assist task processing in the correspond-
ing speech signal processing task, so as to obtain a
speech signal processing result of a front end.

[0117] S4. The instant messaging client sends the
speech signal processing result of the front end to a
speech backend server, so that the speech backend
server performs speech recognition on the to-be-recog-
nized speech based on the speech signal processing re-
sult.

[0118] Optionally, FIG. 12 is a schematic diagram of
using an outputresult of a speech signal processing mod-
el. Referring to FIG. 12, for a conventional echo cancel-
lation task of the terminal, an echo cancellation task layer
of the speech signal processing model may output a
speech spectrum estimation result of the to-be-recog-
nized speech, so as to use the speech spectrum estima-
tion result as an assisting processing signal of the con-
ventional echo cancellation task of the terminal, so that
the echo cancellation task may better distinguish a ratio
of the reference signal and the speech signal during
processing, thereby improving an accuracy of an output
result of the echo cancellation task. Certainly, in another
implementation, the embodiments of the present inven-
tion may also directly use the output result of the echo
cancellation task layer of the speech signal processing
model for the to-be-recognized speech as the output re-
sult of the echo cancellation task.

[0119] Foraspeech detection task, a speech detection
task layer of the speech signal processing model may
output an output result of the to-be-recognized speech,
and use the output result as an assisting processing sig-
nal of the conventional speech detection task of the ter-
minal, so as to improve an accuracy of the output result
of the speech detection task. A weighted average value
of an output result of the speech detection task layer and
the output result of the conventional speech detection
task of the terminal may be used as a final output result
of the speech detection task. Certainly, in another imple-
mentation, the embodiments of the present invention
may also directly use the output result of the speech de-
tection task layer of the speech signal processing model
for the to-be-recognized speech as the output result of
the speech detection task.

[0120] Fora speech direction detection task, a speech
direction detection task layer of the speech signal
processing model may output an output result of the to-
be-recognized speech, so that the output result is used
to assistthe conventional speech direction detection task
of the terminal to estimate the speech and noise of the
to-be-recognized speech, so as to obtain a more accu-
rate speech direction estimation result. The output result
of the to-be-recognized speech outputted by the speech
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direction detection task layer may be: the speech/noise
spectrum estimation result of the to-be-recognized
speech. Certainly, in another implementation, the em-
bodiments of the present invention may also directly use
the speech/noise spectrum estimation result of the to-
be-recognized speech outputted by the speech direction
detection task layer as the output result of speech direc-
tion detection task.

[0121] For a microphone array enhancement task, a
microphone array enhancement task layer of the speech
signal processing model may output a speech/noise
spectrum of the to-be-recognized speech, to assist the
conventional microphone array enhancement task of the
terminal to more accurately estimate a target direction of
an array algorithm and parameters such as a noise co-
variance matrix needed in the array algorithm. Certainly,
in another implementation, the embodiments of the
present invention may also directly use the output result
of the microphone array enhancement task layer as the
output result of the microphone array enhancement task.
[0122] Forasingle-channel noise reduction task, a sin-
gle-channel noise reduction task layer of the speech sig-
nal processing model may output the speech/noise spec-
trum of the to-be-recognized speech, to assist the con-
ventional single-channel noise reduction task of the ter-
minal to obtain key parameters needed in the single-
channel noise reduction task such as a signal-noise ratio,
to improve the processing effect of the single-channel
noise reduction task. Certainly, in another implementa-
tion, the embodiments of the present invention may also
directly use the output result of the single-channel noise
reduction task layer as the output result of the single-
channel noise reduction task.

[0123] For ade-reverberation task, a de-reverberation
task layer of the speech signal processing model may
outputaroom reverberation estimation, to assist the con-
ventional de-reverberation task of the terminal to regulate
the parameters of the algorithm, so as to control a level
of de-reverberation. Certainly, in another implementa-
tion, the embodiments of the present invention may also
directly use the output result of the de-reverberation task
layer as the output result of the de-reverberation task.
[0124] Optionally, the application of the speech signal
processing model to the speech signal processing pro-
cedure of the to-be-recognized speech is merely an ex-
ample, which may be understood as an application of the
speech signal processing procedure in an intelligent
speaker scenario. Certainly, in different application sce-
narios, an application manner of the speech signal
processing model may be adjusted accordingto an actual
situation, but do not separate from a thought that uses
the speech signal processing model to replace the con-
ventional speech signal processing procedure, or, uses
the speech signal processing model to assist the con-
ventional speech signal processing procedure.

[0125] The following describes a speech signal
processing model training apparatus provided in the em-
bodiments of the present invention. The speech signal
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processing model training apparatus described below
may be considered as, a program module needed to be
arranged by an electronic device to implement the
speech signal processing model training method provid-
ed in the embodiments of the present invention. The
speech signal processing model training apparatus de-
scribed below may correspond to the speech signal
processing model training method described above.
[0126] FIG. 13isastructural block diagram of a speech
signal processing model training apparatus according to
an embodiment of the present invention. The apparatus
may be applied to an electronic device having a data
processing capability. Referringto FIG. 13, the apparatus
may include:

a task input feature determining module 100, config-
ured to acquire a sample speech and determine a
task input feature of each speech signal processing
task of the sample speech;

a target loss function determining module 200, con-
figured to determine a target training loss function
based on a training loss function of each speech sig-
nal processing task; and

a model training module 300, configured to use the
task input feature of each speech signal processing
task of the sample speech as a training input of a to-
be-trained multi-task neural network, and update pa-
rameters of a shared layer and each task layer of
the to-be-trained multi-task neural network by mini-
mizing the target training loss function as a training
objective, until the to-be-trained multi-task neural
network converges, to obtain a speech signal
processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.

[0127] Optionally, the model training module 300 being
configured to update parameters of a shared layer and
each task layer of the to-be-trained multi-task neural net-
work by minimizing the target training loss function as a
training objective specifically includes:

for the shared layer, updating the parameters of the
shared layer based on the target training loss function
by minimizing the target training loss function as the train-
ing objective; and for the task layer corresponding to any
speech signal processing task, updating the parameters
of the task layer of the speech signal processing task
based on the training loss function of the speech signal
processing task by minimizing the target training loss
function as the training objective.

[0128] Optionally, the to-be-trained multi-task neural
network may include a first multi-task neural network.
Correspondingly, FIG. 14 is another structural block di-
agram of a speech signal processing model training ap-
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paratus according to an embodiment of the present in-
vention. With reference to FIG. 13 and FIG. 14, the ap-
paratus may further include:

a first network training module 400, configured to deter-
mine at least one first-class speech signal processing
task from a plurality of speech signal processing tasks
of a speech signal processing procedure; determine a
task input feature of the first-class speech signal process-
ing task of the sample speech; determine a first target
training loss function based on a training loss function of
the first-class speech signal processing task; and use
the task input feature of the first-class speech signal
processing task of the sample speech as a training input
of aninitial multi-task neural network, and update param-
eters of a shared layer and a task layer corresponding
to the first-class speech signal processing task of the
initial multi-task neural network by minimizing the first
target training loss function as a training objective, until
the initial multi-task neural network converges, to obtain
the first multi-task neural network.

[0129] Optionally, the first network training module 400
being configured to determine at least one first-class
speech signal processing task from a plurality of speech
signal processing tasks of a speech signal processing
procedure specifically includes:

determining a basic task from the plurality of speech sig-
nal processing tasks, and determining the basic task as
the first-class speech signal processing task, the basic
task being a task providing an auxiliary effect for other
speech signal processing tasks in the plurality of speech
signal processing tasks.

[0130] Optionally, the firstnetwork training module 400
being configured to determine at least one first-class
speech signal processing task from a plurality of speech
signal processing tasks of a speech signal processing
procedure specifically includes:

determining, from the plurality of speech signal process-
ing tasks, a speech signal processing task having a train-
ing complexity higher than a set complexity threshold as
the first-class speech signal processing task.

[0131] Optionally, the first network training module 400
being configured to determine a first target training loss
function based on atraining loss function of the first-class
speech signal processing task specifically includes:

for any first-class speech signal processing task,
multiplying the training loss function of the first-class
speech signal processing task by a weight corre-
sponding to the first-class speech signal processing
task to obtain a multiplication result of the first-class
speech signal processing task, so as to determine a
multiplication result of each first-class speech signal
processing task; and

obtaining the firsttarget training loss function by add-
ing the multiplication result of each first-class speech
signal processing task.
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[0132] Optionally, the task input feature of the first-
class speech signal processing task of the sample
speech includes: a plurality of groups task input features.
The quantity of features included in one group of task
input features is at least one.

[0133] Correspondingly, the first network training mod-
ule 400 being configured to use the task input feature of
the first-class speech signal processing task of the sam-
ple speech as atraining input of aninitial multi-task neural
network, and update parameters of a shared layer and
atasklayer corresponding to the first-class speech signal
processing task of the initial multi-task neural network by
minimizing the first target training loss function as a train-
ing objective, until the initial multi-task neural network
converges, to obtain the first multi-task neural network
specifically includes:

training the initial multi-task neural network progressively
based on the plurality of groups of task input features of
the first-class speech signal processing task of the sam-
ple speech in a plurality of training stages, to obtain the
first multi-task neural network, one training stage using
one group of task input features of the first-class speech
signal processing task of the sample speech as a training
input, and minimizing the first target training loss function
as a training objective.

[0134] Optionally, the first network training module 400
being configured to train the initial multi-task neural net-
work progressively based on the plurality of groups of
task input features of the first-class speech signal
processing task of the sample speech in a plurality of
training stages, to obtain the first multi-task neural net-
work specifically includes:

selecting a current group of task input features corre-
sponding to a current training stage from the plurality of
groups of task input features of the first-class speech
signal processing task of the sample speech based on
the current training stage; and using the current group of
task input features as a training input of the multi-task
neural network trained in a previous training stage, and
updating parameters of the shared layer and the task
layer corresponding to the first-class speech signal
processing task of the multi-task neural network trained
in the previous training stage by minimizing the first target
training loss function as a training objective, until a multi-
task neural network trained based on a last group of task
input features reaches convergence, to obtain the first
multi-task neural network.

[0135] Optionally, in another implementation, the to-
be-trained multi-task neural network may include an ini-
tial multi-task neural network. The target loss function
determining module 200 being configured to determine
a target training loss function based on a training loss
function of each speech signal processing task specifi-
cally includes:

for any speech signal processing task, multiplying
the training loss function of the speech signal
processing task by a weight corresponding to the
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speech signal processing task to obtain a corre-
sponding multiplication result of the speech signal
processing task, so as to determine a corresponding
multiplication result of each speech signal process-
ing task; and

obtaining the target training loss function by adding
the corresponding multiplication result of each
speech signal processing task.

[0136] Optionally, the shared layer in the multi-task
neural network may include an LSTM network. Each task
layer of the multi-task neural network may include a fully
connected MLP network corresponding to each speech
signal processing task.

[0137] Optionally, the modeltraining module 300 being
configured to update parameters of a shared layer and
each task layer of the to-be-trained multi-task neural net-
work may specifically include:

updating, in the LSTM network of the to-be-trained multi-
task neural network, connection parameters from an in-
put layer to a hidden layer, connection parameters from
the hidden layer to an output layer or connection param-
eters between the hidden layers; and updating, in the
fully connected MLP network corresponding to each
speech signal processing task, connection parameters
from an input layer to a hidden layer or connection pa-
rameters from the hidden layer to an output layer.
[0138] Optionally, after training the speech signal
processing model, the model training module 300 may
be applied in the speech signal processing procedure at
a speech front end. Optionally, FIG. 15 is yet another
structural block diagram of a speech signal processing
model training apparatus according to an embodiment
of the present invention. With reference to FIG. 14 and
FIG. 15, the apparatus may further include:

amodel application module 500, configured to determine
an output result of each task layer of the speech signal
processing model for the to-be-recognized speech; and
use the output result of each task layer for the to-be-
recognized speech as a task processing result of the
speech signal processing task corresponding to each
task layer.

[0139] Optionally, the model application module 500
is further configured to determine an output result of each
task layer of the speech signal processing model for the
to-be-recognized speech; and use the output result of
each task layer for the to-be-recognized speech to assist
task processing in the speech signal processing task cor-
responding to each task layer.

[0140] Optionally, the model application module 500
may also be used in the apparatus shown in FIG. 13.
[0141] The speech signal processing model training
apparatus provided by the embodiments of the present
invention may be applied to an electronic device. Option-
ally, a hardware structure of the electronic device may
be shown in FIG. 16, and includes at least one processor
1, at least one communications interface 2, at least one
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memory 3, and at least one communications bus 4.
[0142] Inthis embodiment of the presentinvention, the
quantity of each of the processor 1, the communications
interface 2, the memory 3, and the communications bus
4 is at least one, and communication among the proces-
sor 1, the communications interface 2, and the memory
3 is implemented by using the communications bus 4.
Optionally, the processor 1 may be a central processing
unit (CPU) or an application-specific integrated circuit
(ASIC), or may be configured as one or more integrated
circuits for implementing the embodiments of the present
invention. The memory 3 may include a high-speed RAM
memory, or may further include a non-volatile memory,
for example, at least one magnetic disk memory.
[0143] The memory stores a program, the processor
invokes the program stored by the memory, and the pro-
gram is configured for:

acquiring a sample speech and determining a task
input feature of each speech signal processing task
of the sample speech; determining a target training
loss function based on a training loss function of each
speech signal processing task; and using the task
input feature of each speech signal processing task
of the sample speech as a training input of a to-be-
trained multi-task neural network, and updating pa-
rameters of a shared layer and each task layer of
the to-be-trained multi-task neural network by mini-
mizing the target training loss function as a training
objective, until the to-be-trained multi-task neural
network converges, to obtain a speech signal
processing model,

the to-be-trained multi-task neural network including:
the shared layer and the task layer corresponding to
each speech signal processing task.
[0144] Optionally, the programis further configured for:
for the shared layer, updating the parameters of the
shared layer based on the target training loss func-

tion by minimizing the target training loss function as
the training objective; and

for the task layer corresponding to any speech signal
processing task, updating the parameters of the task
layer of the speech signal processing task based on
the training loss function of the speech signal
processing task by minimizing the target training loss
function as the training objective.
[0145] Optionally, the programis further configured for:
determining at least one first-class speech signal
processing task from a plurality of speech signal
processing tasks of a speech signal processing pro-
cedure;
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determining a task input feature of the first-class
speech signal processing task of the sample speech;

determining a first target training loss function based
on a training loss function of the first-class speech
signal processing task; and

using the task input feature of the first-class speech
signal processing task of the sample speech as a
training input of an initial multi-task neural network,
and updating parameters of a shared layer and a
task layer corresponding to the first-class speech
signal processing task of the initial multi-task neural
network by minimizing the first target training loss
function as a training objective, until the initial multi-
task neural network converges, to obtain the first
multi-task neural network.
[0146] Optionally, the programis further configured for:
for any first-class speech signal processing task,
multiplying the training loss function of the first-class
speech signal processing task by a weight corre-
sponding to the first-class speech signal processing
task to obtain a multiplication result of the first-class
speech signal processing task, so as to determine a
multiplication result of each first-class speech signal
processing task; and

obtaining the firsttarget training loss function by add-
ing the multiplication result of each first-class speech
signal processing task.

[0147] Optionally, the programis further configured for:
determining a basic task from the plurality of speech sig-
nal processing tasks, and determining the basic task as
the first-class speech signal processing task, the basic
task being a task providing an auxiliary effect for other
speech signal processing tasks in the plurality of speech
signal processing tasks.

[0148] Optionally, the programis further configured for:
determining, from the plurality of speech signal process-
ing tasks, a speech signal processing task having a train-
ing complexity higher than a set complexity threshold as
the first-class speech signal processing task.

[0149] Optionally, the programis further configured for:

training the initial multi-task neural network progres-
sively based on the plurality of groups of task input
features of the first-class speech signal processing
task of the sample speech in a plurality of training
stages, to obtain the first multi-task neural network,

one training stage using one group of task input fea-
tures of the first-class speech signal processing task
of the sample speech as a training input, and mini-
mizing the first target training loss function as a train-
ing objective.
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[0150] Optionally,the programisfurther configured for:
selecting a current group of task input features cor-
responding to a current training stage from the plu-
rality of groups of task input features of the first-class
speech signal processing task of the sample speech
based on the current training stage; and

using the current group of task input features as a
training input of the multi-task neural network trained
in a previous training stage, and updating parame-
ters of the shared layer and the task layer corre-
sponding to the first-class speech signal processing
task of the multi-task neural network trained in the
previous training stage by minimizing the first target
training loss function as a training objective, until a
multi-task neural network trained based on a last
group of task input features reaches convergence,
to obtain the first multi-task neural network.
[0151] Optionally, the program is further configured for:
for any speech signal processing task, multiplying
the training loss function of the speech signal
processing task by a weight corresponding to the
speech signal processing task to obtain a corre-
sponding multiplication result of the speech signal
processing task, so as to determine a corresponding
multiplication result of each speech signal process-
ing task; and

obtaining the target training loss function by adding
the corresponding multiplication result of each
speech signal processing task.
[0152] Optionally, the programis further configured for:
updating, in the LSTM network of the to-be-trained
multi-task neural network, connection parameters
from an input layer to a hidden layer, connection pa-
rameters from the hidden layer to an output layer or

connection parameters between the hidden layers;
and

updating, in the fully connected MLP network corre-
sponding to each speech signal processing task,
connection parameters from an input layer to a hid-
den layer or connection parameters from the hidden
layer to an output layer.
[0153] Optionally, the programis further configured for:
determining an output result of each task layer of the
speech signal processing model for a to-be-recog-
nized speech;

using the output result of each task layer for the to-
be-recognized speech as a task processing result of
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the speech signal processing task corresponding to
each task layer.
[0154] Optionally, the programis further configured for:
determining an output result of each task layer of the

speech signal processing model for a to-be-recog-
nized speech;

using the output result of each task layer for the to-
be-recognized speech to assist task processing in
the speech signal processing task corresponding to
each task layer.

[0155] The refinement function and extension function
of the program may refer to the corresponding parts de-
scribed above.

[0156] Further, the embodiments of the presentinven-
tion further provide a storage medium, storing a program
configured to be executed by a processor, the program
being configured for:

acquiring a sample speech and determining a task input
feature of each speech signal processing task of the sam-
ple speech; determining a target training loss function
based on a training loss function of each speech signal
processing task; and using the task input feature of each
speech signal processing task of the sample speech as
a training input of a to-be-trained multi-task neural net-
work, and updating parameters of a shared layer and
each task layer of the to-be-trained multi-task neural net-
work by minimizing the target training loss function as a
training objective, until the to-be-trained multi-task neural
network converges, to obtain a speech signal processing
model, the to-be-trained multi-task neural network includ-
ing: the shared layer and the task layer corresponding to
each speech signal processing task.

[0157] Optionally, the refinement function and exten-
sion function of the program may refer to the correspond-
ing parts described above.

[0158] The embodiments in this specification are all
described in a progressive manner. Description of each
of the embodiments focuses on differences from other
embodiments, and reference may be made to each other
for the same or similar parts among respective embodi-
ments. The apparatus embodiments are substantially
similar to the method embodiments and therefore are
only briefly described, and reference may be made to the
method embodiments for the associated part.

[0159] Persons skilled in the art may further realize
that, in combination with the embodiments herein, units
and algorithm, steps of each example described can be
implemented with electronic hardware, computer soft-
ware, or the combination thereof. In order to clearly de-
scribe the interchangeability between the hardware and
the software, compositions and steps of each example
have been generally described according to functions in
the foregoing descriptions. Whether the functions are ex-
ecuted in a mode of hardware or software depends on
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particular applications and design constraint conditions
of the technical solutions. Persons skilled in the art can
use different methods to implement the described func-
tions for each particular application, but it should not be
considered that the implementation goes beyond the
scope of the embodiments of the present disclosure.
[0160] In combination with the embodiments herein,
steps of the method or algorithm described may be di-
rectly implemented using hardware, a software module
executed by a processor, orthe combination thereof. The
software module may be placed in a random access
memory (RAM), a memory, a read-only memory (ROM),
an electrically programmable ROM (EPROM), an elec-
trically erasable programmable ROM (EEPROM), a reg-
ister, a hard disk, a removable magnetic disk, a CD-ROM,
or any storage medium of other forms well-known in the
technical field.

[0161] The above description of the disclosed embod-
iments enables persons skilled in the art to implement or
use the present disclosure. Various modifications to
these embodiments are obvious to persons skilled in the
art, the general principles defined in the present disclo-
sure may be implemented in other embodiments without
departing from the core idea or scope of the present dis-
closure. Therefore, the present disclosure is not limited
to these embodiments illustrated in the present disclo-
sure, but needs to conform to the broadest scope con-
sistent with the principles and novel features disclosed
in the present disclosure.

Claims

1. A speech signal processing model training method,
applied to an electronic device, the method compris-

ing:

acquiring a sample speech and determining a
task input feature of each speech signal
processing task of the sample speech;
determining a targettraining loss function based
on a training loss function of each speech signal
processing task; and

using the task input feature of each speech sig-
nal processing task of the sample speech as a
training input of a to-be-trained multi-task neural
network, and updating parameters of a shared
layer and each task layer of the to-be-trained
multi-task neural network by minimizing the tar-
get training loss function as a training objective,
until the to-be-trained multi-task neural network
converges, to obtain a speech signal processing
model,

the to-be-trained multi-task neural network com-
prising: the shared layer and the task layer cor-
responding to each speech signal processing
task.

10

15

20

25

30

35

40

45

50

55

19

2,

The speech signal processing model training meth-
od according to claim 1, wherein the updating pa-
rameters of a shared layer and each task layer of
the to-be-trained multi-task neural network by mini-
mizing the target training loss function as a training
objective comprises:

for the shared layer, updating the parameters of
the sharedlayer based on the target trainingloss
function by minimizing the target training loss
function as the training objective; and

for the task layer corresponding to any speech
signal processing task, updating the parameters
of the task layer of the speech signal processing
task based on the training loss function of the
speech signal processing task by minimizing the
target training loss function as the training ob-
jective.

The speech signal processing model training meth-
od according to claim 1, wherein the to-be-trained
multi-task neural network comprises a first multi-task
neural network; and the method further comprises:

determining at least one first-class speech sig-
nal processing task from a plurality of speech
signal processing tasks of a speech signal
processing procedure;

determining a task input feature of the first-class
speech signal processing task of the sample
speech;

determining a first target training loss function
based on atraining loss function of the first-class
speech signal processing task; and

using the task input feature of the first-class
speech signal processing task of the sample
speech as a training input of an initial multi-task
neural network, and updating parameters of a
shared layer and a task layer corresponding to
the first-class speech signal processing task of
the initial multi-task neural network by minimiz-
ing thefirsttarget training loss function as a train-
ing objective, until the initial multi-task neural
network converges, to obtain the first multi-task
neural network.

The speech signal processing model training meth-
od according to claim 3, wherein the determining at
least one first-class speech signal processing task
from a plurality of speech signal processing tasks of
a speech signal processing procedure comprises:
determining a basic task from the plurality of speech
signal processing tasks, and determining the basic
task as the first-class speech signal processing task,
the basic task being a task providing an auxiliary
effect for other speech signal processing tasks in the
plurality of speech signal processing tasks.
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The speech signal processing model training meth-
od according to claim 3, wherein the determining at
least one first-class speech signal processing task
from a plurality of speech signal processing tasks of
a speech signal processing procedure comprises:
determining, from the plurality of speech signal
processing tasks, a speech signal processing task
having a training complexity higher than a set com-
plexity threshold as the first-class speech signal
processing task.

The speech signal processing model training meth-
od according to claim 1, wherein the to-be-trained
multi-task neural network comprises an initial multi-
task neural network; and the determining a target
training loss function based on a training loss func-
tion of each speech signal processing task compris-
es:

for any speech signal processing task, multiply-
ing the training loss function of the speech signal
processing task by a weight corresponding to
the speech signal processing task to obtain a
corresponding multiplication result of the
speech signal processing task, so as to deter-
mine a corresponding multiplication result of
each speech signal processing task; and
obtaining the target training loss function by add-
ing the corresponding multiplication result of
each speech signal processing task.

The speech signal processing model training meth-
od according to claim 1, wherein the shared layer
comprises a long short term memory (LSTM) net-
work, and the task layer corresponding to each
speech signal processing task comprises a fully con-
nected multi layer perceptron (MLP) network corre-
sponding to the speech signal processing task; and
the updating parameters of a shared layer and each
task layer of the to-be-trained multi-task neural net-
work comprises:

updating, in the LSTM network of the to-be-
trained multi-task neural network, connection
parameters from an input layer to a hidden layer,
connection parameters from the hidden layer to
an output layer or connection parameters be-
tween the hidden layers; and

updating, in the fully connected MLP network
corresponding to each speech signal process-
ing task, connection parameters from an input
layer to a hidden layer or connection parameters
from the hidden layer to an output layer.

An electronic device, comprising: at least one mem-
ory and at least one processor; the memory storing
a program, the processor invoking the program
stored by the memory, and the program being con-
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figured for:

acquiring a sample speech and determining a
task input feature of each speech signal
processing task of the sample speech;
determining a target training loss function based
on a training loss function of each speech signal
processing task; and

using the task input feature of each speech sig-
nal processing task of the sample speech as a
training input of a to-be-trained multi-task neural
network, and updating parameters of a shared
layer and each task layer of the to-be-trained
multi-task neural network by minimizing the tar-
get training loss function as a training objective,
until the to-be-trained multi-task neural network
converges, to obtain a speech signal processing
model, the to-be-trained multi-task neural net-
work comprising: the shared layer and the task
layer corresponding to each speech signal
processing task.

9. The electronic device according to claim 8, wherein

the program is further configured for:

for the shared layer, updating the parameters of
the sharedlayer based on the target trainingloss
function by minimizing the target training loss
function as the training objective; and

for the task layer corresponding to any speech
signal processing task, updating the parameters
of the task layer of the speech signal processing
task based on the training loss function of the
speech signal processing task by minimizing the
target training loss function as the training ob-
jective.

10. The electronic device according to claim 8, wherein

the program is further configured for:

determining at least one first-class speech sig-
nal processing task from a plurality of speech
signal processing tasks of a speech signal
processing procedure;

determining a task input feature of the first-class
speech signal processing task of the sample
speech;

determining a first target training loss function
based on atraining loss function of the first-class
speech signal processing task; and

using the task input feature of the first-class
speech signal processing task of the sample
speech as a training input of an initial multi-task
neural network, and updating parameters of a
shared layer and a task layer corresponding to
the first-class speech signal processing task of
the initial multi-task neural network by minimiz-
ing thefirsttarget training loss function as a train-
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ing objective, until the initial multi-task neural
network converges, to obtain the first multi-task
neural network.

The electronic device according to claim 10, wherein
the program is further configured for:

for anyfirst-class speech signal processing task,
multiplying the training loss function of the first-
class speech signal processing task by a weight
corresponding to the first-class speech signal
processing task to obtain a multiplication result
of the first-class speech signal processing task,
so as to determine a multiplication result of each
first-class speech signal processing task; and
obtaining the first target training loss function by
adding the multiplication result of each first-
class speech signal processing task.

The electronic device according to claim 10, wherein
the program is further configured for:

determining a basic task from the plurality of speech
signal processing tasks, and determining the basic
task as the first-class speech signal processing task,
the basic task being a task providing an auxiliary
effect for other speech signal processing tasks in the
plurality of speech signal processing tasks.

The electronic device according to claim 10, wherein
the program is further configured for:

determining, from the plurality of speech signal
processing tasks, a speech signal processing task
having a training complexity higher than a set com-
plexity threshold as the first-class speech signal
processing task.

The electronic device according to claim 10, wherein
the program is further configured for:

training the initial multi-task neural network pro-
gressively based on a plurality of groups of task
input features of the first-class speech signal
processing task of the sample speech in a plu-
rality of training stages, to obtain the first multi-
task neural network,

one training stage using one group of task input
features of the first-class speech signal process-
ing task of the sample speech as a training input,
and minimizing the first target training loss func-
tion as a training objective.

The electronic device according to claim 12, wherein
the program is further configured for:

selecting a current group of task input features
corresponding to a current training stage from
the plurality of groups of task input features of
the first-class speech signal processing task of
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the sample speech based on the current training
stage; and

using the current group of task input features as
a training input of the multi-task neural network
trained in a previous training stage, and updating
parameters of the shared layer and the task lay-
er corresponding to the first-class speech signal
processing task of the multi-task neural network
trained in the previous training stage by mini-
mizing the first target training loss function as a
training objective, until a multi-task neural net-
work trained based on a last group of task input
featuresreaches convergence, to obtain the first
multi-task neural network.

16. The electronic device according to claim 8, wherein

the program is further configured for:

for any speech signal processing task, multiply-
ing the training loss function of the speech signal
processing task by a weight corresponding to
the speech signal processing task to obtain a
corresponding multiplication result of the
speech signal processing task, so as to deter-
mine a corresponding multiplication result of
each speech signal processing task; and
obtaining the target training loss function by add-
ing the corresponding multiplication result of
each speech signal processing task.

17. The electronic device according to claim 8, wherein

the program is further configured for:

updating, in the LSTM network of the to-be-
trained multi-task neural network, connection
parameters from an input layerto a hidden layer,
connection parameters from the hidden layer to
an output layer or connection parameters be-
tween the hidden layers; and

updating, in the fully connected MLP network
corresponding to each speech signal process-
ing task, connection parameters from an input
layer to a hidden layer or connection parameters
from the hidden layer to an output layer.

18. The electronic device according to claim 8, wherein

the program is further configured for:

determining an output result of each task layer
of the speech signal processing model for a to-
be-recognized speech;

using the output result of each task layer for the
to-be-recognized speech as a task processing
result of the speech signal processing task cor-
responding to each task layer.

19. The electronic device according to claim 8, wherein

the program is further configured for:
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determining an output result of each task layer

of the speech signal processing model for a to-
be-recognized speech;

using the output result of each task layer for the
to-be-recognized speech to assist task process- 5
ing in the speech signal processing task corre-
sponding to each task layer.

20. A storage medium, storing a program configured to
be executed by a processor, the program being con- 70
figured for:

acquiring a sample speech and determining a
task input feature of each speech signal
processing task of the sample speech; 15
determining a targettraining loss function based

on a training loss function of each speech signal
processing task; and

using the task input feature of each speech sig-

nal processing task of the sample speechasa 20
training input of a to-be-trained multi-task neural
network, and updating parameters of a shared
layer and each task layer of the to-be-trained
multi-task neural network by minimizing the tar-

get training loss function as a training objective, 25
until the to-be-trained multi-task neural network
converges, to obtain a speech signal processing
model,

the to-be-trained multi-task neural network com-
prising: the shared layer and the task layer cor- 30
responding to each speech signal processing
task.
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An electronic device acquires a sample speech and determines a task
input feature of each speech signal processing task of the sample
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<

{

task neural network, and updates parameters of the shared layer and
each task layer of the multi-task neural network by using minimizing
of the target training loss function as a training objective, until the
multi-task neural network converges, to obtain a speech signal
processing model
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The electronic device determines at least one first-class speech
signal processing task from a plurality of speech signal processing
tasks of a speech signal processing process

k.

The electronic device determines a task input feature of the first-
class speech signal processing task of the sample speech and a task
input feature of each speech signal processing task of the sample
speech

v

The electronic device determines a first target training loss function
based on a training loss function of the first-class speech signal
processing task; and determines a target training loss function based
on a training loss function of each speech signal processing task.

b

The electronic device uses the task input feature of the first-class
speech signal processing task of the sample speech as a training
input of a multi-task neural network, and updates parameters of a
shared layer and a task layer corresponding to the first-class speech
signal processing task of the multi-task neural network by using
minimizing of the first target training loss function as a training
objective, until the multi-task neural network converges, {o obtain a
first multi-task neural network
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The electronic device uses the task input feature of each speech
signal processing task of the sample speech as a training input of the
first multi-task neural network, and updates parameters of the
shared layer and a task layer corresponding to each speech signal
processing task of the multi-task neural network by using
minimizing of the target training loss function as a training
objective, until the first multi-task neural network converges, to
obtain a speech signal processing model
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An electronic device acquires a sample speech

<

|

The electronic device determines at least one first-class speech signal
processing task from a plurality of speech signal processing tasks of a
speech signal processing process

<

k

The electronic device determines a task input feature of the first-class
speech signal processing task of the sample speech and a task input
feature of each speech signal processing task of the sample speech, where
the task input feature of the first-class speech signal processing task
includes: a plurality of groups of task input features, and the quantity of
features included in one group of task input features is at least one

v

The electronic device determines a first target training loss function based
on a training loss function of the first-class speech signal processing task;
and determines a target training loss function based on a training loss
function of each speech signal processing task

v

The electronic device selects a current group of the task input feature
corresponding to a current training stage from the plurality of groups of
task input features of the first-class speech signal processing task of the

sample speech based on the current training stage; uses the current group
of task input features as a training input of a multi-task neural network
trained in a previous training stage; and updates parameters of a shared

layer and a task layer corresponding to the first-class speech signal

processing task of the multi-task neural network trained in the previous

training stage by using minimizing of the first target training loss function

as a training objective, until a multi-task neural network trained based on

the last group of task input features reaches convergence, to obtain a first

multi-task neural network

¥

The electronic device uses the task input feature of each speech signal
processing task of the sample speech as a training input of the first muld-
task neural network, and updates parameters of the shared layer and a
task layer corresponding to each speech signal processing task of the first
multi-task neural network by using minimizing of the target training loss
function as a training objective, until the first multi-task neural network
converges, to obtain a speech signal processing model
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An electronic device acquires a speech sample and determines a task input
feature of each speech signal processing task of the speech sample
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processing task of the sample speech as a training input of a to-be-trained
multi-task neural network, and updates parameters of a shared layer and each
task layer of the to-be-trained multi-task neural network by using minimizing
of the target training loss function as a training objective, until the to-be-
trained multi-task neural network reaches convergence, to obtain a speech
signal processing model
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