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(57) A method performed in a hearing instrument
system (10) including atleastone hearing instrument (11)
and an electronic communication device (22), e.g. a
smartphone, for adjusting the settings of the hearing in-
strument (11). The method (40) comprising the steps of
triggering (S41) the hearing instrument system (10) when
the hearing instrument (11) makes a decision that affects
the performance of the hearing instrument, collecting
(S42) feedback information by using the electronic com-
munication device (22) and/or the hearing instrument
(11); processing (S43) the feedback information and
transferring the processed information to a hearing in-
strument algorithm (12); presenting the listening prefer-
encesonthedisplay (29) ofthe electronic communication
device (22) as graphical objects representing the proc-
essed information and adjusting the settings of the hear-
ing instrument (11) based on a chosen listening prefer-
ences.
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Description
TECHNICAL FIELD

[0001] The presentdisclosure relates to hearinginstru-
ment system and a method performed in such hearing
instrument system.

BACKGROUND ART

[0002] It is known to change the signal-processing al-
gorithm in a hearing aid to help the end-user cope with
the listening situation. This changing process is currently
unsupervised and based on unseen scenarios. The de-
cision-algorithms have no way of knowing whether or not
the end-user of the device is satisfied with the perform-
ance of the device, i.e., choice of algorithm.

[0003] The hearing device cannot learn based on rel-
ative end-user performance or opinion. Therefore, with-
out feedback from the end-user the hearing device algo-
rithms have a limited performance, thus also limiting the
end-user satisfaction.

[0004] The lack of feedback to the hearing device can
be critical in classifier algorithms, like the analysis of the
sound environment that consequently triggers a change
in the current configuration of the hearing device. If these
classifiers provide a wrong output, the hearing device will
be running in a suboptimal configuration. With current
hearing device algorithms, there is no way to know wheth-
er or not the classifiers have made a false-positive de-
tection, i.e. a wrong decision.

[0005] Therefore, there is a need to provide a solution
that addresses at least some of the above-mentioned
problems.

SUMMARY

[0006] An object of the present invention is therefore
to provide a hearing aid, which overcomes the problem
stated above. In particular, an object of the present in-
vention is to provide a hearing aid adapting to the user
of a hearing aid based on the user’s interactions with the
hearing aid as well s in accordance with the acoustic
environment presented to the user.

[0007] An aspect of the present invention relates to a
method performed in a hearing instrument system includ-
ing at least one hearing instrument and an electronic
communication device, e.g. a smartphone, for adjusting
the settings of the hearing instrument. The hearing in-
strument comprises an electronic communication circuit-
ry configured to communicate with the electronic com-
munication device. The electronic communication device
comprises a display unit and an electronic communica-
tion circuitry configured to communicate with the hearing
aid and to communicate with at least one external com-
munication device. The method comprising the steps of
triggering the hearing instrument system when the hear-
ing instrument makes a decision that affects the perform-
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ance of the hearing instrument; collecting feedback in-
formation by using the electronic communication device
and/or the hearing instrument; processing the feedback
information and transferring the processed information
to a hearing instrument algorithm; presenting the listen-
ing preferences on the display of the electronic commu-
nication device as graphical objects representing the
processed information and adjusting the settings of the
hearing instrument based on a chosen listening prefer-
ences.

[0008] In one aspect, the step of collecting the feed-
back information comprises collecting self-reported input
by a user of the hearing instrument; collecting objective
data from at least one sensor worn by the user or em-
bedded in the hearing instrument or collecting monitored
behavioral changes of the voice of the user input.
[0009] In one aspect, the self-reported input can be
obtained by interacting with the electronic communica-
tion device; voice interacting with a microphone of the
hearing device or interacting with the hearing device.
[0010] In one aspect, the feedback information is any
of cognitive state and mood of the user, gathered from
hearing instrument sensors and/or from the electronic
communication device, audiogram of user and insertion
gain in soft, moderate and loud environments, users past
behavioral patterns and preferences related to the above
parameters and crowdsourced behavioral patterns
based on collected audiograms and insertion gains.
[0011] In one aspect, the listening preferences in the
hearing instrument is set directly by the user 15 interact-
ing with electronic communication device 22; directly by
the user 15, accepting recommendations presented on
the display 29 of the electronic communication device 22
and directly by the electronic communication device 22
without user confirmation, once user preferences have
been learned and approved by the user 15.

[0012] According to another aspect, a hearing instru-
ment system including at least one hearing instrument
and an electronic communication device, for adjusting
the settings of the hearing instrument. The hearing in-
strument comprises an electronic communication circuit-
ry configured to communicate with the electronic com-
munication device. The electronic communication device
comprises a display unit and an electronic communica-
tion circuitry configured to communicate with the hearing
instrument and to communicate with at least one external
communication device. The system is configured to,
when the hearing instrument makes a decision that af-
fects the performance of the hearing instrument, collect
feedback information by using the electronic communi-
cation device and/or the hearing instrument; process the
feedback information and transferring the processed in-
formation to a hearing instrument algorithm; present the
listening preferences on the display of the electronic com-
munication device as graphical objects representing the
processed information and adjust the settings of the hear-
ing instrument based on a chosen listening preferences.
[0013] In one aspect, the hearing instrument 11 is or



3 EP 3 614 695 A1 4

comprises a hearing aid, a hearing device or a headset.
BRIEF DESCRIPTION OF DRAWINGS

[0014] Furtherobjects, features and advantages of the
present invention will appear from the following detailed
description of the invention, wherein embodiments of the
invention will be described in more detail with reference
to accompanying drawings, in which:

Figure 1 shows a block diagram according to an em-
bodiment of the present invention;

Figure 2 shows a block diagram according to an em-
bodiment of the present invention; and

Figure 3 shows a flowchart of a method according
to an embodiment of the present invention.

DETAILED DESCRIPTION

[0015] The detailed description set forth below in con-
nection with the appended drawings is intended as a de-
scription of various configurations. The detailed descrip-
tion includes specific details for the purpose of providing
athorough understanding of various concepts. However,
it will be apparent to those skilled in the art that these
concepts may be practiced without these specific details.
Several aspects of the system and method are described
by various blocks, functional units, modules, compo-
nents, circuits, steps, processes, algorithms, etc. (collec-
tively referred to as "elements"). Depending upon partic-
ular application, design constraints or other reasons,
these elements may be implemented using electronic
hardware, computer program, or any combination there-
of.

[0016] The electronic hardware may include micro-
processors, microcontrollers, digital signal processors
(DSPs), field programmable gate arrays (FPGASs), pro-
grammable logic devices (PLDs), gated logic, discrete
hardware circuits, and other suitable hardware config-
ured to perform the various functionality described
throughout this disclosure. Computer program shall be
construed broadly to mean instructions, instruction sets,
code, code segments, program code, programs, subpro-
grams, software modules, applications, software appli-
cations, software packages, routines, subroutines, ob-
jects, executables, threads of execution, procedures,
functions, etc., whether referred to as software, firmware,
middleware, microcode, hardware description language,
or otherwise.

[0017] A hearing device may be or include a hearing
aid that is adapted to improve or augment the hearing
capability of a user by receiving an acoustic signal from
a user’s surroundings, generating a corresponding audio
signal, possibly modifying the audio signal and providing
the possibly modified audio signal as an audible signal
to at least one of the user’s ears. The "hearing device"
may further refer to a device such as a hearable, an ear-
phone or a headset adapted to receive an audio signal
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electronically, possibly modifying the audio signal and
providing the possibly modified audio signals as an au-
dible signal to atleast one of the user’s ears. Such audible
signals may be provided in the form of an acoustic signal
radiated into the user’s outer ear, or an acoustic signal
transferred as mechanical vibrations to the user’s inner
ears through bone structure of the user’s head and/or
through parts of middle ear of the user or electric signals
transferred directly or indirectly to cochlear nerve and/or
to auditory cortex of the user.

[0018] The hearing device is adapted to be worn in any
known way. This may include

i) arranging a unit of the hearing device behind the
ear with a tube leading air-borne acoustic signals
into the ear canal or with a receiver/ loudspeaker
arranged close to or in the ear canal such as in a
Behind-the-Ear type hearing aid, and/ or

ii) arranging the hearing device entirely or partly in
the pinna and/ or in the ear canal of the user such
as in an In-the-Ear type hearing aid or In-the-Canal/
Completely-in-Canal type hearing aid, or

iii) arranging a unit of the hearing device attached to
afixture implanted into the skullbone such asin Bone
Anchored Hearing Aid or Cochlear Implant, or

iv) arranging a unit of the hearing device as an en-
tirely or partly implanted unit such as in Bone An-
chored Hearing Aid or Cochlear Implant.

[0019] A "hearing system" refers to a system compris-
ing one or two hearing devices, and a "binaural hearing
system" refers to a system comprising two hearing de-
vices where the devices are adapted to cooperatively
provide audible signals to both of the user’s ears. The
hearing system or binaural hearing system may further
include auxiliary device(s) that communicates with at
least one hearing device, the auxiliary device affecting
the operation of the hearing devices and/or benefitting
from the functioning of the hearing devices. A wired or
wireless communication link between the at least one
hearing device and the auxiliary device is established
that allows for exchanging information (e.g. control and
status signals, possibly audio signals) between the at
least one hearing device and the auxiliary device. Such
auxiliary devices may include at least one of remote con-
trols, remote microphones, audio gateway devices, mo-
bile phones, public-address systems, car audio systems
or music players or a combination thereof. The audio
gateway is adapted to receive a multitude of audio signals
such as from an entertainment device like a TV ora music
player, a telephone apparatus like a mobile telephone or
a computer, a PC. The audio gateway is further adapted
to select and/or combine an appropriate one of the re-
ceived audio signals (or combination of signals) for trans-
mission to the at least one hearing device. The remote
control is adapted to control functionality and operation
of the at least one hearing devices. The function of the
remote control may be implemented in a Smartphone or
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other electronic device, the Smartphone/ electronic de-
vice possibly running an application that controls func-
tionality of the at least one hearing device.

[0020] In general, a hearing device includes

i) an input unit such as a microphone for receiving
an acoustic signal from a user’s surroundings and
providing a corresponding input audio signal, and/or
ii) a receiving unit for electronically receiving an input
audio signal.

[0021] The hearing device further includes a signal
processing unit for processing the input audio signal and
an output unit for providing an audible signal to the user
in dependence on the processed audio signal.

[0022] The input unit may include multiple input micro-
phones, e.g. for providing direction-dependent audio sig-
nal processing. Such directional microphone system is
adapted to enhance a target acoustic source among a
multitude of acoustic sources in the user’s environment.
In one aspect, the directional system is adapted to detect
(such as adaptively detect) from which direction a par-
ticular part of the microphone signal originates. This may
be achieved by using conventionally known methods.
The signal processing unit may include amplifier that is
adapted to apply afrequency dependent gain to the input
audio signal. The signal processing unit may further be
adapted to provide other relevant functionality such as
compression, noise reduction, etc. The output unit may
include an output transducer such as a loudspeaker/ re-
ceiver for providing an air-borne acoustic signal transcu-
taneous or percutaneous to the skull bone or a vibrator
for providing a structure-borne or liquid-borne acoustic
signal. In some hearing devices, the output unit may in-
clude one or more output electrodes for providing the
electric signals such as in a Cochlear Implant.

[0023] Asystemanda methodis provided to supervise
learning to improve end-user satisfaction with the auto-
matic hearing-device decisions.

[0024] Tocircumventthe problem of potentially making
the wrong choice of hearing-device algorithm, a system
and method is provided that enables collecting feedback
fromthe end-userin the algorithm decisions that the hear-
ing device makes. This user-feedback can be objective
e.g., physiological measures obtained through biosensor
monitoring, behavioral, self-reported, or a combination.
[0025] Figure 1 shows anoverview of the provided sys-
tem 10 and figure 3 shows the provided method. The
system 10 and method 40 functionality:

1. The system 10 is triggered S41 when the hearing
device 11, makes a decision that affects the config-
uration/performance of the hearing device e.g.,
sound environment type.

2. Once triggered, the hearing device 11 attempts to
collect S42 feedback from the end-user 15 on wheth-
er or not the change of settings was good i.e., binary
feedback outcome. The end-user feedback 14a,
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14b, 14c can be of three types:

e  Self-reported S421 end-user input 14a: This is
feedback that the end-user 15 consciously pro-
vides. This can be obtained in different ways:

o Interaction S4211 with smartphone 22 with
a question, e.g., "How is the sound now?
Better?" and then the end-user can reply
through the touch screen with a simple
Yes/No. This could be via visual display 29
or through voice control using smartphone
mics e.g., Siri alike interface.

oVoice interaction S4212: The end-user can
simply say Yes/No and the hearing device
microphone captures the reply.

o Other interactions S4213: This could be
many different interactions, like touching
the left hearing device for good decisions
andright hearing device forwrong decisions
or nodding/shaking the head to indicate
whether the change in algorithm was help-
ful.

e Obj ective S422 end-user input 14b: This feed-
backis still provided by the end-user 15 but there
is no need for dedicated end-user interaction.
The end-user inputis collected without interven-
tion from the end-user. Examples of objective
measures include physiological measures relat-
ed to hearing performance like heart rate varia-
bility and ECG, pupillometry, EEG, EOG, body
and head movement etc. The acquisition of this
feedback signal can be done either from external
sensors that the end-user is wearing e.g., smart
watch or from sensors embedded in the hearing
device 11.

e Behavioral S423 end-user input 14c: This feed-
back includes aided speech identification test or
other forms of tests that informs on the perform-
ance of the hearing device algorithm 12. Another
possibility is to monitor changes in the own-voice
utterance of the end-user. If an algorithm change
is unfavorable for the end-user changes in the
pitch and loudness (the Lombard effect) might
be detected in the speech of the end-user. Or
analyzing the turn-taking behavior of the user
via own-voice detection e.g. how much is the
user speaking, how much is the user quiet etc.

3. Once the feedback has been provided S43, the
feedback information is processed and sent back to
the hearing device algorithms 12 with information if
the feedback was positive or negative. Both positive
and negative feedback are used by the hearing de-
vice algorithm 12 in a supervised fashion to improve
its accuracy. By adding end-user feedback 14a, 14b,
14c, the hearing device algorithms 12 is tuned and
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thus the accuracy is improved, i.e. choose more suit-
able hearing-device settings, over time and enabling
personalization of algorithms i.e. no two hearing de-
vice algorithm are the same.

[0026] This hearing device tuning 40 is logged in the
hearing aid 11 and it is accessible by the hearing care
professional. Thus the hearing care professional can
monitor the amount of negative feedback and do config-
uration changes in the hearing device algorithms 12 if
needed be. All these data can be stored in a cloud service
23, as shown in fig 2, and enable data analytics e.g.,
group-learning of algorithms settings/states.

[0027] Figure 3 illustrates a method 40 performed in a
hearing instrument system 10 including at least one hear-
ing instrument 11 and an electronic communication de-
vice 22, e.g. a smartphone, for adjusting the settings of
the hearing instrument 11. The hearing instrument 11
comprises an electronic communication circuitry config-
ured to communicate with the electronic communication
device 22. The electronic communication device 22 com-
prises a display unit 29 and an electronic communication
circuitry configured to communicate with the hearing aid
11 and to communicate with at least one external com-
munication device 30. The method 40 comprising the
steps of triggering S41 the hearing instrument system 10
when the hearing instrument 15 makes a decision that
affects the performance of the hearing instrument; col-
lecting S42 feedback information by using the electronic
communication device 22 and/or the hearing instrument
11; processing S43 the feedback information and trans-
ferring the processed information to a hearing instrument
algorithm 12; presenting the listening preferences on the
display 29 of the electronic communication device 22 as
graphical objects representing the processed information
and adjusting the settings of the hearing instrument 11
based on a chosen listening preferences.

[0028] In one aspect, the step of collecting the feed-
backinformation comprises collecting self-reported S421
input by a user 15 of the hearing instrument 11; collecting
objective data S422 from at least one sensor worn by the
user 15 or embedded in the hearing instrument 11 or
collecting monitored behavioral S423 changes of the
voice of the user input.

[0029] In one aspect, the self-reported input can be
obtained by interacting S4211 with the electronic com-
munication device 22; voice interacting S4212 with a mi-
crophone of the hearing device 11 or interacting S4213
with the hearing device 11.

[0030] In one aspect, the feedback information is any
of cognitive state and mood of the user, gathered from
hearing instrument sensors and/or from the electronic
communication device, audiogram of user and insertion
gain in soft, moderate and loud environments, users past
behavioral patterns and preferences related to the above
parameters and crowdsourced behavioral patterns
based on collected audiograms and insertion gains.
[0031] In one aspect, the listening preferences in the
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hearing instrument is set directly by the user 15 interact-
ing with electronic communication device 22; directly by
the user 15, accepting recommendations presented on
the display 29 of the electronic communication device 22
and directly by the electronic communication device 22
without user confirmation, once user preferences have
been learned and approved by the user 15.

[0032] Figure 1 and 2 illustrates a hearing instrument
system 10 including at least one hearing instrument 11
and an electronic communication device 22, for adjusting
the settings of the hearing instrument 11. The hearing
instrument 11 comprises an electronic communication
circuitry configured to communicate with the electronic
communication device 22. The electronic communication
device 22 comprises a display unit 29 and an electronic
communication circuitry configured to communicate with
the hearing instrument 11 and to communicate with at
least one external communication device 30. The system
is configured to, when the hearing instrument makes a
decision that affects the performance of the hearing in-
strument, collect feedback information by using the elec-
tronic communication device 22 and/or the hearing in-
strument 11; process the feedback information and trans-
ferring the processed information to a hearing instrument
algorithm 12; present the listening preferences on the
display 29 of the electronic communication device 22 as
graphical objects representing the processed information
and adjust the settings of the hearing instrument 11
based on a chosen listening preferences.

[0033] In one aspect, the hearing instrument 11 is or
comprises a hearing aid, a hearing device or a headset.
[0034] Inoneembodiment, where the wrong sound en-
vironment detection is presented, the user 15 is wearing
the hearing aids 11 and enters abarto meetsome friends.
The hearing aids 11 detect a change of sound environ-
ment and trigger a different configuration of the hearing
aids - a more aggressive noise reduction scheme is
turned on. When this happens, the user 15 receives a
message from an app on the smartphone asking if the
change was good or bad, as shown in fig 2. The user 15
has personalized how often these prompts should occur.
The user 15 replies that it was a bad change as the user
cannot hear his or her friends. This self-reported feed-
back is provided to the hearing device algorithm 12 that
put a label of "false-positive" to the sound environment
detection algorithm. With this feedback, the user’s hear-
ing devices 11 are less prone to make similar mistakes
in the future, when the user 15 is in similar sound envi-
ronments.

[0035] The user’s 15 of hearing aids 11 are exposed
to many inputs during the day both visual, tactile, and
auditory. It is well known that we get tired during the day
and need rest. During the day, we constantly process
incoming information. Throughout the day, we often ex-
perience that we turn up the sound levels of our radio,
television, or headphones, to experience the same level
of satisfaction with the loudness. This phenomenon can
arise from the fact that most information is processed by
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our working memory, which only has a limited capacity
in contrast to long term memory that have much more
capacity. In order to refuel our working memory capacity,
we need to rest - sleep. Ifthatis not possible we can then
try to ease the condition, lower the listening effort e. g.
turning up the volume of the car radio, the cell phone or
the television to lower the concentration needed to hear.
At the same time, the mechanic properties of the inner
hear cells are such that they become less reactive when
exposed to sound. A mechanism that protects the hear-
ing from being damaged from loud sounds. However,
after a full day of listening your hearing becomes less
sensitive and a higher air pressure, i.e., more sound, is
needed to obtain the same loudness perception as earlier
in the day. Several researchers have found adaptation
in the auditive system i.e. as a function of time the system
will adapt to repetitive stimuli like speech but maintain
responsiveness to stimuli with different physical charac-
teristics. If the auditory system has some sort of memory
that is then reset during sleep such then the system will
start off with full responsiveness for all signals in the
morning.

[0036] During a long night of rest, the auditory system
10, 20 and cognitive factors depending on working mem-
ory processing and the mechanical properties of the inner
hear cells are 'reset’. The next morning when we then
turn on the radio, the cell phone is ringing, or we turn on
the television we often find the sound level to be too loud.
This is typically because we have rested and no longer
need the extra volume to ease the listening effort and
make the inner hear cells respond. This phenomenon is
known as hearing exhaustion, listening fatigue, or ear
fatigue. In short, the volume we listen to often feels too
low in the evening and too loud in the morning. The so-
lution described below is primarily intended to be used
with headphones and headsets, but could also be appli-
cable for streaming of smartphone and television sounds
directly into hearing devices.

[0037] In one embodiment, a level regulation or loud-
ness control algorithm 27 is provided, as shown in fig 2,
whichis based on three different types of data: Subjective
user-input, big-data collection, and physiological meas-
urements using build-in sensors.

e Subjective user-input: Using an app, such as the
application (app) Captune used together with premi-
um headsets like MB660, PCX 550 and similar, it
would be possible to obtain a subjective loudness
rating of the volume of a sound. The loudness rating
could be carried out several times during the day to
find the preferred listening level. Once that is com-
pleted, the headset will be able to present a pre-set
volume that takes the time of day into consideration.
See paths with reference 24 in Figure 2.

* Big-data collection: Like the approach mentioned
above, advanced learning algorithms could be used
to monitor how the user adjusts the sound level
across the day and later employ this knowledge to
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automatically adjust the loudness. Besides loudness
level, the learning algorithm could take factors such
as subjective user-input (see above) and the current
auditory sound presented into account. Itis likely that
the auditory input type, e.g. music vs. computer gam-
ing, requires different sound levels to be perceived
as 'loud enough’ for the user. The learning algorithm
could potentially benefit from other inputs such as
the environmental background noise, GPS-position,
etc. This type of data may show global trends across
many subjects, such that loudness regulation could
be based on general observations (crowd-learning)
across a large population of headset/device users.
See paths with reference 25 in Figure 2.

* Physiological measures: Physical reactions to the
incoming auditory input can also be monitored using
electrodes incorporated into the headset/device. On
a gaming headset, it will be possible to make use of
electrodes placed on the headband and the ear cups
and pick up EEG-signals (electroencephalography)
of the user. Characteristic changes in the EEG such
as the event-related potential, can indicate that an
uncomfortably loud sound is being heard and the
loudness can have turned down accordingly. Be-
sides changes in the EEG, uncomfortably loud
sounds could also elicit other physiological changes
such as irregular/fast eye or head movement. Such
reactions to loud sounds could be captured using
sensors build into the headset/device for monitoring
changes in the eye gaze/movement (EOG), muscle
activity (EMG), heart rate and pulse (ECG, PEP),
and general body movement (IMUs). See paths with
reference 26 in Figure 2.

[0038] Figure 2 shows a schematic outline of the pro-
posed loudness control algorithm 27.

- Using data obtained from subjective user-input rat-
ing of the loudness satisfaction collected e.g. collect-
ed via a smartphone app 24, collection of big-data
such as time-of-day, auditory input characteristics,
user input etc. 25, and physiological data measured
using sensors build into the headset 26, a cloud-
based learning algorithm 23 is trained.

- Based on the output of this learning algorithm, the
loudness control algorithm 27 of the headset is
adapted, potentially through a connected smart-
phone 22.

- Foranimmediate adaptation of the loudness control
algorithm 27 using the (electro)physiological meas-
urements, the headset/device 11 should also incor-
porate an algorithm for detecting uncomfortably loud
sounds 28 which automatically reduces the loud-
ness.

A computer readable medium

[0039] In an aspect, the functions may be stored on or
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encoded as one ormore instructions or code on atangible
computer-readable medium. The computer readable me-
dium includes computer storage media adapted to store
a computer program comprising program codes, which
when run on a processing system causes the data
processing system to perform at least some (such as a
majority or all) of the steps of the method described
above, in the and in the claims.

[0040] By way of example, and not limitation, such
computer-readable media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, mag-
netic disk storage or other magnetic storage devices, or
any other medium that can be used to carry or store de-
sired program code in the form of instructions or data
structures and thatcan be accessed by a computer. Com-
binations of the above should also be included within the
scope of computer-readable media. In addition to being
stored on a tangible medium, the computer program can
also be transmitted via a transmission medium such as
a wired or wireless link or a network, e.g. the Internet,
and loaded into a data processing system for being ex-
ecuted at a location different from that of the tangible
medium.

A data processing system

[0041] In an aspect, a data processing system com-
prising a processor adapted to execute the computer pro-
gram for causing the processor to perform at least some
(such as a majority or all) of the steps of the method
described above and in the claims.

[0042] Itis intended that the structural features of the
devices described above, either in the detailed descrip-
tion and/or in the claims, may be combined with steps of
the method, when appropriately substituted by a corre-
sponding process.

[0043] As used, the singular forms "a," "an," and "the"
are intended to include the plural forms as well (i.e. to
have the meaning "atleastone"), unless expressly stated
otherwise. It will be further understood that the terms "in-
cludes," "comprises," "including," and/or "comprising,"
when used in this specification, specify the presence of
stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups there-
of. It will also be understood that when an element is
referred to as being "connected" or "coupled" to another
element, it can be directly connected or coupled to the
other element but an intervening element may also be
present, unless expressly stated otherwise. Further-
more, "connected" or "coupled" as used herein may in-
clude wirelessly connected or coupled. As used herein,
the term "and/or" includes any and all combinations of
one or more of the associated listed items. The steps of
any disclosed method is not limited to the exact order
stated herein, unless expressly stated otherwise.
[0044] Itshould be appreciated that reference through-
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out this specification to "one embodiment" or "an embod-
iment" or "an aspect" or features included as "may"
means that a particular feature, structure or characteristic
described in connection with the embodiment is included
in at least one embodiment of the disclosure. Further-
more, the particular features, structures or characteris-
tics may be combined as suitable in one or more embod-
iments of the disclosure. The previous description is pro-
vided to enable any person skilled in the art to practice
the various aspects described herein. Various modifica-
tions to these aspects will be readily apparent to those
skilled in the art, and the generic principles defined herein
may be applied to other aspects.

[0045] The claims are not intended to be limited to the
aspects shown herein, butis to be accorded the full scope
consistent with the language of the claims, wherein ref-
erence to an element in the singular is not intended to
mean "one and only one" unless specifically so stated,
but rather "one or more." Unless specifically stated oth-
erwise, the term "some" refers to one or more.

[0046] Accordingly, the scope should be judged in
terms of the claims that follow.

Claims

1. A method (40) performed in a hearing instrument
system (10)including atleast one hearing instrument
(11) and an electronic communication device (22),
for adjusting the settings of the hearing instrument
(11), wherein said hearing instrument (11) compris-

ing:

* an electronic communication circuitry config-
ured to communicate with the electronic com-
munication device (22);

wherein the electronic communication device (22)
comprising:

« a display unit (29); and

* an electronic communication circuitry config-
ured to communicate with the hearing instru-
ment (11) and to communicate with at least one
external communication device (30),

wherein said method (40) comprising the steps of:

« triggering (S41) the hearing instrument system
(10) when the hearing instrument (15) makes a
decision that affects the performance of the
hearing instrument;

« collecting (S42) feedback information by using
the electronic communication device (22) and/or
the hearing instrument (11);

« processing (S43) the feedback information and
transferring the processed information to a hear-
ing instrument algorithm (12);
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« presenting the listening preferences on the dis-
play (29) of the electronic communication device
(22) as graphical objects representing the proc-
essed information; and

« adjusting the settings of the hearing instrument
(11) based on a chosen listening preferences.

2. The method according to claim 1, wherein step of

collecting the feedback information comprising:

« collecting self-reported (S421) input by a user
(15) of the hearing instrument (11):

« collecting objective data S422 from atleast one
sensor worn by the user (15) or embedded in
the hearing instrument (11); or

« collecting monitored behavioral (S423) chang-
es of the voice of the user (15).

3. The method according to claim 2, wherein the self-

reported input can be obtained by:

« interacting (S4211) with the electronic commu-
nication device (22);

* voice interacting (S4212) with a microphone of
the hearing device (11); or

« interacting (S4213) with the hearing device

(11).

4. The method according to claim 1, wherein the feed-

back information is any of:

« cognitive state and mood of the user, gathered
from hearing instrument sensors and/or from the
electronic communication device;

« rating of loudness of the volume of a sound;

« sound level combined with the time of the day;
+ audiogram of user and insertion gain in soft,
moderate and loud environments;

« users past behavioral patterns and preferenc-
es related to the above parameters; and

» crowdsourced behavioral patterns based on
collected audiograms and insertion gains.

The method according to claim 1, wherein listening
preferences in the hearing instrument (11) is set:

« directly by the user (15) interacting with elec-
tronic communication device (22);

« directly by the user (15), accepting recommen-
dations presented on the display (29) of the elec-
tronic communication device (22);

« directly by the electronic communication de-
vice (22) without user confirmation, once user
preferences have been learned and approved
by the user (15).

6. A hearing instrument system (10) including at least

one hearing instrument (11) and an electronic com-
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munication device (22), for adjusting the settings of
the hearing instrument (11), wherein said hearing
instrument (11) comprising:

* an electronic communication circuitry config-
ured to communicate with the electronic com-
munication device (22);

wherein the electronic communication device (22)
comprising:

« a display unit (29); and

* an electronic communication circuitry config-
ured to communicate with the hearing instru-
ment (11) and to communicate with at least one
external communication device (30),

wherein said system is configured to, when the hear-
ing instrument makes a decision that affects the per-
formance of the hearing instrument:

« collect feedback information by using the elec-
tronic communication device (22) and/or the
hearing instrument (11);

* process the feedback information and trans-
ferring the processed information to a hearing
instrument algorithm (12);

« presentthe listening preferences on the display
(29) of the electronic communication device (22)
as graphical objects representing the processed
information; and

« adjust the settings of the hearing instrument
(11) based on a chosen listening preferences.

7. A hearing instrument (11) according to claim 1 - 8,

wherein the hearing instrument is or comprises a
hearing aid, a hearing device or a headset.
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