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VERTEILTES DATENBANKSYSTEM MIT MEHREREN DATENBANKINSTANZEN UND

VERFAHREN ZUM BETREIBEN DESSELBEN

(67)  Vorgeschlagen wird ein verteiltes Datenbank-
system (1) mit mehreren Datenbankinstanzen (10, 20).
Eine jeweilige der mehreren Datenbankinstanzen (10,
20) ist durch eine Anzahl Knoteneinrichtungen (12, 13,
14; 22, 23, 24) gebildet ist, die dazu eingerichtet sind,
gemeinsam konsensbasiert eines von mehreren Trans-
aktionsbiichern (11, 21) des verteilten Datenbanksys-
tems (1) zu verwalten. Das verteilte Datenbanksystem
(1) ist eingerichtet, eine zu bestatigende Transaktion (4)
durch Aufnehmen in das Transaktionsbuch (11, 21) einer
oder mehrerer der mehreren Datenbankinstanzen (10,
20) zu bestatigen. Hierbei ist das verteilte Datenbank-

FIG 1

system (1) dazu eingerichtet ist, zu entscheiden, durch
welche der mehreren Datenbankinstanzen (10, 20) die
zu bestatigende Transaktion (4) bestatigt wird.

Das Anwendungsdesign kann vereinfacht werden,
und es kann eine verbesserte automatisierte Verteilung
einer Transaktionslast des verteilten Datenbanksystems
Uber die mehreren Datenbankinstanzen erfolgen.

Weiterhin werden ein Verfahren und ein Computer-
programmprodukt zum Betreiben eines verteilten Daten-
banksystems mit mehreren Datenbankinstanzen vorge-
schlagen.
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Beschreibung

[0001] Die vorliegende Erfindung betrifft das Gebiet
der verteilten Datenbanksysteme und spezieller ein ver-
teiltes Datenbanksystem mit mehreren Datenbankinst-
anzen.

[0002] Ineinem, etwa mitBlockketten-Technologie im-
plementierten, verteilten Datenbanksystem kdnnen
Transaktionen ohne Clearing-Stelle oder besonderes
Vertrauensverhaltnis zwischen den Transaktionspart-
nern oder einer Clearing-Stelle basierend auf einem Kon-
sens zwischen den Transaktionspartnern transparent
und manipulationsgeschiitzt abgewickelt werden. Ein
Transaktionsdatensatz kann Programmcode umfassen
oder referenzieren, der beim Bestatigen der Transaktion
in dem verteilten Datenbanksystem ausgefiihrt wird (sog.
"Smart Contract"). Ein derartiges verteiltes Datenbank-
system eignet sich als transparente, manipulationsge-
schutzte IT-Infrastrukturplattform zur Steuerung eines in-
dustriellen Automatisierungssystems.

[0003] BeiderKonfiguration einer Konsensregel eines
solchen verteilten Datenbanksystems besteht eine Tra-
deoff-Situation zwischen Parametern wie Transaktions-
durchsatz und Starke des Manipulationsschutzes. Be-
kannt sind daher verteilte Datenbanksysteme mit meh-
reren unterschiedlich konfigurierten Datenbankinstan-
zen, die auch Haupt- und Side-Chains genannt werden.
Hierbei obliegt es einem Anwender bzw. einer zu dem
Datenbanksystem externen Entitat, zu entscheiden, wel-
cher der Datenbankinstanzen eine jeweilige zu bestati-
gende Transaktion zum Bestatigen bereitgestellt werden
soll. Diese Entscheidung fallt daher fiir eine jeweilige Art
von Transaktion in der Regel bereits in der Designphase
der jeweiligen Anwendung, wie etwa des industriellen
Automatisierungssystems.

[0004] Vor diesem Hintergrund besteht eine Aufgabe
der vorliegenden Erfindung darin, ein verbessertes ver-
teiltes Datenbanksystem mit mehreren Datenbankinst-
anzen bereitzustellen.

[0005] Demgemal wird ein verteiltes Datenbanksys-
tem mit mehreren Datenbankinstanzen vorgeschlagen.
Eine jeweilige der mehreren Datenbankinstanzen ist
durch eine Anzahl Knoteneinrichtungen gebildet, die da-
zu eingerichtet sind, gemeinsam konsensbasiert eines
von mehreren Transaktionsbuchern des verteilten Da-
tenbanksystems zu verwalten. Das verteilte Datenbank-
systemisteingerichtet, eine zu bestatigende Transaktion
durch Aufnehmen in das Transaktionsbuch einer oder
mehrerer der mehreren Datenbankinstanzen zu bestati-
gen. Hierbei ist das verteilte Datenbanksystem dazu ein-
gerichtet, zu entscheiden, durch welche der mehreren
Datenbankinstanzen die zu bestatigende Transaktion
bestatigt wird.

[0006] Insbesondere kann die Entscheidung, durch
welche der mehreren Datenbankinstanzen die zu besta-
tigende Transaktion bestatigt wird, allein dem verteilten
Datenbanksystem Uberlassen sein.

[0007] Somit kann vorteilhaft das Anwendungsdesign
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vereinfacht werden und eine verbesserte und automati-
sierte Verteilung einer von dem verteilten Datenbanksys-
tem handzuhabenden Transaktionslast tiber die mehre-
ren Datenbankinstanzen erfolgen.

[0008] Das Transaktionsbuch (engl. "ledger") einer je-
weiligen Datenbankinstanz des verteilten Datenbank-
systems kann als Kette oder Pfad von bestatigten BI6-
cken reprasentiert werden. Insbesondere umfasst ein je-
weiliger Block eine Anzahl in dem Transaktionsbuch be-
statigter Transaktionen. Die Verkettung kann mittels Ver-
kettungsprifsummen gebildet sein. Eine jeweilige der
Anzahl Knoteneinrichtungen der Datenbankinstanz kann
eine Kette von bestatigten Blocken speichern, die eine
Konsensversion des Transaktionsbuchs der Datenban-
kinstanz reprasentiert. Insbesondere kann die jeweilige
Datenbankinstanz eine Blockkette bzw. eine Blockchain,
wie etwa eine Haupt-Chain oder eine Side-Chain sein.
[0009] Eine Anzahl bedeutet vorliegend eine Anzahl
von eins oder mehr.

[0010] Eine jeweilige Datenbankinstanz ist insbeson-
dere eine verteilte Datenbankinstanz.

[0011] Unter "das Datenbanksystem ist dazu einge-
richtet" ist insbesondere zu verstehen, dass das Daten-
banksystem ein Mittel aufweisen kann, das dazu einge-
richtet ist, die jeweilige Funktionalitdt zu implementieren.
Ein jeweiliges Mittel kann ein separat bzw. zentral bereit-
gestelltes Mittel wie eine separate Einrichtung oder Ein-
heit sein. Alternativ hierzu kann das jeweilige Mittel de-
zentral bzw. verteilt implementiert sein. Insbesondere
kann das jeweilige Mittel durch Funktionalitat einer oder
mehrerer der mehreren Datenbankinstanzen implemen-
tiert sein. Spezieller kann das jeweilige Mittel durch Funk-
tionalitat einer jeweiligen Knoteneinrichtung der mehre-
ren Anzahlen Knoteneinrichtungen der mehreren Daten-
bankinstanzen implementiert sein.

[0012] Eine bevorzugte Funktionsweise einer jeweili-
gen Datenbankinstanz wird kurz erldutert. Die Anzahl
Knoteneinrichtungen einer jeweiligen Datenbankinstanz
kénnen das Transaktionsbuch der Datenbankinstanz
insbesondere auf folgende Weise gemeinsam und kon-
sensbasiert verwalten:

[0013] In der jeweiligen Anzahl Knoteneinrichtungen
kann eine Kopie bzw. Reprasentation des Transaktions-
buchs der jeweiligen Datenbankinstanz gespeichert
sein. Das Transaktionsbuch umfasst eine Kette von be-
statigten Transaktionen. Insbesondere umfasst das
Transaktionsbuch eine Kette von bestatigten Blocken,
wobei jeder bestatigte Block eine Anzahl von bestatigten
Transaktionen umfasst.

[0014] Wird der Datenbankinstanz eine zu bestatigen-
de Transaktion bereitgestellt, kann das Bestatigen der
zu bestatigenden Transaktion in dem Transaktionsbuch
der Datenbankinstanz insbesondere wie folgt erfolgen:
[0015] Eine blockbildende Knoteneinrichtung der An-
zahl Knoteneinrichtungen der Datenbankinstanz kann
die zu bestatigende Transaktion in einen von ihr gebil-
deten Block aufnehmen. Dabei kann die blockbildende
Knoteneinrichtung die zu bestatigende Transaktion pri-
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fen. Das Prifen kann insbesondere das Ausfiihren eines
in der Transaktion umfassten Programmcodes oder
Smart Contracts umfassen, welcher die Transaktion be-
schreibt. Bei erfolgreicher Priifung kann die blockbilden-
de Knoteneinrichtung den gebildeten Block: miteiner Da-
tenblockprifsumme gegen Manipulationen absichern;
mit einer Verkettungsprifsumme mit dem letzten besta-
tigten Block der in der blockbildenden Knoteneinrichtung
gespeicherten Reprasentation des Transaktionsbuchs
verketten; mit einem der Konsensregel entsprechenden
Nachweiswert, wie einem Proof-of-Work, Proof-of-Stake
versehen; und den gebildeten Block als unbestatigten
Block in der Datenbankinstanz bereitstellen.

[0016] Zum Erstellen des Nachweiswerts kann es er-
forderlich sein, eine vorgegebene Menge an Ressour-
cen, wie Rechenzeit, Speicherplatz oder Kryptotoken,
aufzuwenden oder vorzuhalten. Dies kann dem Schutz
gegen nachtragliche Manipulationen dienen.

[0017] Daraufhin kdnnen eine Mehrzahlund bevorzugt
alle der Anzahl Knoteneinrichtungen den in der Daten-
bank bereitgestellten unbestéatigten Block priifen. Insbe-
sondere kann gepriift werden, ob der Nachweiswert der
Konsensregel entspricht, ob der unbestatigte Block mit
der in der priifenden Knoteneinrichtung gespeicherten
Reprasentation des Transaktionsbuchs verkettbar ist, ob
die Datenblockprifsumme korrekt ist und ob die in dem
unbestatigten Block enthaltenen zu bestatigenden
Transaktionen gliltig sind, was auf gleiche Weise wie
durch die blockbildende Einrichtung beim Bilden des un-
bestatigten Blocks geprift werden kann. Bei erfolgrei-
cher Prifung kann die jeweilige prifende Knoteneinrich-
tung den unbestatigten Block an die in ihr gespeicherte
Reprasentation des Transaktionsbuchs anfiigen.
[0018] Die von den Knoteneinrichtungen der Daten-
bankinstanz implementierte und bei dem jeweiligen Pri-
fen berticksichtigte Konsensregel kann derart eingerich-
tet sein, dass trotz der Abwesenheit einer Clearing-Stelle
und trotz dessen, dass nicht notwendigerweise alle der
Knoteneinrichtungen des verteilten Datenbanksystems
direkt miteinander kommunizieren und/oder einander
vertrauen, sich ein Mehrheitskonsens dergestalt ausbil-
den kann, dass in der Mehrzahl und bevorzugt allen der
Knoteneinrichtungen die gleiche Reprasentation des
Transaktionsbuchs der Datenbankinstanz gespeichert
ist, die im Vorliegenden als "Konsensversion des Trans-
aktionsbuchs" oder der Einfachheit halber als "das
Transaktionsbuch" bezeichnet wird.

[0019] Unter "Bereitstellen in der Datenbankinstanz"
im Hinblick auf eine unbestatigte bzw. zu bestatigende
Transaktion und/oder einen unbestatigten Block ist ins-
besondere zu verstehen, dass die unbestatigte Transak-
tion bzw. der unbestatigte Block an mindestens eine der
Knoteneinrichtungen der Datenbankinstanz Ubermittelt
wird. An die Ubrigen der Knoteneinrichtungen derselben
Datenbankinstanz kann die bereitgestellte zu bestatigen-
de Transaktion bzw. der bereitgestellte unbestatigte
Block direkt, indirekt oder auf Peer-to-Peer-Weise Uber-
mittelt werden.
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[0020] Analog dazu ist unter "Bereitstellen an das ver-
teilte Datenbanksystem" bzw. "dem verteilten Daten-
banksystem Bereitstellen" im Hinblick auf eine unbesta-
tigte bzw. zu bestatigende Transaktion insbesondere zu
verstehen, dass die unbestatigte bzw. zu bestatigende
Transaktion an mindestens eine der Knoteneinrichtun-
gen einer der Datenbankinstanzen des verteilten Daten-
banksystems ubermittelt wird, von wo aus sie direkt, in-
direkt oder auf Peer-to-Peer-Weise an die weitere der
Knoteneinrichtungen weiterer der Datenbankinstanzen
Ubermittelt werden kann und vorzugsweise alle der Kno-
teneinrichtungen aller der Datenbankinstanzen tibermit-
telt werden kann.

[0021] Die zu bestatigende Transaktion kann insbe-
sondere eine dem verteilten Datenbanksystem bereitge-
stellte unbestatigte Transaktion sein.

[0022] Vorschlagsgemal trifft das verteilte Daten-
banksystem die Entscheidung, durch welche der meh-
reren Datenbankinstanzen die zu bestatigende Transak-
tion bestatigt wird. Anders ausgedriickt entscheidet das
verteilte Datenbanksystem, in welches eine und/oder in
welche mehrere der mehreren Transaktionsbiicher des
verteilten Datenbanksystems die zu bestatigende Trans-
aktion als bestatigte Transaktion aufgenommen wird.
[0023] Die Entscheidung kann zentral oder verteilt
bzw. konsensbasiert erfolgen. Die Entscheidung kann
explizit erfolgen, bevor die zu bestatigende Transaktion
basierend auf der Entscheidung an die eine oder die
mehreren der mehreren Datenbankinstanzen zum Be-
statigen bereitgestellt wird. Die Entscheidung kann imp-
lizit erfolgen. Hierbei kann die zu bestatigende Transak-
tion einer Vielzahl und bevorzugt allen der mehreren Da-
tenbankinstanzen bereitgestellt werden, und die Ent-
scheidung kann implizit mit dem Bestatigen bzw. als Fol-
ge des Bestatigens der zu bestatigenden Transaktion
durch die eine oder die mehreren der Datenbankinstan-
zen erfolgen, wie nachstehend noch naher erlautert wird.
[0024] GemaR einer Ausfiihrungsform ist das verteilte
Datenbanksystem dazu eingerichtet, in Abhangigkeit
von einem Zustand der jeweiligen Datenbankinstanz zu
entscheiden, durch welche der mehreren Datenbankin-
stanzen die zu bestatigende Transaktion bestatigt wird.
[0025] Unter "Zustand der jeweiligen Datenbankinst-
anz" ist insbesondere ein automatisiert messbarer oder
anderweitig bestimmbarer Zustand zu verstehen, der
sich auf den Betrieb des verteilten Datenbanksystems
bzw. einer oder mehrerer der mehreren Datenbankinst-
anzen auswirkt.

[0026] Das verteilte Datenbanksystem kann beispiels-
weise eingerichtet sein, den Zustand abhangig von einer
Anzahl von Parametern zu ermitteln wie: Anzahl der in
einem vorgegebenen vergangenen Zeitraum pro Zeitein-
heit in einer jeweiligen Datenbankinstanz bestatigten
Transaktionen; aktuelle SpeichergrofRe des Transakti-
onsbuchs einer jeweiligen Datenbankinstanz; aktuelle
oder zeitlich gemittelte Transaktions- und/oder Rechen-
last der jeweiligen Datenbankinstanz und dergleichen.
[0027] Die Entscheidung anhand des Zustands kann
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dabei derart getroffen werden, dass ein moglichst schnel-
les Bestatigen, eine mdglichst glinstige Lastverteilung
Uber die Datenbankinstanzen, eine mdéglichst glinstige
Verteilung des Speicherbedarfs der jeweiligen Daten-
bankinstanz und dergleichen erzielt werden kdnnen.
Auch diese Entscheidung kann explizit vorab oder imp-
lizitim Laufe oder als Ergebnis des Bestatigens getroffen
werden.

[0028] Auf diese Weise kann vorteilhaft eine automa-
tisierte Verteilung der Transaktionslast in dem verteilten
Datenbanksystem realisiert werden.

[0029] GemaR einer weiteren Ausfiihrungsform istdas
verteilte Datenbanksystem dazu eingerichtet, fir jede
der Datenbankinstanzen eine Rechenlast zu ermitteln
und zu entscheiden, dass die zu bestatigende Transak-
tion durch die eine oder die mehreren der Datenbankin-
stanzen mit der geringsten Rechenlast bestatigt wird.
[0030] Die Last einer jeweiligen Datenbankinstanz
kann eine mittlere Last oder eine Spitzenlast der Anzahl
Knoteneinrichtungen der Datenbankinstanz sein. Die
Last kann insbesondere eine Rechenlast, eine Transak-
tionslast oder dergleichen sein.

[0031] Die Knoteneinrichtungen der Datenbankinst-
anz koénnen untereinander regelmafig Lastinformatio-
nen austauschen. Analog dazu kénnen die mehreren Da-
tenbankinstanzen untereinander regelmaRig Lastinfor-
mationen austauschen. Dergestalt kdnnen eine jeweilige
Knoteneinrichtung und eine jeweilige Datenbankinstanz
Uber Informationen tiber eine Last der eigenen sowie der
anderen der mehreren Datenbankinstanzen verfiigen.
[0032] Insbesondere kann eine jeweilige der mehreren
Datenbankinstanzen derart eingerichtet sein, dass sie
die zu bestatigende Transaktion nur bestatigt, wenn die
bestatigende Datenbankinstanz die Datenbankinstanz
mit der niedrigsten oder einer der niedrigsten Lasten un-
ter den mehreren Datenbankinstanzen ist.

[0033] Demgemal kann vorteilhaft eine explizite Ent-
scheidung getroffen werden, die einen Lastausgleich in
dem verteilten Datenbanksystem bewirkt.

[0034] GemaR einerweiteren Ausfilhrungsform ist das
verteilte Datenbanksystem dazu eingerichtet, in Abhan-
gigkeit von einem oder mehreren Riickbeziigen der zu
bestatigenden Transaktion zu entscheiden, durch wel-
che der mehreren Datenbankinstanzen die zu bestati-
gende Transaktion bestatigt wird.

[0035] Eine zu bestatigende Transaktion kann auf ver-
gangene Transaktionen (auch als "riickbezogene Trans-
aktion" bezeichnet) Bezug nehmen. Beispielsweise kann
eine Kryptotoken-Transaktion, die ein Kryptotoken aus
einem Sender-Wallet an ein Empfanger-Wallet transak-
tioniert, Bezug auf eine vergangene Kryptotoken-Trans-
aktion nehmen, in welcher das Kryptotoken in das Sen-
der-Wallet transaktioniert wurde, um ihre Berechtigung
zum Transaktionieren des Kryptotokens zu dokumentie-
ren.

[0036] Insbesondere kann es zum Prifen der zu be-
statigenden Transaktion somit erforderlich sein, vergan-
gene Transaktionen abzurufen bzw. zu Uberprifen. In
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bestimmten Fallen, etwa wenn keine Inter-Chain- bzw.
datenbankinstanziibergreifende Kommunikation vorge-
sehen ist, kann es daher erforderlich sein, dass die zu
bestatigende Transaktion in einem bestimmten Transak-
tionsbuch bestétigt wird, in dem ihre Riickbeziige auflos-
bar sind.

[0037] Die Entscheidung gemaR der vorliegenden
Ausfihrungsform kann implizit beim Bestatigen dadurch
erfolgen, dass eine Datenbankinstanz, in welcher der
Ruckbezug der zu bestatigenden Transaktion nicht auf-
I6sbar ist (die rickbezogene Transaktion nicht in dem
Transaktionsbuch der Datenbankinstanz vorliegt), die zu
bestatigende Transaktion nicht erfolgreich priifen kann,
wahrend diejenige Datenbankinstanz, in welcher der
Ruckbezug der zu bestatigenden Transaktion auflésbar
ist, das Prifen der zu bestatigenden Transaktion erfolg-
reich verlauft.

[0038] Demgemal kénnen vorteilhaft auch bei einer
automatisierten Verteilung von zu bestatigenden Trans-
aktionen Uber mehrere Datenbankinstanzen diejenigen
Transaktionen, die in einer bestimmten der mehreren Da-
tenbankinstanzen bestatigt werden missen, in der kor-
rekten Datenbankinstanz bestatigt werden.

[0039] GemaR einerweiteren Ausfiihrungsform ist das
verteilte Datenbanksystem dazu eingerichtet, bei der
Entscheidung, durch welche der mehreren Datenbankin-
stanzen die zu bestatigende Transaktion bestatigt wird,
eine jeweilige Datenbankinstanz nur zu beriicksichtigen,
wenn die Datenbankinstanz von der zu bestatigenden
Transaktion spezifiziert ist.

[0040] Demgemal kann eine dem verteilten Daten-
banksystem bereitgestellte, zu bestatigende Transaktion
spezifizieren, von welcher oder welchen der Datenban-
kinstanzen sie zu bestatigen ist.

[0041] Beispielsweise kann eine zu bestatigende kriti-
sche Transaktion nur solche Datenbankinstanzen spe-
zifizieren, die Uber ein vordefiniertes Mindest-Manipula-
tionsschutz-Niveau aufweisen, um vorteilhaft zu vermei-
den, im Rahmen des automatisierten Lastausgleichs in
einer Datenbankinstanz mit zu geringem Manipulations-
schutz bestatigt zu werden.

[0042] GemaR einerweiteren Ausfiihrungsform ist das
verteilte Datenbanksystem dazu eingerichtet, durch eine
automatische dezentrale Konsensbildung zwischen den
mehreren Datenbankinstanzen zu entscheiden, durch
welche der mehreren Datenbankinstanzen die zu besta-
tigende Transaktion bestatigt wird.

[0043] Anders ausgedrickt kann auf eine explizite Ent-
scheidung, welche der Datenbankinstanzen die zu be-
statigenden Transaktion bestatigt wird, die vor dem Be-
statigen getroffen wird, verzichtetwerden. Vielmehr kann
eine Konkurrenzsituation zwischen den Datenbankinst-
anzen geschaffen werden, in der sich ein Konsens, wel-
che der Datenbankinstanzen die zu bestatigende Trans-
aktion bestatigt, automatisch herausbildet.

[0044] Beispielsweise kann eine im Rahmen der Kon-
sensregel einer jeweiligen Datenbankinstanz zu prifen-
de Bedingung fir die Giltigkeit einer Transaktion oder
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eines Blocks lauten, dass die Transaktion, um als giiltig
bestatigt zu werden, noch in keiner anderen der Daten-
bankinstanzen bestétigt sein darf. Dies kann beispiels-
weise durch Inter-Chain-Kommunikation verifiziert wer-
den.

[0045] Somit kann vorteilhaft eine selbstregulierende
Verteilung der Transaktionslast iber mehrere Datenban-
kinstanzen realisiert werden.

[0046] GemaR einerweiteren Ausfilhrungsform istdas
verteilte Datenbanksystem dazu eingerichtet, eine An-
zahl unbestatigter Transaktionen vorzuhalten. Eine je-
weilige der mehreren Datenbankinstanzen ist dazu ein-
gerichtet, die zu bestatigende Transaktion unter der vor-
gehaltenen Anzahl unbestatigter Transaktionen auszu-
wahlen und zu bestéatigen. Hierbei ist das verteilte Da-
tenbanksystem dazu eingerichtet, die zu bestatigende
Transaktion aus der vorgehaltenen Anzahl unbestatigter
Transaktionen zu entfernen, sobald eine definierte An-
zahl der Datenbankinstanzen die zu bestatigende Trans-
aktion bestatigt hat.

[0047] Die unbestatigte Transaktion kann eine Trans-
aktion sein, die dem Datenbanksystem bereitgestellt
wurde und von dem Datenbanksystem zu bestatigen ist.
Die Bezeichnung "unbestatigte Transaktion" wird insbe-
sondere verwendet, um eine Transaktion zu bezeichnen,
fir die noch nicht entschieden ist, welche der Datenban-
kinstanzen sie bestatigt, wahrend die Bezeichnung "zu
bestatigende Transaktion" insbesondere verwendet
wird, um eine Transaktion bzw. eine Instanz oder Kopie
einer Transaktion zu bezeichnen, die von einer Daten-
bankinstanz zum Bestatigen ausgewahlt wurde.

[0048] Unter "vorhalten" ist hierbei insbesondere zu
verstehen, dass ein Pool (eine vorgehaltene Anzahl) der
unbestatigten Transaktionen in einem zentralen oder de-
zentralen Speichermittel derart vorgehalten wird, dass
eine jeder der Datenbankinstanzen (eine jeder der Kno-
teneinrichtungen jeder der Datenbankinstanzen) darauf
Zugriff hat. Unter einem dezentralen Speichermittel kann
dabei beispielsweise verstanden werden, dass eine In-
stanz des Pools der unbestatigten Transaktionen min-
destens einer, bevorzugt, jeder, der Knoteneinrichtun-
gen jeder der Datenbankinstanzen gespeichert ist und
Informationen Gber das Hinzufligen oder Entferner einer
Transaktion aus dem Pool auf Peer-to-Peer-Weise oder
dergleichen zwischen den Knoteneinrichtungen der Da-
tenbankinstanzen ausgetauscht werden.

[0049] Die definierte Anzahl der Datenbankinstanzen,
die die zu bestatigende Transaktion bestatigt hat, ab de-
rer die zu bestatigende Transaktion aus dem Pool der
unbestatigten Transaktion entfernt wird, kann eine vor-
definierte Anzahl sein und kann eins oder mehr sein. Die
definierte Anzahl kann abhangig von der Art, wie etwa
einem gebotenen Manipulationsschutzniveau oder der-
gleichen, der bestatigenden Datenbankinstanz definiert
sein. Beispielsweise kann die zu bestatigende Transak-
tion entweder aus der vorgehaltenen Anzahl unbestatig-
ter Transaktion entfernt werden, sobald die zu bestati-
gende Transaktion von einer Haupt-Chain bestatigt wird,
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oder, sobald die zu bestatigende Transaktion von meh-
reren Seiten-Chains bestatigt wird.

[0050] Durch das Vorhalten des Pools von unbestatig-
ten Transaktionen, aus dem die zu bestatigende Trans-
aktion entfernt wird, wenn sie genligend oft bestatigt wur-
de, kann besonders vorteilhaft eine automatische dezen-
trale Konsensbildung zwischen den mehreren Daten-
bankinstanzen daruber erfolgen, durch welche der meh-
reren Datenbankinstanzen die zu bestatigende Transak-
tion bestatigt wird.

[0051] GemaR einer weiteren Ausfiihrungsform ist die
definierte Anzahl der Datenbankinstanzen durch die zu
bestatigende Transaktion definierbar.

[0052] DemgemalR kann die definierte Anzahl der Da-
tenbanksysteme, durch welche die zu bestatigende
Transaktion bestatigt wird, bevor sie aus dem Pool der
vorgehaltenen unbestatigten Transaktionen entfernt
wird, durch die Transaktion definiert bzw. spezifiziert wer-
den.

[0053] Somit kann diese Entscheidung vorteilhaft ei-
nem Anwendungsdesigner je nach Art der bereitzustel-
lenden Transaktion lberlassen bleiben und muss nicht
in dem verteilten Datenbanksystem vordefiniert sein.
[0054] GemaR einer weiteren Ausfiihrungsform ist ei-
ne Konsensregel einer jeweiligen der Datenbankinstan-
zen derart eingerichtet, dass eine Vergutung fiir das Be-
statigen der zu bestatigenden Transaktion nur eine von
der zu bestatigenden Transaktion spezifizierte Anzahl
Male vergeben wird.

[0055] Demgemal kann ein Anreiz flir das Bestatigen
einer Transaktion wegfallen, sobald die Transaktion die
spezifizierte Anzahl von Malen vergeben worden ist. So-
mit kann ebenfalls vorteilhaft durch einen Anwendungs-
designer durch geeignetes Wahlen der Vergiitung und
der spezifizierten Anzahl von Malen implizit vorgegeben
werden, durch wie viele Datenbankinstanzen die zu be-
statigende Transaktion zu bestatigen ist.

[0056] GemaR einerweiteren Ausfiihrungsform ist das
Datenbanksystem dazu eingerichtet, die Transaktions-
biicher der mehreren Datenbankinstanzen in vordefinier-
ten Zeitabstanden miteinander zu synchronisieren.
[0057] Beispielsweise kann in vordefinierten Zeitab-
sténden ein jeweiliger Zustand, der durch die Abfolge
von Transaktionen des Transaktionsbuchs der jeweili-
gen Datenbankinstanz definiert ist, zwischen den Daten-
bankinstanzen synchronisiert werden.

[0058] Der vordefinierte Zeitabstand kann beispiels-
weise durch den Zeitabstand vordefiniert sein, der ge-
maf der Konsensregel derjenigen der Datenbankinstan-
zen mit der geringsten Blockbildungsrate im Mittel zwi-
schen der Bildung eines oder einer Anzahl von Blécken
verstreicht. Es seiangemerkt, dass der vordefinierte Zeit-
abstand ein Mittelwert sein kann, der sich im statistischen
Mittel ergibt, und die Zeitabstande zwischen zwei jewei-
ligen Synchronisierung jeweils variieren kdnnen.

[0059] Durch eine solche regelmaflige Synchronisati-
on zwischen den mehreren Datenbankinstanzen kann
vorteilhaft erreicht werden, dass eine neue zu bestati-
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gende Transaktion, die nach einer der Synchronisatio-
nen bereitgestellt wird und einen Riickbezug enthalt, der
sich auf eine Transaktion vor der Synchronisation be-
zieht, unter Erhalt des Riickbezugs in einer beliebigen
dermehreren Datenbankinstanzen bestatigbar ist. In die-
ser Ausfuhrungsform wird eine zu bestatigende Trans-
aktionen mit Rickbezug beispielsweise genau dann in
einer bestimmten Datenbankinstanz bestatigt, wenn ein
Ruckbezug der zu bestatigenden Transaktion eine riick-
bezogene Transaktion betrifft, die nach der zuriickliegen-
den letzten Synchronisation bestatigt wurde; andernfalls
kann auch eine zu bestatigende Transaktion mit Riick-
bezug in einer beliebigen der Datenbankinstanzen be-
statigt werden.

[0060] GemaR einer weiteren Ausfiihrungsform sind
die mehreren Datenbankinstanzen dazu eingerichtet,
beim Bestatigen der zu bestatigenden Transaktion durch
eine der mehreren Datenbankinstanzen einen Ruickbe-
zug der zu bestatigenden Transaktion datenbankinst-
anziibergreifend zu verifizieren.

[0061] Dies kann beispielsweise mittels datenbankin-
stanzibergreifender Kommunikation bzw. Inter-Chain-
Kommunikation realisiert werden. Anders ausgedriickt
kann eine jeweilige Knoteneinrichtung einer jeder der Da-
tenbankinstanzen mindestens Uber Lesezugriff auf die
Transaktionsblcher auch aller Gibrigen der Datenbankin-
stanzen verfugen.

[0062] Demgemal kann vorteilhaftjede zu bestatigen-
de Transaktion in jedem der Transaktionsbulcher besta-
tigtwerden, da gegebenenfalls vorhandene Riickbeziige
der zu bestatigenden Transaktion datenbankinstanzi-
bergreifend auflésbar sein kdnnen. Die balancierte Ver-
teilung der Transaktionslast kann dadurch weiter verbes-
sert werden.

[0063] GemaR einerweiteren Ausfilhrungsform istdas
Transaktionsbuch einer der mehreren Datenbankinstan-
zen ein Hauptbuch und das Transaktionsbuch einer je-
weiligen weiteren der mehreren Datenbankinstanzen ist
ein jeweiliges mit dem Hauptbuch kryptographisch ver-
knipftes Seitenbuch.

[0064] Die kryptographische Verknipfung kann bei-
spielsweise dadurch erzielt werden, dass in dem Haupt-
buch in vorgegebenen Zeitabstanden ein Hashwert ei-
nes jeweils aktuellen Zustands des Seitenbuchs besta-
tigt wird.

[0065] Somit kann vorteilhaft selbst, wenn ein jeweili-
ges Seitenbuch basierend auf der Konsensregel der zu-
gehdrigen Datenbankinstanz einen schwacheren Mani-
pulationsschutz aufweist als das Hauptbuch, das Seiten-
buch dennoch langfristig von dem héheren Manipulati-
onsschutz des Hauptbuchs profitieren.

[0066] GemaR einerweiteren Ausfilhrungsform istdas
verteilte Datenbanksystem dazu eingerichtet, die zu be-
statigende Transaktion entwederin dem Hauptbuch oder
in einer Anzahl der Seitenbiicher zu bestatigen.

[0067] Anders ausgedriickt kann eine einzelne Besta-
tigung im Hauptbuch ausreichend sein, wohingegen im
Falle einer Bestatigung im Nebenbuch mehrere Bestati-
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gungen erforderlich sein kbnnen.

[0068] Hierdurch kann vorteilhaft ein Manipulations-
schutz der bestatigten Transaktion durch mehrfaches
Bestatigen der zu bestatigenden Transaktion in mehre-
ren Seitenblichern auch dann verbessert werden, wenn
die zu bestatigende Transaktion nicht im Hauptbuch be-
statigt wird. Wenn die zu bestatigende Transaktion da-
gegen im Hauptbuch bestatigt wird, kann dies als aus-
reichend betrachtet werden und Ressourcen fir ein
mehrfaches Bestatigen in weiteren Transaktionsbiichern
kénnen in diesem Fall eingespart werden.

[0069] Die jeweilige Einheit, zum Beispiel Knotenein-
richtung, Datenbanksystem und/oder verteiltes Daten-
banksystem, kann hardwaretechnisch und/oder auch
softwaretechnisch implementiert sein. Bei einer hard-
waretechnischen Implementierung kann die jeweilige
Einheit als Vorrichtung oder als Teil einer Vorrichtung,
zum Beispiel als Computer oder als Mikroprozessor oder
als Steuerrechner ausgebildet sein. Bei einer software-
technischen Implementierung kann die jeweilige Einheit
als Computerprogrammprodukt, als eine Funktion, als
eine Routine, als Teil eines Programmcodes oder als
ausfiihrbares Objekt ausgebildet sein.

[0070] Weiterhin wird ein Computerprogrammprodukt
vorgeschlagen, welches auf einer programmgesteuerten
Einrichtung die Durchflihrung des wie oben erlauterten
Verfahrens veranlasst.

[0071] Ein Computerprogrammprodukt, wie z.B. ein
Computerprogramm-Mittel, kann beispielsweise als
Speichermedium, wie z.B. Speicherkarte, USB-Stick,
CD-ROM, DVD, oder auch in Form einer herunterladba-
ren Datei von einem Server in einem Netzwerk bereitge-
stellt oder geliefert werden. Dies kann zum Beispiel in
einem drahtlosen Kommunikationsnetzwerk durch die
Ubertragung einer entsprechenden Datei mit dem Com-
puterprogrammprodukt oder dem Computerprogramm-
Mittel erfolgen.

[0072] GemaR einem weiteren Aspekt wird ein Verfah-
ren zum Betreiben eines verteilten Datenbanksystems
mit mehreren Datenbankinstanzen vorgeschlagen. Eine
jeweilige der mehreren Datenbankinstanzen ist durch ei-
ne Anzahl Knoteneinrichtungen gebilde, die dazu einge-
richtet sind, gemeinsam konsensbasiert eines von meh-
reren Transaktionsblchern des verteilten Datenbank-
systems zu verwalten. Das Verfahren umfasst ein Be-
statigen einer zu bestatigenden Transaktion durch Auf-
nehmen in das Transaktionsbuch einer oder mehrerer
der mehreren Datenbankinstanzen, wobei das verteilte
Datenbanksystem entscheidet, durch welche der meh-
reren Datenbankinstanzen die zu bestatigende Transak-
tion bestatigt wird.

[0073] Die fur das vorgeschlagene verteilte Daten-
banksystem beschriebenen Ausfliihrungsformen und
Merkmale gelten fir das vorgeschlagene Verfahren ent-
sprechend.

[0074] Nahere Einzelheiten und weitere Varianten von
auf Blockketten-Technologie basierenden verteilten Da-
tenbanksystemen, auf die die vorgeschlagene Ldsung
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anwendbar ist, werden im Folgenden erlautert.

[0075] Sofern es in der nachstehenden Beschreibung
nicht anders angegeben ist, beziehen sich die Begriffe
"durchfiihren", "berechnen", "rechnergestutzt", "rech-
nen", "feststellen”, "generieren”, "konfigurieren", "rekon-
struieren" und dergleichen vorzugsweise auf Handlun-
gen und/oder Prozesse und/oder Verarbeitungsschritte,
die Daten verandern und/oder erzeugen und/oder die
Daten in andere Daten Uberfiihren, wobei die Daten ins-
besondere als physikalische Grélken dargestellt werden
odervorliegen kdnnen, beispielsweise als elektrische Im-
pulse. Insbesondere sollte der Ausdruck "Computer"
moglichst breit ausgelegt werden, um insbesondere alle
elektronischen Gerate mit Datenverarbeitungseigen-
schaften abzudecken. Computerkénnen somitbeispiels-
weise Personal Computer, Server, speicherprogram-
mierbare Steuerungen (SPS), Handheld-Computer-Sys-
teme, Pocket-PC-Gerate, Mobilfunkgerate und andere
Kommunikationsgerate, die rechnergestutzt Daten ver-
arbeiten kdnnen, Prozessoren und andere elektronische
Gerate zur Datenverarbeitung sein.

[0076] Unter "rechnergestitzt" kann im Zusammen-
hang mit der Erfindung beispielsweise eine Implemen-
tierung des Verfahrens verstanden werden, bei dem ins-
besondere ein Prozessor mindestens einen Verfahrens-
schritt des Verfahrens ausfiihrt.

[0077] Unter einem Prozessor kann im Zusammen-
hang mit der Erfindung beispielsweise eine Maschine
oder eine elektronische Schaltung verstanden werden.
Bei einem Prozessor kann es sich insbesondere um ei-
nen Hauptprozessor (engl. Central Processing Unit,
CPU), einen Mikroprozessor oder einen Mikrokontroller,
beispielsweise eine anwendungsspezifische integrierte
Schaltung oder einen digitalen Signalprozessor, mogli-
cherweise in Kombination mit einer Speichereinheit zum
Speichern von Programmbefehlen, etc. handeln. Bei ei-
nem Prozessor kann es sich beispielsweise auch um ei-
nen IC (integrierter Schaltkreis, engl. Integrated Circuit),
insbesondere einen FPGA (engl. Field Programmable
Gate Array) oder einen ASIC (anwendungsspezifische
integrierte Schaltung, engl. Application-Specific Integra-
ted Circuit), oder einen DSP (Digitaler Signalprozessor,
engl. Digital Signal Processor) oder einen Grafikprozes-
sor GPU (Graphic Processing Unit) handeln. Auch kann
unter einem Prozessor ein virtualisierter Prozessor, eine
virtuelle Maschine oder eine Soft-CPU verstanden wer-
den. Es kann sich beispielsweise auch um einen pro-
grammierbaren Prozessor handeln, der mit Konfigurati-
onsschritten zur Ausfiihrung des genannten erfindungs-
gemalen Verfahrens ausgeriistet wird oder mit Konfigu-
rationsschritten derart konfiguriert ist, dass der program-
mierbare Prozessor die erfindungsgeméafien Merkmale
des Verfahrens, der Komponente, der Module oder an-
derer Aspekte und/oder Teilaspekte der Erfindung reali-
siert.

[0078] Unter einer "Speichereinheit", einem "Spei-
chermodul" und dergleichen kann im Zusammenhang
mit der Erfindung beispielsweise ein fliichtiger Speicher
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in Form von Arbeitsspeicher (engl. Random-Access Me-
mory, RAM) oder ein dauerhafter Speicherwie eine Fest-
platte oder ein Datentrager verstanden werden.

[0079] Unter einem "Modul" kann im Zusammenhang
mit der Erfindung beispielsweise ein Prozessor und/oder
eine Speichereinheit zum Speichern von Programmbe-
fehlen verstanden werden. Beispielsweise ist der Pro-
zessor speziell dazu eingerichtet, die Programmbefehle
derart auszufiihren, damit der Prozessor Funktionen
ausfuihrt, um das erfindungsgemafie Verfahren oder ei-
nen Schritt des erfindungsgemafen Verfahrens zu imp-
lementieren oder realisieren. Ein Modul kann beispiels-
weise auch ein Knoten des verteilten Datenbanksystems
sein, der beispielsweise die spezifischen Funktio-
nen/Merkmale eines entsprechenden Moduls realisiert.
Die jeweiligen Module kdnnen beispielsweise auch als
separate bzw. eigenstdndige Module ausgebildet sein.
Hierzu kdnnen die entsprechenden Module beispielswei-
se weitere Elemente umfassen. Diese Elemente sind bei-
spielsweise eine oder mehrere Schnittstellen (z. B. Da-
tenbankschnittstellen, Kommunikationsschnittstellen - z.
B. Netzwerkschnittstelle, WLAN-Schnittstelle) und/oder
eine Evaluierungseinheit (z. B. ein Prozessor) und/oder
eine Speichereinheit. Mittels der Schnittstellen kdnnen
beispielsweise Daten ausgetauscht (z. B. empfangen,
Ubermittelt, gesendet oder bereitgestellt werden). Mittels
der Evaluierungseinheit kénnen Daten beispielsweise
rechnergestitzt und/oder automatisiert verglichen, Gber-
pruft, verarbeitet, zugeordnet oder berechnet werden.
Mittels der Speichereinheit kbnnen Daten beispielsweise
rechnergestltzt und/oder automatisiert gespeichert, ab-
gerufen oder bereitgestellt werden.

[0080] Unter "umfassen", insbesondere in Bezug auf
Daten und/oder Informationen, kann im Zusammenhang
mit der Erfindung beispielsweise ein (rechnergestitztes)
Speichern einer entsprechenden Information bzw. eines
entsprechenden Datums in einer Datenstruktur/Daten-
satz (die z. B. wiederum in einer Speichereinheit gespei-
chert ist) verstanden werden.

[0081] Unter "zuordnen", insbesondere in Bezug auf
Daten und/oder Informationen, kann im Zusammenhang
mit der Erfindung beispielsweise eine rechnergestiitzte
Zuordnung von Daten und/oder Informationen verstan-
den werden. Beispielsweise wird einem ersten Datum
hierzu mittels einer Speicheradresse oder eines eindeu-
tigen ldentifizierers (engl. unique identifier (UID)) ein
zweites Datum zugeordnet, in dem z. B. das erste Datum
zusammen mit der Speicheradresse oder des eindeuti-
gen ldentifizierers des zweiten Datums zusammen in ei-
nem Datensatz gespeichert wird.

[0082] Unter "bereitstellen", insbesondere in Bezug
auf Daten und/oder Informationen, kann im Zusammen-
hang mit der Erfindung beispielsweise ein rechnerge-
stutztes Bereitstellen verstanden werden. Das Bereitstel-
len erfolgt beispielsweise lber eine Schnittstelle (z. B.
eine Datenbankschnittstelle, eine Netzwerkschnittstelle,
eine Schnittstelle zu einer Speichereinheit). Uber diese
Schnittstelle kdnnen beispielsweise beim Bereitstellen
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entsprechende Daten und/oder Informationen tbermit-
telt und/oder gesendet und/oder abgerufen und/oder
empfangen werden.

[0083] Unter "bereitstellen" kann im Zusammenhang
mit der Erfindung beispielsweise auch ein Laden oder
ein Speichern, beispielsweise einer Transaktion mit ent-
sprechenden Daten verstanden werden. Dies kann bei-
spielsweise auf oder von einem Speichermodul erfolgen.
Unter "Bereitstellen" kann beispielsweise auch ein Uber-
tragen (oder ein Senden oder ein Ubermitteln) von ent-
sprechenden Daten von einem Knoten zu einem anderen
Knoten der Blockkette oder des verteilten Datenbank-
systems (bzw. deren Infrastruktur) verstanden werden.
[0084] Unter "Smart-Contract-Prozess" kann im Zu-
sammenhang mit der Erfindung insbesondere ein Aus-
fihren eines Programmcodes (z. B. der Steuerbefehle)
in einem Prozess durch das verteilte Datenbanksystem
bzw. deren Infrastruktur verstanden werden.

[0085] Unter einer "Prifsumme", beispielsweise eine
Datenblockprifsumme, eine Datenprifsumme, eine
Knotenprifsumme, eine Transaktionsprifsumme, eine
Verkettungspriifsumme oder dergleichen, kann im Zu-
sammenhang mit der Erfindung beispielsweise eine
kryptographische Prifsumme oder kryptographischer
Hash bzw. Hash-Wert verstanden werden, die insbeson-
dere mittels einer kryptographischen Hashfunktion tber
einen Datensatz und/oder Daten und/oder eine oder
mehrere der Transaktionen und/oder einem Teilbereich
eines Datenblocks (z. B. der Block-Header eines Blocks
einer Blockkette oder Datenblock-Header eines Daten-
blocks des verteilten Datenbanksystems oder nur einem
Teil der Transaktionen eines Datenblocks) gebildet oder
berechnet werden. Bei einer Prifsumme kann es sich
insbesondere um eine Prifsumme/n oder Hash-Wert/e
eines Hash-Baumes (z. B. Merkle-Baum, Patricia-Baum)
handeln. Weiterhin kann darunter insbesondere auch ei-
ne digitale Signatur oder ein kryptographischer Nachrich-
tenauthentisierungscode verstanden werden. Mittels der
Prifsummen kann beispielsweise auf unterschiedlichen
Ebenen des Datenbanksystems ein kryptographischer
Schutz/Manipulationsschutz fir die Transaktionen und
die darin gespeicherten Daten (satze) realisiert werden.
Ist beispielsweise eine hohe Sicherheit gefordert, wer-
den beispielsweise die Priifsummen auf Transaktionse-
bene erzeugt und Uberpriift. Ist eine weniger hohe Si-
cherheit gefordert, werden beispielsweise die Prifsum-
men auf Blockebene (z. B. Uiber den ganzen Datenblock
oder nur Uber einen Teil des Datenblocks und/oder einen
Teil der Transaktionen) erzeugt und Uberprift.

[0086] Unter einer "Datenblockpriifsumme" kann im
Zusammenhang mit der Erfindung eine Prifsumme ver-
standen werden, die beispielsweise Uber einen Teil oder
alle Transaktionen eines Datenblocks berechnet wird.
Ein Knoten kann dann beispielsweise die Integritat/Au-
thentizitat des entsprechenden Teils eines Datenblocks
mittels der Datenblockpriifsumme prifen/feststellen. Zu-
satzlich oder alternativ kann die Datenblockprifsumme
insbesondere auch Uber Transaktionen eines vorherge-
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henden Datenblocks/Vorganger-Datenblocks des Da-
tenblocks gebildet worden sein. Die Datenblockprifsum-
me kann dabei insbesondere auch mittels eines Hash-
Baumes, beispielsweise einem Merkle-Baum [1] oder ei-
nem Patricia-Baum, realisiert werden, wobei die Daten-
blockprifsumme insbesondere die Wurzel-Prifsumme
des Merkle-Baumes bzw. eines Patricia-Baumes bzw.
eines binaren Hash-Baumes ist. Insbesondere werden
Transaktionen mittels weiterer Prifsummen aus dem
Merkle-Baum bzw. Patricia-Baum abgesichert (z. B. un-
ter Verwendung der Transaktionsprifsummen), wobei
insbesondere die weiteren Prifsummen Blatter im Merk-
le-Baum bzw. Patricia-Baum sind. Die Datenblockprif-
summe kann damit beispielsweise die Transaktionen ab-
sichern, indem die Wurzel-Priifsumme aus den weiteren
Prifsummen gebildet wird. Die Datenblockprifsumme
kann insbesondere fiir Transaktionen eines bestimmten
Datenblocks der Datenbldcke berechnet werden. Insbe-
sondere kann eine solche Datenblockprifsumme in ei-
nen nachfolgenden Datenblock des bestimmten Daten-
blocks eingehen, um diesen nachfolgenden Datenblock
beispielsweise mit seinen vorhergehenden Datenbl6-
cken zu verketten und insbesondere damit eine Integritat
des verteilten Datenbanksystems prifbar zu machen.
Hierdurch kann die Datenblockpriifsumme beispielswei-
se die Funktion der Verkettungsprifsumme Gibernehmen
oder in die Verkettungsprifsumme eingehen. Der Hea-
der eines Datenblocks (z. B. eines neuen Datenblocks
oder des Datenblocks flir den die Datenblockpriifsumme
gebildet wurde) kann beispielsweise die Datenblockprif-
summe umfassen.

[0087] Unter "Transaktionsprifsumme" kann im Zu-
sammenhang mit der Erfindung eine Prifsumme ver-
standen werden, die insbesondere liber eine Transaktion
eines Datenblocks gebildet wird. Zusatzlich kann bei-
spielsweise eine Berechnung einer Datenblockprifsum-
me fiir einen entsprechenden Datenblock beschleunigt
werden, da hierfir beispielsweise bereits berechnete
Transaktionsprifsummen gleich als Blatter z. B. eines
Merkle-Baumes verwendet werden kdénnen.

[0088] Unter einer "Verkettungsprifsumme" kann im
Zusammenhang mit der Erfindung eine Prifsumme ver-
standen werden, die insbesondere einen jeweiligen Da-
tenblock des verteilten Datenbanksystems den vorher-
gehenden Datenblock des verteilten Datenbanksystems
angibt bzw. referenziert (in der Fachliteratur insbeson-
dere haufig als "previous block hash" bezeichnet) [1].
Hierflr wird insbesondere fir den entsprechenden vor-
hergehenden Datenblock eine entsprechende Verket-
tungsprifsumme gebildet. Als Verkettungsprifsumme
kann beispielsweise eine Transaktionsprifsumme oder
die Datenblockprifsumme eines Datenblocks (also ein
vorhandener Datenblock des verteilten Datenbanksys-
tems) verwendet werden, um einen neuen Datenblock
mit einem (vorhandenen) Datenblock des verteilten Da-
tenbanksystems zu verketten. Es ist beispielsweise aber
auch mdoglich, dass eine Prifsumme uber einen Header
des vorhergehenden Datenblocks oder Giber den gesam-
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ten vorhergehenden Datenblock gebildet wird und als
Verkettungsprifsumme verwendet wird. Dies kann bei-
spielsweise auch flir mehrere oder alle vorhergehenden
Datenblécke berechnet werden. Es ist beispielsweise
auch realisierbar, dass Uber den Header eines Daten-
blocks und der Datenblockpriifsumme die Verkettungs-
prifsumme gebildet wird. Ein jeweiliger Datenblock des
verteilten Datenbanksystems umfasst jedoch vorzugs-
weise jeweils eine Verkettungspriifsumme, die fiir einen
vorhergehenden Datenblock, insbesondere noch bevor-
zugter den direkt vorhergehenden Datenblock, des je-
weiligen Datenblockes berechnet wurde bzw. sich auf
diesen beziehen. Es ist beispielsweise auch moglich,
dass eine entsprechende Verkettungsprifsumme auch
nur tber einen Teil des entsprechenden Datenblocks (z.
B. vorhergehenden Datenblock) gebildet wird. Hierdurch
kann zum Beispiel ein Datenblock realisiert werden, der
einen integritédtsgeschitzten Teil und einen ungeschiitz-
ten Teil umfasst. Damit lielRe sich beispielsweise ein Da-
tenblock realisieren, dessen integritdtsgeschitzter Teil
unveranderlich ist und dessen ungeschitzter Teil auch
noch spater verandert werden kann. Unter integritatsge-
schitzt ist dabei insbesondere zu verstehen, dass eine
Veranderung von integritdtsgeschitzten Daten mittels
einer Prifsumme feststellbar ist.

[0089] Die Daten, die beispielsweise in einer Transak-
tion eines Datenblocks gespeichert werden, kdnnen ins-
besondere auf unterschiedliche Weise bereitgestellt wer-
den. Anstelle der Daten, z. B. Nutzerdaten wie Messda-
ten, Messwerte, Steuerwerte, oder Daten/Eigentumsver-
haltnisse zu Assets, kann beispielsweise eine Transak-
tion eines Datenblocks nur die Prifsumme fiir diese Da-
ten umfassen. Die entsprechende Priifsumme kann da-
bei auf unterschiedliche Weise realisiert werden. Dies
kann z. B. eine entsprechende Datenblockprifsumme
eines Datenblocks (mit den entsprechenden Daten) ei-
ner anderen Datenbank oder des verteilten Datenbank-
systems sein, eine Transaktionsprifsumme eines Da-
tenblocks mit den entsprechenden Daten (des verteilten
Datenbanksystems oder einer anderen Datenbank) oder
eine Datenpriifsumme, die Uber die Daten gebildet wur-
de.

[0090] Zuséatzlichkann die entsprechende Transaktion
einen Verweis oder eine Angabe zu einem Speicherort
(z. B. eine Adresse eines Fileservers und Angaben, wo
die entsprechenden Daten auf dem Fileserver zu finden
sind; oder eine Adresse einer anderen verteilten Daten-
bank, welche die Daten umfasst) umfassen. Die entspre-
chenden Daten kénnten dann beispielsweise auch in ei-
ner weiteren Transaktion eines weiteren Datenblocks
des verteilten Datenbanksystems bereitgestellt werden
(z. B. wenn die entsprechenden Daten und die zugehd-
rigen Prifsummen in unterschiedlichen Datenblécken
umfasst sind). Es ist beispielsweise aber auch denkbar,
dass diese Daten uber einen anderen Kommunikations-
kanal (z. B. Gber eine andere Datenbank und/oder einen
kryptographisch gesicherten Kommunikationskanal) be-
reitgestellt werden.
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[0091] Auch kann beispielsweise zusatzlich zu der
Prifsumme ein Zusatzdatensatz (z. B. ein Verweis oder
eine Angabe zu einem Speicherort) in der entsprechen-
den Transaktion abgelegt sein, der insbesondere einen
Speicherort angibt, wo die Daten abgerufen werden kon-
nen. Das ist insbesondere dahingehend vorteilhaft, um
eine Datengrof3e der Blockkette oder des verteilten Da-
tenbanksystems maoglichst gering zu halten.

[0092] Unter "sicherheitsgeschitzt" kann im Zusam-
menhang mit der Erfindung beispielsweise ein Schutz
verstanden werden, der insbesondere durch ein krypto-
graphisches Verfahren realisiert wird. Beispielsweise
kann dies durch Nutzung des verteilten Datenbanksys-
tems fiir das Bereitstellen oder Ubertragen oder Senden
von entsprechenden Daten/Transaktionen realisiert wer-
den. Dies wird vorzugsweise durch eine Kombination der
verschiedenen (kryptographischen) Prifsummen er-
reicht, indem diese insbesondere synergetisch zusam-
menwirken, um beispielsweise die Sicherheit bzw. die
kryptographische Sicherheit fir die Daten der Transak-
tionen zu verbessern. Anders gesagt kann insbesondere
unter "sicherheitsgeschitzt" im Zusammenhang mit der
Erfindung auch "kryptographisch geschitzt" und/oder
"manipulationsgeschitzt" verstanden werden. Dabei
kann "manipulationsgeschitzt" auch als "integritatsge-
schutzt" bezeichnet werden.

[0093] Unter "Verketten der/von Datenblocken eines
verteilten Datenbanksystems" kann im Zusammenhang
mit der Erfindung beispielsweise verstanden werden,
dass Datenbldcke jeweils eine Information (z. B. Verket-
tungsprifsumme) umfassen, die auf einen anderen Da-
tenblock oder mehrere andere Datenblécke des verteil-
ten Datenbanksystems verweisen bzw. diese referenzie-
ren [1] [4] [5] .

[0094] Unter "Einfligen in das verteilte Datenbanksys-
tem" und dergleichen kann im Zusammenhang mit der
Erfindung beispielsweise verstanden werden, dass ins-
besondere eine Transaktion bzw. die Transaktionen oder
ein Datenblock mit seinen Transaktionen an einen oder
mehrere Knoten eines verteilten Datenbanksystems
Ubermittelt wird. Werden diese Transaktionen beispiels-
weise erfolgreich validiert (z. B. durch den/die Knoten),
werden diese Transaktionen insbesondere als neuer Da-
tenblock mit mindestens einem vorhandenen Datenblock
des verteilten Datenbanksystems verkettet [1][4][5].
Hierzu werden die entsprechenden Transaktionen bei-
spielsweise in einem neuen Datenblock gespeichert. Ins-
besondere kann dieses Validieren und/oder Verketten
durch einen vertrauenswirdigen Knoten (z. B. einen Mi-
ning Node, ein Blockketten-Orakel oder eine Blockket-
ten-Plattform) erfolgen. Insbesondere kann dabei unter
einer Blockketten-Plattform eine Blockkette als Dienst
(engl. Blockkette als Service) verstanden werden, wie
dies insbesondere durch Microsoft oder IBM vorgeschla-
gen wird. Insbesondere kdnnen ein vertrauenswirdiger
Knoten und/oder ein Knoten jeweils eine Knoten-Prif-
summe (z. B. eine digitale Signatur) in einem Datenblock
hinterlegen (z. B. in denen von ihnen validierten und er-
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zeugten Datenblock, der dann verkettet wird), um insbe-
sondere eine ldentifizierbarkeit des Erstellers des Daten-
blockes zu ermdglichen und/oder eine Identifizierbarkeit
des Knotens zu ermdglichen. Dabei gibt diese Knoten-
Prifsumme an, welcher Knoten beispielsweise den ent-
sprechenden Datenblock mit mindestens einem anderen
Datenblock des verteilten Datenbanksystems verkettet
hat.

[0095] Unter "Transaktion" bzw. "Transaktionen" kon-
nenim Zusammenhang mitder Erfindung beispielsweise
ein Smart-Contract [4] [5], eine Datenstruktur oder ein
Transaktionsdatensatz verstanden werden, der insbe-
sondere jeweils eine der Transaktionen oder mehrere
Transaktionen umfasst. Unter "Transaktion" bzw.
"Transaktionen" kdnnen im Zusammenhang mit der Er-
findung beispielsweise auch die Daten einer Transaktion
eines Datenblocks einer Blockkette (engl. Blockchain)
verstanden werden. Eine Transaktion kann insbesonde-
re einen Programmcode umfassen, der beispielsweise
einen Smart Contract realisiert. Beispielsweise kénnen
im Zusammenhang mit der Erfindung unter Transaktion
auch eine Steuertransaktion und/oder Bestatigungs-
transaktion verstanden werden. Alternativ kann eine
Transaktion beispielsweise eine Datenstruktur sein, die
Daten speichert (z. B. die Steuerbefehle und/oder Ver-
tragsdaten und/oder andere Daten wie Videodaten, Nut-
zerdaten, Messdaten etc.). Insbesondere ist unter "Spei-
chern von Transaktionen in Datenblécken”, "Speichern
von Transaktionen" und dergleichen ein direktes Spei-
chern oder indirektes Speichern zu verstehen. Unter ei-
nem direkten Speichern kann dabei beispielsweise ver-
standen werden, dass der entsprechende Datenblock
(des verteilten Datenbanksystems) oder die entspre-
chende Transaktion des verteilten Datenbanksystems)
die jeweiligen Daten umfasst. Unter einem indirekten
Speichern kann dabei beispielsweise verstanden wer-
den, dass der entsprechende Datenblock oder die ent-
sprechende Transaktion eine Priifsumme und optional
einen Zusatzdatensatz (z. B. einen Verweis oder eine
Angabe zu einem Speicherort) fir entsprechende Daten
umfasstund die entsprechenden Daten somit nicht direkt
in dem Datenblock (oder der Transaktion) gespeichert
sind (also stattdessen nur eine Prifsumme fir diese Da-
ten). Insbesondere kdnnen beim Speichern von Trans-
aktionen in Datenblécken diese Priifsummen beispiels-
weise validiert werden, so wie dies beispielsweise unter
"Einfiigen in das verteilte Datenbanksystem" erlautert ist.
[0096] Unter einem "Programmcode"” (z. B. ein Smart
Contract) kann im Zusammenhang mitder Erfindung bei-
spielsweise ein Programmbefehl oder mehrere Pro-
grammbefehle verstanden werden, die insbesondere in
einer oder mehreren Transaktionen gespeichert sind.
Der Programmcode ist insbesondere ausfiihrbar und
wird beispielsweise durch das verteilte Datenbanksys-
tem ausgefiihrt. Dies kann beispielsweise mittels einer
Ausfilhrungsumgebung (z. B. einer virtuellen Maschine)
realisiertwerden, wobei die Ausflihrungsumgebung bzw.
der Programmcode vorzugsweise Turing-vollstandig
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sind. Der Programmcode wird vorzugsweise durch die
Infrastruktur des verteilten Datenbanksystems ausge-
fuhrt [4][5]. Dabei wird zum Beispiel eine virtuelle Ma-
schine durch die Infrastruktur des verteilten Datenbank-
systems realisiert.

[0097] Unter einem "Smart Contract" kann im Zusam-
menhang mit der Erfindung beispielsweise ein ausfiihr-
barer Programmcode verstanden werden [4][5] (siehe
insbesondere Definition "Programmcode”). Der Smart
Contractist vorzugsweise in einer Transaktion eines ver-
teilten Datenbanksystems (z. B. eine Blockkette) gespei-
chert, beispielsweise in einem Datenblock des verteilten
Datenbanksystems. Beispielsweise kann der Smart
Contract auf die gleiche Weise ausgefiihrt werden, wie
dies bei der Definition von "Programmcode", insbeson-
dere im Zusammenhang mit der Erfindung, erlautert ist.
[0098] Unter "Proof-of-Work" oder "Proof-of-Work-
Nachweis" kann im Zusammenhang mit der Erfindung
beispielsweise ein Losen einer rechenintensiven Aufga-
be verstanden werden, die insbesondere abhangig vom
Datenblock-Inhalt/Inhalt einer bestimmten Transaktion
zu l6sen ist [1][4][5]. Eine solche rechenintensive Aufga-
be wird beispielsweise auch als kryptographisches Puzz-
le bezeichnet.

[0099] Untereinem "verteilten Datenbanksystem", das
beispielsweise auch als verteilte Datenbank bezeichnet
werden kann, kann im Zusammenhang mit der Erfindung
beispielsweise eine dezentral verteilte Datenbank, eine
Blockkette (engl. Blockchain), ein distributed Ledger, ein
verteiltes Speichersystem, ein distributed ledger techno-
logy (DLT) based system (DLTS), ein revisionssicheres
Datenbanksystem, eine Cloud, ein Cloud-Service, eine
Blockkette in einer Cloud oder eine Peer-to-Peer-Daten-
bank verstanden werden. Auch konnen beispielsweise
unterschiedliche Implementierungen einer Blockkette
odereines DLTS verwendet werden, wie z. B. eine Block-
kette oder ein DLTS, die mittels eines Directed Acylic
Graph (DAG), eines kryptographischen Puzzles, einem
Hashgraph oder eine Kombination aus den genannten
Implementierungsvarianten [6][7]. Auch kdénnen bei-
spielsweise unterschiedliche Konsensregeln bzw. Kon-
sensusverfahren (engl. consensus algorithms) imple-
mentiert werden. Dies kann beispielsweise ein Konsen-
susverfahren mittels eines kryptographischen Puzzles,
Gossip about Gossip, Virtual Voting oder eine Kombina-
tion der genannten Verfahren sein (z. B. Gossip about
Gossip kombiniert mit Virtual Voting) [6][7]. Wird bei-
spielsweise eine Blockkette verwendet, so kann diese
insbesondere mittels einer Bitcoin-basierten Realisie-
rung oder einer Ethereum-basierten Realisierung umge-
setzt werden [1][4][5]. Unter einem "verteilten Daten-
banksystem" kann beispielsweise auch ein verteiltes Da-
tenbanksystem verstanden werden, von dem zumindest
ein Teil seiner Knoten und/oder Gerate und/oder Infra-
struktur durch eine Cloud realisiert sind. Beispielsweise
sind die entsprechenden Komponenten als Knoten/Ge-
rate in der Cloud (z. B. als virtueller Knoten in einer vir-
tuellen Maschine) realisiert. Dies kann beispielsweise
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mittels VM-Ware, Amazon Web Services oder Microsoft
Azure erfolgen. Aufgrund der hohen Flexibilitat der er-
lauterten Implementierungsvarianten kénnen insbeson-
dere auch Teilaspekte der genannten Implementierungs-
varianten miteinander kombiniert werden, indem z. B. ein
Hashgraph als Blockkette verwendet wird, wobei die
Blockkette selbst z. B. auch blocklos sein kann.

[0100] Wird beispielsweise ein Directed Acylic Graph
(DAG) verwendet (z. B. IOTA oder Tangle), sind insbe-
sondere Transaktionen oder Blocke oder Knoten des
Graphen miteinander ber gerichtete Kanten miteinan-
der verbunden. Dies bedeutet insbesondere, dass (alle)
Kanten (immer) die gleiche Richtung haben, ahnlich wie
dies z. B. bei Zeit ist. Mit anderen Worten ist es insbe-
sondere nicht méglich, riickwarts (also entgegen der ge-
meinsamen gleichen Richtung) die Transaktionen oder
die Blocke oder die Knoten des Graphen anzulaufen bzw.
anzuspringen. Azyklisch bedeutet dabei insbesondere,
dass es keine Schleifen bei einem Durchlaufen des Gra-
phen gibt.

[0101] Bei dem verteilten Datenbanksystem kann es
sich beispielsweise um ein 6ffentliches verteiltes Daten-
banksystem (z. B. eine o6ffentliche Blockkette) oder ein
geschlossenes (oder privates) verteiltes Datenbanksys-
tem (z. B. eine private Blockkette) handeln.

[0102] Handelt es sich beispielsweise um ein 6ffentli-
ches verteiltes Datenbanksystem, bedeutet dies, dass
neue Knoten und/oder Gerate ohne Berechtigungsnach-
weise oder ohne Authentifizierung oder ohne Anmelde-
informationen oder ohne Credentials dem verteilten Da-
tenbanksystem beitreten kénnen bzw. von diesem ak-
zeptiert werden. Insbesondere kénnen in einem solchen
Fall die Betreiber der Knoten und/oder Gerate anonym
bleiben.

[0103] Handelt es sich bei dem verteilten Datenbank-
system beispielsweise um ein geschlossenes verteiltes
Datenbanksystem, benétigen neue Knoten und/oder Ge-
rate beispielsweise einen giiltigen Berechtigungsnach-
weis und/oder gultige Authentifizierungsinformationen
und/oder glltige Credentials und/oder glltige Anmelde-
informationen, um dem verteilten Datenbanksystem bei-
treten konnen bzw. von diesem akzeptiert zu werden.
[0104] Beieinem verteilten Datenbanksystem kann es
sich beispielsweise auch um ein verteiltes Kommunika-
tionssystem zum Datenaustausch handeln. Dies kann
beispielsweise ein Netzwerk oder ein Peer-2-Peer Netz-
werk sein.

[0105] Unter "Datenblock”, der insbesondere je nach
Kontext und Realisierung auch als "Glied" oder "Block"
bezeichnet sein kann, kann im Zusammenhang mit der
Erfindung beispielsweise ein Datenblock eines verteilten
Datenbanksystems (z. B. eine Blockkette oder eine Peer-
to-Peer-Datenbank) verstanden werden, die insbeson-
dere als Datenstruktur realisiert ist und vorzugsweise je-
weils eine der Transaktionen oder mehrere der Transak-
tionen umfasst. Bei einer Implementierung kann bei-
spielsweise die Datenbank (oder das Datenbanksystem)
ein DLT basiertes System (DLTS) oder eine Blockkette
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sein und ein Datenblock ein Block der Blockkette oder
des DLTS. Ein Datenblock kann beispielsweise Angaben
zur GroRe (DatengroflRe in Byte) des Datenblocks, einen
Datenblock-Header (engl. Block-header), einen Trans-
aktionszahler und eine oder mehrere Transaktionen um-
fassen [1]. Der Datenblock-Header kann beispielsweise
eine Version, eine Verkettungspriifsumme, eine Daten-
blockprifsumme, einen Zeitstempel, einen Proof-of-
Work-Nachweis und eine Nonce (Einmalwert, Zufalls-
wert oder Zahler, der fir den Proof-of-Work-Nachweis
verwendet wird) umfassen [1][4][5]. Bei einem Daten-
block kann es sich beispielsweise auch nur um einen
bestimmten Speicherbereich oder Adressbereich der
Gesamtdaten handeln, die in dem verteilten Datenbank-
system gespeichert sind. Damitlassen sich beispielswei-
se blocklose (engl. blockless) verteilte Datenbanksyste-
me, wie z. B. die loT Chain (ITC), IOTA, und Byteball,
realisieren. Hierbei werden insbesondere die Funktiona-
litdten der Blocke einer Blockkette und der Transaktionen
miteinander derart kombiniert, dass z. B. die Transakti-
onen selbst die Sequenz oder Kette von Transaktionen
(des verteilten Datenbanksystems) absichern (also ins-
besondere sicherheitsgeschiitzt gespeichert werden).
Hierzu kénnen beispielsweise mit einer Verkettungspruif-
summe die Transaktionen selbst miteinander verkettet
werden, indem vorzugsweise eine separate Prifsumme
oder die Transaktionsprifsumme einer oder mehrerer
Transaktionen als Verkettungsprifsumme dient, die
beim Speichern einer neuen Transaktion in dem verteil-
ten Datenbanksystem in der entsprechenden neuen
Transaktion mit gespeichert wird. In einer solchen Aus-
fuhrungsform kann ein Datenblock beispielsweise auch
eine oder mehrere Transaktionen umfassen, wobei im
einfachsten Fall beispielsweise ein Datenblock einer
Transaktion entspricht.

[0106] Unter"Nonce" kannim Zusammenhang mit der
Erfindung beispielsweise eine kryptographische Nonce
verstanden werden (Abklrzung fir: "used only once"[2]
oder "number used once"[3]). Insbesondere bezeichnet
eine Nonce einzelne Zahlen- oder eine Buchstabenkom-
bination, die vorzugsweise ein einziges Mal in dem je-
weiligen Kontext (z. B. Transaktion, Datenlbertragung)
verwendet wird.

[0107] Unter "vorhergehende Datenblécke eines (be-
stimmten) Datenblockes des verteilten Datenbanksys-
tems" kann im Zusammenhang mit der Erfindung bei-
spielsweise der Datenblock des verteilten Datenbank-
systems verstanden werden, der insbesondere einem
(bestimmten) Datenblock direkt vorhergeht. Alternativ
kénnen unter "vorhergehende Datenbldcke eines (be-
stimmten) Datenblockes des verteilten Datenbanksys-
tems" insbesondere auch alle Datenbldcke des verteilten
Datenbanksystems verstanden werden, die dem be-
stimmten Datenblock vorhergehen. Hierdurch kann bei-
spielsweise die Verkettungspriifsumme oder die Trans-
aktionspriifsumme insbesondere nur Uber das dem be-
stimmten Datenblock direkt vorhergehenden Datenblock
(bzw. deren Transaktionen) oder Uber alle dem ersten
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Datenblock vorhergehenden Datenblocke (bzw. deren
Transaktionen) gebildet werden.

[0108] Unter einem "Blockketten-Knoten", "Knoten",
"Knoten eines verteilten Datenbanksystems", "Knoten-
einrichtung" und dergleichen, kénnen im Zusammen-
hang mit der Erfindung beispielsweise Geréate (z. B. Feld-
gerate, Mobiltelefone), Rechner, Smart-Phones, Clients
oder Teilnehmer verstanden werden, die Operationen
(mit) dem verteilten Datenbanksystem (z. B. eine Block-
kette) durchfiihren [1][4][5]. Solche Knoten kénnen bei-
spielsweise Transaktionen eines verteilten Datenbank-
systems bzw. deren Datenbldcke ausfiihren oder neue
Datenblécke mit neuen Transaktionen in das verteilte
Datenbanksystem mittels neuer Datenblocke einfligen
bzw. verketten. Insbesondere kann dieses Validieren
und/oder Verketten durch einen vertrauenswirdigen
Knoten (z. B. einem Mining Node) oder ausschlieBlich
durch vertrauenswirdige Knoten erfolgen. Bei einem
vertrauenswirdigen Knoten handelt es sich beispiels-
weise um einen Knoten, der Uber zuséatzliche Sicher-
heitsmaRnahmen verfugt (z. B. Firewalls, Zugangsbe-
schrankungen zum Knoten oder Ahnliches), um eine Ma-
nipulation des Knotens zu verhindern. Alternativ oder zu-
satzlich kann beispielsweise ein vertrauenswiurdiger
Knoten beim Verketten eines neuen Datenblocks mit
dem verteilten Datenbanksystem, eine Knotenprifsum-
me (z. B. eine digitale Signatur oder ein Zertifikat) in dem
neuen Datenblock speichern. Damit kann insbesondere
ein Nachweis bereitgestellt werden, der angibt, dass der
entsprechende Datenblock von einem bestimmten Kno-
ten eingefiigt wurde bzw. seine Herkunft angibt. Bei den
Geraten (z. B. dem entsprechenden Gerat) handelt es
sich beispielsweise um Gerate eines technischen Sys-
tems und/oder industriellen Anlage und/oder eines Au-
tomatisierungsnetzes und/oder einer Fertigungsanlage,
die insbesondere auch ein Knoten des verteilten Daten-
banksystems sind. Dabei kénnen die Gerate beispiels-
weise Feldgerate sein oder Gerate im Internet der Dinge
sein, die insbesondere auch ein Knoten des verteilten
Datenbanksystems sind. Knoten kénnen beispielsweise
auch zumindest einen Prozessor umfassen, um z. B. ihre
computerimplementierte Funktionalitat auszufiihren.
[0109] Unter einem "Blockketten-Orakel" und derglei-
chen kénnen im Zusammenhang mit der Erfindung bei-
spielsweise Knoten, Gerate oder Rechner verstanden
werden, die z. B. Uber ein Sicherheitsmodul verfligen,
das beispielsweise mittels Software-Schutzmechanis-
men (z. B. kryptographische Verfahren), mechanische
Schutzeinrichtungen (z. B. ein abschlieBbares Gehause)
oder elektrische Schutzeinrichtungen implementiert ist
(z. B. Tamper-Schutz oder ein Schutzsystem, das die
Daten des Sicherheitsmoduls bei einer unzuldssigen
Nutzung/Behandlung des Blockketten-Orakels I6scht).
Das Sicherheitsmodul kann dabei beispielsweise kryp-
tographische Schliissel umfassen, die fiir die Berech-
nung der Prifsummen (z. B. Transaktionsprifsummen
oder Knotenpriifsummen) notwendig sind.

[0110] Unter einem "Rechner" oder einem "Gerat"
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kann im Zusammenhang mit der Erfindung beispielswei-
se ein Computer(system), ein Client, ein Smart-Phone,
ein Gerat oder ein Server, die jeweils auferhalb der
Blockkette angeordnet sind bzw. kein Teilnehmer des
verteilten Datenbanksystems (z. B. der Blockkette) sind
(also keine Operationen mit dem verteilten Datenbank-
system durchfiihren oder diese nur abfragen, ohne je-
doch Transaktionen durchzufiihren, Datenblocke einfl-
gen oder Proof-of-Work-Nachweise berechnen), ver-
standen werden. Alternativ kann insbesondere auch un-
ter einem Rechner ein Knoten des verteilten Datenbank-
systems verstanden werden. Mit anderen Worten kann
insbesondere unter einem Gerat ein Knoten des verteil-
ten Datenbanksystems verstanden werden oder auch
ein Gerat auBerhalb der Blockkette bzw. des verteilten
Datenbanksystems verstanden werden. Ein Gerat au-
Rerhalb des verteilten Datenbanksystems kann bei-
spielsweise aufdie Daten (z. B. Transaktionen oder Steu-
ertransaktionen) des verteilten Datenbanksystems zu-
greift und/oder von Knoten (z. B. mittels Smart-Contracts
und/oder Blockketten-Orakel) angesteuert werden. Wird
beispielsweise eine Ansteuerung bzw. Steuerung eines
Gerates (z. B. ein als Knoten ausgebildetes Gerat oder
ein Gerat aulerhalb des verteilten Datenbanksystems)
durch einen Knoten realisiert, kann dies z. B. mittels eines
Smart Contracts erfolgen, der insbesondere in einer
Transaktion des verteilten Datenbanksystems gespei-
chert ist.

[0111] Weitere mogliche Implementierungen der Erfin-
dung umfassen auch nicht explizit genannte Kombinati-
onen von zuvor oder im Folgenden beziiglich der Aus-
fuhrungsbeispiele beschriebenen Merkmale oder Aus-
fuhrungsformen. Dabei wird der Fachmann auch Einzel-
aspekte als Verbesserungen oder Erganzungen zu der
jeweiligen Grundform der Erfindung hinzufiigen.

[0112] Weitere vorteilhafte Ausgestaltungen und As-
pekte der Erfindung sind Gegenstand der Unteranspri-
che sowie der im Folgenden beschriebenen Ausfih-
rungsbeispiele der Erfindung. Im Weiteren wird die Er-
findung anhand von bevorzugten Ausfiihrungsformen
unter Bezugnahme auf die beigelegten Figuren naher
erlautert.

Fig. 1 veranschaulicht schematisch ein verteiltes Da-
tenbanksystem gemaR einem ersten Ausfihrungs-
beispiel sowie ein Verfahren zum Betreiben dessel-
ben;

Fig. 2 zeigt Details einer moglichen Ausgestaltung
eines der Transaktionsbicher des verteilten Daten-
banksystems;

Fig. 3 veranschaulicht schematisch ein verteiltes Da-
tenbanksystem und Aspekte seines Betriebs gemaf
einem zweiten Ausflihrungsbeispiel.

[0113] In den Figuren sind gleiche oder funktionsglei-
che Elemente mit denselben Bezugszeichen versehen



23 EP 3 617 978 A1 24

worden, sofern nichts anderes angegeben ist.

[0114] Fig. 1 veranschaulicht schematisch ein verteil-
tes Datenbanksystem 1 gemafl} einem ersten Ausfiih-
rungsbeispiel sowie ein Verfahren zum Betreiben des-
selben.

[0115] Das verteilte Datenbanksystem 1 weist eine
erste Datenbankinstanz 10 und eine zweite Datenban-
kinstanz 20 auf. Die erste Datenbankinstanz 10 ist durch
die Knoteneinrichtungen 12, 13 und 14 gebildet. Die
zweite Datenbankinstanz 20 ist durch die Knoteneinrich-
tungen 22, 23, 24 gebildet.

[0116] Die Knoteneinrichtungen 12, 13, 14 der ersten
Datenbankinstanz 10 verwalten gemeinsam und kon-
sensbasiert das Transaktionsbuch 11 des verteilten Da-
tenbanksystems 1. Die Knoteneinrichtungen 22, 23, 24
der zweiten Datenbankinstanz 20 verwalten gemeinsam
und konsensbasiert das Transaktionsbuch 21 des ver-
teilten Datenbanksystems 1.

[0117] Wenn dem verteilten Datenbanksystem 1 eine
zu bestatigende Transaktion 4 bereitgestellt wird, besta-
tigt in Schritt S1 des Verfahrens zum Betreiben des ver-
teilten Datenbanksystems 1 das verteilte Datenbanksys-
tem 1 die zu bestatigende Transaktion 4, indem sie die
zu bestatigende Transaktion 4 als bestatigte Transaktion
in eines oder beide der Transaktionsblicher 11, 21 auf-
nimmt.

[0118] Hierbei entscheidet das verteilte Datenbank-
system 1, durch welche der mehreren Datenbankinstan-
zen 10, 20 die zu bestatigende Transaktion 4 bestatigt
wird. Anders ausgedriickt entscheidet das verteilte Da-
tenbanksystems 1, ob die zu bestatigende Transaktion
4 von der ersten Datenbankinstanz 10 in das Transakti-
onsbuch 11 und/oder von der zweiten Datenbankinstanz
20 in das Transaktionsbuch 21 aufgenommen wird.
[0119] Insbesondere versteht sich, dass die Knoten-
einrichtungen 12, 13, 14, 22, 23, 24 miteinander kommu-
nikativ vernetzt sind, um die vorstehend beschriebene
Funktionalitdt gemeinsam zu realisieren.

[0120] Insbesondere versteht sich weiterhin, dass die
schematisch dargestellten Transaktionsbiicher 11, 21
Reprasentationen eines auf verteilte Weise in dem ver-
teilten Datenbanksystem 1 gespeicherten jeweiligen
Transaktionsbuchs 11, 21 sind. Insbesondere kann auf
jederder Knoteneinrichtungen 12, 13, 14 eine Reprasen-
tation des Transaktionsbuchs 11 gespeichert sein, wobei
eine Konsensregel der Datenbankinstanz 10 dafir sorgt,
dass die jeweiligen Reprasentationen ganz oder im We-
sentlichen miteinander abgeglichen sind, und auf jeder
der Knoteneinrichtungen 22, 23, 24 kann eine Reprasen-
tation des Transaktionsbuchs 21 gespeichert sein, wobei
eine Konsensregel der Datenbankinstanz 20 dafur sorgt,
dass die jeweiligen Reprasentationen miteinander abge-
glichen sind.

[0121] Fig. 2 zeigt Details einer moglichen Ausgestal-
tung eines der Transaktionsblcher 11, 21 des verteilten
Datenbanksystems 1. Es wird weiter auch auf Fig. 1 Be-
zug genommen. Beispielhaft wird das Transaktionsbuch
11 der Datenbankinstanz 10 beschrieben, die Beschrei-
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bung gilt jedoch analog auch fiir das Transaktionsbuch
21 der Datenbankinstanz 20.

[0122] Der in Fig. 2 gezeigte Ausschnitt des Transak-
tionsbuchs 11 gemaR der méglichen Ausgestaltung um-
fasstdrei Blocke 101, 102, 103. Ein jeweiliger Block 101,
102, 103 umfasst jeweils einen KopfdatenabschnittK und
einen Nutzdatenabschnitt N.

[0123] Der Kopfdatenabschnitt K des Blocks 101 um-
fasst eine Datenblockprifsumme 1014, eine Verket-
tungsprifsumme 1012 und einen Nachweiswert 1011.
Analog dazu umfassen die Kopfdatenabschnitte K des
Blocks 102 bzw. 103 jeweils eine Datenblockprifsumme
1024, 1034, eine Verkettungsprifsumme 1022, 1032
und einen Nachweiswert 1021, 1031.

[0124] Der Nutzdatenabschnitt N des jeweiligen
Blocks 101, 102, 103 umfasst jeweils eine Anzahl besta-
tigte Transaktionen, die als abgerundete Rechtecke dar-
gestellt sind. Eine der bestatigten Transaktionen tragt
beispielhaft das Bezugszeichen 5.

[0125] Die Transaktionen 5 umfassen jeweils Nutzda-
ten des verteilten Datenbanksystems 1. Im Speziellen
kann eine jeweilige Transaktion 5 Daten und/oder Pro-
grammcode (sog. Smart Contracts) umfassen, welche
einen Ubergang von einem Zustand, den das Transak-
tionsbuch 11 des verteilten Datenbanksystems 1 vordem
Bestatigen der Transaktion 5 beschreibt, in einen Zu-
stand beschreibt, den das Transaktionsbuch 11 des ver-
teilten Datenbanksystem 11 nach dem Bestatigen der
Transaktion 5 beschreibt. Durch schrittweises Nachver-
folgen der Blocke 101, 102, 103 und der Transaktionen
5 darin kann der von dem Transaktionsbuch 11 beschrie-
bene Zustand zu jedem aktuellen und vergangenen Zeit-
punkt transparent nachvollzogen werden. Unter Zustand
kann hierbei jede Art von Daten verstanden werden, die
sich aus einer Folge von Transaktionen rekonstruieren
lasst. Rein beispielhaft sei die Gesamtheit aller Konto-
sténde in einer Anzahl von in der Datenbankinstanz 10
definierten Adressen bzw. Kryptowallets genannt. Denk-
bar sind jedoch beispielsweise auch Zustéande wie Steu-
er- oder Schaltzustéande von Aktoren eines industriellen
Automatisierungssystems und dergleichen, wobei eine
Transaktion einen jeweiligen Schaltvorgang reprasen-
tiert.

[0126] Die jeweilige Datenblockprifsumme 1014,
1024, 1034 ist insbesondere ein kryptographischer Has-
hwert, derdie Transaktionen 5 des jeweiligen Blocks 101,
102, 103 gegen Manipulationen schiitzt. Insbesondere
kann die Datenblockprifsumme 1014, 1024, 1034 ein
Wourzelwert eines Merkle- oder Patricia-Hashbaums
sein.

[0127] Die jeweilige Verkettungsprifsumme 1012,
1022, 1032 ist ein kryptographischer Hashwert des je-
weils vorangehenden Blocks 101, 102. Insbesondere ist
die Verkettungsprifsumme 1022 ein kryptographischer
Hashwert des gesamten Blocks 101. Der Verkettungs-
Hashwert 1032 ist ein kryptographischer Hashwert des
gesamten Blocks 62. Der jeweilige Verkettungs-Hash-
wert 1012, 1022, 1032 kann die Reihenfolge der Verket-
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tung der Blécke 101, 102, 103 definieren sowie das
Transaktionsbuch 11 gegen Manipulationen sichern.
Wirde etwa die mit 5 bezeichnete der Transaktionen 5
nachtraglich manipuliert, wiirde dadurch nicht nur die Da-
tenblockprifsumme 1014 invalidiert, sondern auch die
Verkettungsprifsumme 1022 und jede nachfolgende
Verkettungsprifsumme 1032.

[0128] Der jeweilige Nachweiswert 1011, 1021, 1031
ist ein Wert, der so aufgefasst werden kann, dass er dazu
dient, ein berechtigtes Interesse derjenigen der Konten-
einrichtungen 12-14, die den jeweiligen Block 101, 102,
103 gebildet hat (im Weiteren "blockbildende Knotenein-
richtung"), an der Aufnahme des Blocks 101, 102, 103
in das Transaktionsbuch 11 zu dokumentieren. Der
Nachweiswert 1011, 1021, 1031 ist insbesondere derart
eingerichtet, dass erauf nachprifbare Weise eine Menge
von durch die blockbildende Knoteneinrichtung 12-14
aufgewandter Rechenleistung (sog. Proof-of-Work), ei-
ne fir eine bestimmte Dauer vorgehaltene Menge an
Kryptotoken (sog. Proof-of-Stake), eine Menge ander-
weitig eingesetzter Ressourcen und/oder eine Berechti-
gung wie etwa eine Signatur eines Privileged Ledger do-
kumentiert.

[0129] Das Bestatigen einer zu bestatigenden Trans-
aktion 4 durch die Datenbankinstanz 10 kann insbeson-
dere wie nachstehend beschrieben ablaufen. Hierbei
wird davon ausgegangen, dass der in Fig. 2 gezeigte
Block 103 zu Beginn des Vorgangs noch nicht Teil des
Transaktionsbuchs 11 ist, das Transaktionsbuch 11 also
zu Beginn des nun beschriebenen Vorgangs nur aus den
bestatigten Blécken 101 und 102 besteht.

[0130] Die blockbildende Knoteneinrichtung, bei-
spielsweise die Knoteneinrichtung 12, bildet den, zu die-
sem Zeitpunkt noch unbestatigten, Block 103, priift die
zu bestatigende Transaktion 4 auf Giltigkeit, nimmt die
zu bestatigende Transaktion 4 bzw. eine Kopie davon
als bestatigte Transaktion in den unbestatigten Block 103
auf, bestimmt die Datenblockpriifsumme 1034 des un-
bestatigten Blocks 13, verkettet den unbestatigten Block
103 mit dem letzten bestatigten Block 102 des Transak-
tionsbuchs 11, wozu sie die Verkettungsprifsumme
1032 des unbestéatigten Blocks auf den kryptographi-
schen Hashwert des letzten bestatigten Blocks 102 des
Transaktionsbuchs 11 setzt, und bestimmt den Nach-
weiswert 1031 des unbestatigten Blocks 103. Der unbe-
statigte Block 103 wird dadurch in der auf der blockbil-
denden Knoteneinrichtung 12 gespeicherten Reprasen-
tation des Transaktionsbuchs 11 zum neuen letzten
Block 103 des Transaktionsbuchs 11. Wenn auf diese
Weise ein unbestatigter Block erfolgreich gebildet ist,
stellt die blockbildende Knoteneinrichtung 12 den unbe-
statigten Block 103 den anderen Knoteneinrichtungen
13, 14 derselben Datenbankinstanz 10 bereit. Diese pri-
fen den unbestatigten Block 103 und fiigen ihn, sofern
die Prifung erfolgreich ist, ebenso als neuen letzten
Block 103 des Transaktionsbuchs 11 an die in ihnen je-
weils gespeicherte Reprasentation des Transaktions-
buchs 11 an.
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[0131] Stellt sich in dieser Weise ein Mehrheitskon-
sens ein, gelten insbesondere der Block 103 und alle
darin gespeicherten Transaktionen als von der Daten-
bankinstanz 10 bestatigt.

[0132] Die erwahnten Prifungsvorgange kénnen da-
bei insbesondere eine Prifung umfassen, ob die zu be-
statigende Transaktion 4 des unbestatigten Blocks 103
einen gliltigen Zustandsiibergang beschreibt. Hierbei
kann Programmcode eines von der zu bestatigenden
Transaktion 4 umfassten oder referenzierten Smart Con-
tracts zur Ausfiihrung gelangen. Ferner kénnen die er-
wahnten Prifungsvorgange eine Prifung der Daten-
blockprifsumme 1034 auf Richtigkeit, der Verkettungs-
prifsumme 1032 auf Richtigkeit, und eine Prifung des
Nachweiswerts 1031 auf Ubereinstimmung mit den An-
forderungen der Konsensregel der Datenbankinstanz 10
umfassen.

[0133] Insbesondere kann die Anforderung der Kon-
sensregel der Datenbankinstanz 10, dass ein jeweiliger
Block 101, 102, 103 einen solchen Nachweiswert 1011,
1021, 1031 enthalten soll, das Bilden eines korrekten,
der Konsensregel entsprechenden Blocks 101-103 er-
schweren bzw. verteuern. Dies kann dem Manipulations-
schutz dienen, da ein nachtragliches Verandern des
Transaktionsbuchs 11 auch ein erneutes ressourcenauf-
wandiges Bestimmen veranderter Nachweiswerte 1011,
1021, 1031 erforderlich machen kann.

[0134] Die Beschreibung der moglichen Ausgestal-
tung erfolgte anhand der Datenbankinstanz 10 und des
Transaktionsbuchs 11, gilt jedoch fir die Datenbankins-
tanz 20 und das Transaktionsbuch 21 analog.

[0135] Angesichts des Vorstehenden wird deutlich,
dass das Bestatigen der zu bestatigenden Transaktion
4 ein rechenaufwandiger Vorgang sein kann. Insbeson-
dere kann die genaue Menge des Rechenaufwands fir
das Bestatigen einer jeweiligen zu bestatigenden Trans-
aktion 4 schwer planbar sein, da verschiedene zu besta-
tigende Transaktionen 4 Smart Contracts von unter-
schiedlicher Komplexitat umfassen kénnen.

[0136] Somitkann esineiner der Datenbankinstanzen
11, 12 zu einer voriibergehenden Uberlastsituation mit
einer zu hohen Transaktionslast kommen.

[0137] In dem verteilten Datenbanksystem 1 gemaf
der méglichen Ausgestaltung wird dem damit begegnet,
dass das verteilte Datenbanksystem 1 entscheiden
kann, die zu bestatigende Transaktion 4 entwederin dem
Transaktionsbuch 11 der Datenbankinstanz 10 oder in
dem Transaktionsbuch 12 der Datenbankinstanz 20 zu
bestatigen.

[0138] Im Speziellen tauschen gemaR einer Weiterbil-
dung des ersten Ausfiihrungsbeispiels die Knotenein-
richtungen 12-14, 22-24 untereinander Zustandsinfor-
mationen Uber den Zustand der jeweiligen Datenbankin-
stanzen 10, 20 aus. Die Zustandsinformationen kdnnen
jede Art von geeigneten Zustandsinformationen umfas-
sen, beispielsweise eine Rechenleistung einer jeweiligen
der Knoteneinrichtungen 12-14, 22-24 der jeweiligen Da-
tenbankinstanz 10, 20, eine GroRe des jeweiligen Trans-
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aktionsbuchs 11, 21, ein mittlerer Transaktionsdurchsatz
derjeweiligen Datenbankinstanz 10, 20 und dergleichen.
[0139] DemgemaR kann eine jede der Knoteneinrich-
tungen 12-14, 22-24 Uber den gegenwartigen Zustand
jeder der Datenbankinstanzen 11, 21 informiert sein. Die
Knoteneinrichtungen 12-14, 22-24 der jeweiligen Daten-
bankinstanz 10, 20 kdnnen eingerichtet sein, die zu be-
statigende Transaktion 4 dann zu bestatigen, wenn die
Zustandsinformationen Uber den Zustand der Datenban-
kinstanz 10, 20 im Vergleich zu den Zustandsinformati-
onen Uber den Zustand der Gbrigen Datenbankinstanzen
10, 20 eine bestimmte Bedingung erfiillt.

[0140] Beispielsweise kénnen nur die Knoteneinrich-
tungen 12-14, 22-24 derjenigen Datenbankinstanz 10,
20 die zu bestatigende Transaktion 4 bestatigen, die un-
ter den Datenbankinstanzen 10, 20 die geringste Last,
die geringste TransaktionsbuchgroRe, den geringsten
Transaktionsdurchsatz oder dergleichen aufweist.
[0141] Somit kann in den Datenbankinstanzen 10, 20
gemal dem ersten Ausflihrungsbeispiel vorteilhaft ein
automatischer Lastausgleich realisiert werden.

[0142] Insbesondere kann erreicht werden, dass
Transaktionen zeitnah bestéatigt werden, unabhangig da-
von, ob einzelne Datenbankinstanzen 10, 20 temporar
Uberlastet sind. Weiterhin kann ein Datenbanksystem 1
mit hoher Resilienz realisiert werden. Es kdnnen Trans-
aktionen durch das Datenbanksystem 1 bestéatigt wer-
den, selbst wenn eine der Datenbankinstanzen 10, 20
ausgefallen ist.

[0143] Fig. 3 veranschaulicht schematisch ein verteil-
tes Datenbanksystem 1 und Aspekte seines Betriebs ge-
maf einem zweiten Ausflihrungsbeispiel.

[0144] Das zweite Ausfiihrungsbeispiel ist eine Wei-
terbildung des ersten Ausfiihrungsbeispiels, so dass
nachstehend vornehmlich auf Unterschiede und zusatz-
liche Merkmale und Ausgestaltungen eingegangen wird,
um redundante Beschreibungen zu vermeiden. Das ver-
teilte Datenbanksystem 1 gemafR dem zweiten Ausfiih-
rungsbeispiel umfasst drei Datenbankinstanzen 10, 20,
30. Die jeweils zugehodrigen Knoteneinrichtungen (vgl.
Knoteneinrichtungen 12-14, 22-24 in Fig. 1) sind in Fig.
3 nicht dargestellt. Insofern nachstehend Funktionalitat
einer der Datenbankinstanzen 10, 20, 30 beschrieben
ist, ist dies insbesondere so zu verstehen, dass diese
Funktionalitat durch die jeweiligen Knoteneinrichtungen
(nicht gezeigt) der jeweiligen Datenbankinstanz 10, 20,
30 implementiert sein kann.

[0145] Fig. 3 veranschaulicht weiterhin entlang einer
gedachten, von links nach rechts verlaufenden Zeitach-
se, die Transaktionsbtlicher 11, 12, 13 der Datenbankin-
stanzen 10, 20 bzw. 30.

[0146] Die erste Datenbankinstanz 10 ist eine Haupt-
kette (engl. "main chain"), und bei dem Transaktionsbuch
11 der ersten Datenbankinstanz 10 handelt es sich dem-
gemal um ein Hauptbuch (engl. "main ledger"). Die zwei-
te und die dritte Datenbankinstanz 20, 30 sind eine je-
weilige Seitenkette (engl. "side chain"), und bei den
Transaktionsblchern 21, 31 der jeweiligen Seitenkette
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20, 30 handelt es sich demgemaf um ein jeweiliges Sei-
tenbuch (engl. "side ledger").

[0147] Das Hauptbuch 11 weist insbesondere einen
héheren Manipulationsschutz, jedoch eine niedrigere
Blockbildungsrade als die Seitenbilicher 21, 31 auf. Bei-
spielsweise kann in der Datenbankinstanz 10 fiir das
Hauptbuch 11 ein aufwandiger Proof-of-Work im Rah-
men der Konsensregel verwendet werden, wahrend bei
den Datenbankinstanzen 20, 30 fiir die Seitenblicher 21,
31 vorzugsweise ein schneller zu generierender, aber
weniger sicherer Nachweiswert verwendet wird. Denk-
bar ist hier beispielsweise ein vertrauensbasierter Privi-
leged-Ledger-Ansatz.

[0148] WieinFig. 3 angedeutet, sind die Seitenbiicher
21, 31 mehrfach mit dem Hauptbuch 11 kryptographisch
verknUpft. Insbesondere entspricht zu dem Zeitpunkt, zu
dem im Hauptbuch 11 der Block 101 bestatigt wird, ein
von dem Hauptbuch 11 reprasentierter Zustand - wie et-
wa eine Gesamtheit von Schaltzustanden, Kontostanden
und dergleichen - einem von jedem der Seitenbiichern
21, 31 reprasentierten Zustand. Dieser gemeinsame Zu-
stand sei im Folgenden als Ausgangszustand bezeich-
net. Die zu einem spateren Zeitpunkt in den Blocken
201-204 des ersten Seitenbuchs 21 bestatigten Trans-
aktionen schreiben - durch die von den bestatigten
Transaktionen beschriebenen Zustandsiibergange -den
Ausgangszustand fort. Anders ausgedruickt ist der erste
Block 201 des ersten Seitenbuchs 21 mittels einer (in
Fig. 3 nicht gezeigten) Verkettungsprifsumme mit dem
Block 101 des Hauptbuchs 11 kryptographisch verkettet
bzw. verknipft. Desgleichen schreiben die in den BIl6-
cken 301-304 des zweiten Seitenbuchs 31 beschriebe-
nen Zustandsiibergange den Ausgangszustand fort. Ab
dem Zweitpunkt, wo in dem Seitenbuch 21 und dem Sei-
tenbuch 31 ein jeweiliger erster Block 201, 301 bestatigt
worden ist, unterscheidet sich mithin der von dem ersten
Seitenbuch 21 beschriebene erste fortgeschriebene Zu-
stand von dem von dem zweiten Seitenbuch 31 beschrie-
benen zweiten fortgeschriebenen Zustand. Ab diesem
Zeitpunkt kann eine zu bestatigende Transaktion 4, die
auf den durch die Blockfolge 101, 201 des ersten Sei-
tenbuchs 21 definierten ersten fortgeschriebenen Zu-
stand Riickbezug nimmt, nicht mehr ohne Weiteres in
dem zweiten Seitenbuch 31 bestatigt werden. Aus die-
sem Grund muss in einer herkdmmlichen Architektur mit
mehreren Transaktionsbiichern eine jede zu bestatigen-
de Transaktion vorab eindeutig spezifizieren, in welchem
der Transaktionsbiicher sie zu spezifizieren ist. Geman
dervorgeschlagenen Losung hatjedoch das Datenbank-
system 1 mindestens eine gewisse Entscheidungsfrei-
heit darliber, in welchem der Seitenblicher 21, 31 oder
dem Hauptbuch 11 eine zu bestatigende Transaktion 4
bestatigt wird. Dies wird nachfolgend naher erlautert.
[0149] In dem verteilten Datenbanksystem 1 kann ein
Pool 40 aus mehreren unbestatigten Transaktionen
41-45 vorgehalten werden. Die jeweilige unbestatigte
Transaktion 41-45 kann von einer Anwendung, die das
zentrale Datenbanksystem 1 nutzt, in eine nicht gezeigte
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zentrale Vorhalteeinrichtung des Datenbanksystems 1
geschrieben oder aber an eine beliebige der nicht ge-
zeigten Knoteneinrichtungen des Dantebanksystems 1
Ubermittelt und von dort auf Peer-to-Peer-Weise an die
Uibrigen (nicht gezeigten) Knoteneinrichtungen des Da-
tenbanksystems 1 weiteriibermittelt werden. Anders
ausgedriickt kann der Pool 40 zentral mittels der Vorhal-
teeinrichtung oder dezentral mittels Peer-to-Peer-Kom-
munikation oder dergleichen zwischen den Knotenein-
richtungen des Datenbanksystems 1 implementiert sein.
[0150] Das verteilte Datenbanksystem 1 wahlt nach-
einander jeweils eine der unbestatigten Transaktionen
41-45 aus dem Pool 40 als die aktuelle zu bestatigende
Transaktion 4 aus und bestatigt die jeweilige zu bestati-
gende Transaktion 4 in jeweils einem oder mehreren der
Transaktionsblicher 11, 21, 31.

[0151] Die Entscheidung, in welchem der Transakti-
onsbucher 11, 21, 31 die zu bestatigende Transaktion 4
bestatigt wird, kann auf mehrere mdgliche Weisen ge-
troffen werden.

[0152] In einer Variante kann jeder der Knoteneinrich-
tungen jeder der Datenbankinstanzen 10, 20, 30 mit dem
Bilden eines unbestatigten Blocks (nicht gezeigt) begin-
nen, in den die zu bestatigende Transaktion 4 aufgenom-
men wird. Jedoch kann eine Konsensregel jeder der Da-
tenbankinstanzen 10, 20, 30 unter anderem vorsehen,
dass eine zu bestatigende Transaktion 4 nur dann als
glltig zu betrachten ist, wenn diese in keinem der Trans-
aktionsbiicher 11, 21, 31 des verteilten Datenbanksys-
tems 1 bereits bestatigt ist. Auf diese Weise kann sich
diejenige der Datenbankinstanzen 10, 20, 30 durchset-
zen, die die zu bestatigende Transaktion 4 am schnells-
ten bestatigen kann.

[0153] In einer weiteren Variante kann in einer jewei-
ligen unbestatigten Transaktion 41-45 des Pools 40 eine
Anzahl von Datenbankinstanzen 10, 20, 30 spezifiziert
sein, in welcher die unbestatigte Transaktion 41-45 zu
bestatigen ist. Wenn eine der Datenbankinstanzen 10,
20, 30 die jeweilige unbestatigte Transaktion 41-45 als
zu bestatigende Transaktion 4 auswahlt und bestatigt,
kann sie die spezifizierte Anzahl von Datenbankinstan-
zen um eins dekrementieren. Wird die Anzahl dabei auf
null dekrementiert, kann die unbestatigte Transaktion
41-45, die als zu bestatigende Transaktion 4 ausgewahlt
worden ist, aus dem Pool 40 entfernt werden. Auf diese
Weise wird die ausgewahlte unbestatigte Transaktion
41-45 von keiner weiteren der Datenbankinstanzen 10,
20, 30 mehr bestatigt.

[0154] Ein derartiges mehrfaches Bestatigen einer zu
bestatigenden Transaktion 4 durch eine Anzahl von Da-
tenbankinstanzen 10, 20, 30 hat den Vorteil, dass ein
besonders hoher Manipulationsschutz erreicht wird. Eine
Manipulation einer Transaktion in nur einer der Daten-
bankinstanzen 10, 20, 30 kann durch einen Vergleich der
mehreren Datenbankinstanzen 10, 20, 30 erkannt wer-
den. Ein weiterer Vorteil des mehrfachen Bestatigens
kann darin bestehen, dass ein Riickbezug auf die in meh-
reren der Datenbankinstanzen 10, 20, 30 bestatigte
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Transaktion durch kiinftige, nachfolgende Transaktionen
(nicht dargestelit) in diesen mehreren Datenbankinstan-
zen 10, 20, 30 mdglich ist. Dadurch wird eine héhere
Flexibilitat erreicht, in welchen der mehreren Datenban-
kinstanzen 10, 20, 30 die nachfolgende unbestatigte
Transaktion bestatigbar ist.

[0155] In einer weiteren Variante kann die Konsensre-
gelderjeweiligen Datenbankinstanz 10, 20, 30 vorsehen,
dass eine Vergitung fir das Bestatigen der zu bestati-
genden Transaktion 4 nur eine Anzahl von Malen ge-
wahrbarist, die in der jeweiligen zu bestatigenden Trans-
aktion 4 spezifiziert ist, bzw. dass die Vergiitung mit je-
dem Bestatigen der zu bestatigenden Transaktion 4 in
einem der Transaktionsblicher 11, 21, 31 dekrementiert
wird. Sinkt dabei die Vergltung auf null ab, besteht fiir
die Knoteneinrichtungen weiterer der Datenbankinstan-
zen 10, 20, 30 kein Anreiz mehr, die zu bestatigende
Transaktion 4 in weiteren der Transaktionsbiicher 11,
21,31 zubestéatigen, und ein solches weiteres Bestatigen
kann unterbleiben.

[0156] In einer dritten Variante kdnnen die Datenban-
kinstanzen 10, 20, 30 Informationen Uber ihre jeweilige
Lastsituation (Verarbeitungslast der einzelnen Knoten-
einrichtungen der jeweiligen Datenbankinstanz 10, 20,
30; Transaktionslast der jeweiligen Datenbankinstanz
10, 20, 30 oder SpeichergrofRe des jeweiligen Transak-
tionsbuchs 11, 21, 31 und dergleichen) austauschen und
derart eingerichtet sein, dass von vornherein nur dieje-
nige Datenbankinstanz 10, 20, 30 die zu bestatigende
Transaktion 4 zum Bestatigen auswahlt, die aktuell die
niedrigste Last aufweist.

[0157] In allen geschilderten Varianten kann somit ei-
ne automatische dezentrale Konsensbildung zwischen
den mehreren Datenbankinstanzen dartber erfolgen, in
welcher der Datenbankinstanzen 10, 20, 30 die zu be-
statigende Transaktion 4 bestatigt wird.

[0158] Es wird nun im Detail das Bestatigen der unbe-
statigten Transaktionen 41-45 beschrieben.

[0159] Die erste Transaktion 41 ist eine Orakeltrans-
aktion. Die Orakeltransaktion 41 istinsbesondere frei von
Ruckbeziigen auf vergangene bestatigte Transaktionen,
vielmehr enthalt die Orakeltransaktion eine Information
Uber die reale Welt, wie beispielsweise einen Messwert,
der in dem verteilten Datenbanksystem 1 bekannt ge-
macht werden soll.

[0160] Die unbestatigte Orakel-Transaktion 41 wird
von dem verteilten Datenbanksystem 1 sowohl als be-
statigte Orakel-Transaktion 511 in dem ersten Seiten-
buch 21 als auch als bestéatigte Orakel-Transaktion 512
des zweiten Seitenbuchs 22 bestatigt. Damit wird jedem
der Seitenblicher 21, 31 die Information Uber die reale
Welt bekannt gemacht.

[0161] Ein solches Bestatigen einer zu bestatigenden
Transaktion 4 in jedem der Seitenbicher 21, 31 kann
beispielsweise das standardmafig vorgegebene Verhal-
ten des verteilten Datenbanknetzwerks 1 bei Orakel-
Transaktionen sein. Alternativ kann die Orakel-Transak-
tion 41 explizit spezifizieren, dass sie in genau zwei oder



31 EP 3 617 978 A1 32

in mindestens zwei Transaktionsbiichern 11, 21, 31 zu
bestatigen ist.

[0162] Die Transaktion 42 ist eine erste Kryptotoken-
Transaktion, die eine Menge von Kryptotoken an eine
Adresse (auch "Output" genannt), wie beispielsweise
Ox4EAC, eines Kryptowallets transferiert. Die Transakti-
on 42 spezifiziert mittels darin umfassten Spezifikations-
daten (nicht gezeigt), dass die Transaktion 42 in genau
einem der Seitenbuicher 21, 31 zu bestatigen ist, um auf
diese Weise eine schnellere Abwicklung als in dem
Hauptbuch 11 zu erzielen.

[0163] Die unbestatigte erste Kryptotoken-Transakti-
on 42 wird von dem verteilten Datenbanksystem 1 ba-
sierend auf einer aktuellen Lastverteilung der Datenban-
kinstanzen 21 und 31 beispielsweise, wie in der Fig. 3
gezeigt, in dem zweiten Block 302 des zweiten Seiten-
buchs 31 bestétigt. Sie kdnnte je nach der aktuellen Las-
terteilung alternativ auch in einem der Blocke des ersten
Seitenbuchs 21 bestatigt werden. Die unbestatigte erste
Kryptotoken-Transaktion 42 wird jedoch nicht in dem
Hauptbuch 11 bestatigt. Das heil3t, das verteilte Daten-
banksystem 1 bericksichtigt bei der Entscheidung,
durch welche der mehreren Datenbankinstanzen 10, 20,
30 die zu bestatigende Transaktion 4 (die unbestatigte
Kryptotoken-Transaktion 42) bestéatigt wird, nur die Da-
tenbankinstanzen 20, 30, die von der zu bestatigenden
Transaktion 42 spezifiziert sind.

[0164] Die unbestatigte Transaktion 43 ist eine zweite
Kryptotoken-Transaktion, die die Menge von Kryptoto-
ken von der Adresse Ox4EAC an eine zweite Adresse
0x81F2 transferiert. Die Transaktion 43 enthalt daher ei-
nen Riickbezug auf die bestatigte Transaktion 52, welche
als Nachweis dient, dass die Absenderadresse 0x4AEC
(auch "unspent output" genannt) die Menge an Krypto-
token tatsachlich enthalt und seitdem nicht anderweitig
ausgegeben wurde. Auch die unbestatigte zweite Kryp-
totoken-Transaktion 43 spezifiziert, dass die unbestatig-
te Transaktion 43 in genau einem der Seitenblicher 21,
31 zu bestatigen ist.

[0165] Dieser Riickbezug der unbestatigten Transak-
tion 43 auf die bestatigte Transaktion 52 ist nur in dem
zweiten Seitenbuch 31 auflésbar, in dem die bestatigte
Transaktion 52 in Block 302 umfasst ist. Dieser Riickbe-
zug wird von dem verteilten Datenbanksystem 1 beim
Bestatigen der unbestatigten Transaktion 43 beriicksich-
tigt, und die unbestatigte Transaktion 43 wird als die be-
statigte Transaktion 53 in dem Block 304 des zweiten
Transaktionsbuchs 31 bestéatigt.

[0166] Die unbestatigte Transaktion 44 ist eine dritte
unbestatigte Kryptotoken-Transaktion, die die Menge
von Kryptotoken von der zweiten Adresse 0x81F2 an ei-
ne dritte Adresse 0x99EA transferiert und somit einen
direkten Riickbezug auf die bestatigte Transaktion 53
enthalt, welche das Vorhandensein der Kryptotoken an
der Absenderadresse (zweiten Adresse)
0x81F" dokumentiert, sowie einen indirekten Riickbezug
auf die bestatigte Transaktion 52, auf welche die besta-
tigte Transaktion 53 Riickbezug nimmt.
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[0167] Grundsatzlich wéare daher die dritte unbestatig-
te Kryptotoken-Transaktion 44 auch in dem zweiten
Transaktionsbuch 31 zu bestétigen, in dem die riickbe-
zogene bestatigte Transaktion 53 in Block 304 bestatigt
ist.

[0168] Umjedochden Vorteil der automatisierten Last-
verteilung besser zur Geltung zu bringen, synchronisiert
das verteilte Datenbanksystem 1 in vordefinierten Zeit-
abstanden die Transaktionsbiicher 11, 21, 31 der meh-
reren Datenbankinstanzen 10, 20, 30. Die vordefinierten
Zeitabstande sind zum Beispiel durch die Zeitabstande
zwischen dem Bilden eines jeweiligen Blocks 101, 102
des Hauptbuchs 11 definiert.

[0169] Im SpeziellenumfasstderBlock 102 des Haupt-
buchs 11 eine zusammenfassende Transaktion 56, die
den von dem ersten Seitenbuch 21 fortgeschriebenen
Zustand (das Ergebnis des Abwickelns aller Transaktio-
nen, die in demersten Seitenbuch 21 in der Zeit zwischen
dem Bestatigen des ersten Blocks 101 des Hauptbuchs
11 und dem Bestatigen des zweiten Blocks 102 des
Hauptbuchs 11 bestatigt worden sind) definiert, und eine
zusammenfassende Transaktion 57, die den von dem
zweiten Seitenbuch 31 fortgeschriebenen Zustand defi-
niert. Somit wird durch das Bestatigen des zweiten
Blocks 102 im Hauptbuch 11, der die zusammenfassen-
den Transaktionen 56 und 57 umfasst, ein neuer gemein-
samer Ausgangszustand des Hauptbuchs 11, des ersten
Seitenbuchs 21 und des zweiten Seitenbuchs 31 ge-
schaffen.

[0170] Dernachste Block 205 des Seitenbuchs 21 wird
daher kryptographisch nicht mit dem vorhergehenden
Block 204 des Seitenbuchs 21, sondern mit dem zweiten
Block 102 des Hauptbuchs 11 verknlipft. Entsprechen-
des gilt fir den nachsten Block 305 des Seitenbuchs 31.
[0171] Demgemal kann die dritte unbestatigte Kryp-
totoken-Transaktion 44, deren Bestéatigen erst nach dem
Bestatigen des Blocks 102 des Hauptbuchs 11 beginnt,
trotz ihres Riickbezugs auf die in dem zweiten Transak-
tionsbuch 31 bestétigte Transaktion 53 in jedem der Sei-
tenbiicher 21, 31 bestatigt werden und wird beispielswei-
se, wie in Fig. 3 gezeigt, nun aufgrund einer veranderten
Lastsituation in dem ersten Seitenbuch 21 als die besta-
tigte Transaktion 54 des sechsten Blocks 206 bestatigt.
[0172] Somit kann vorteilhaft auch bei unbestatigten
Transaktionen 43, 44 mit Riickbeziigen auf ein konkretes
der Transaktionsbiicher 11, 21, 31 in vordefinierten Zeit-
abstanden durch das verteilte Datenbanksystem 1 eine
automatisierte Lastverteilung durch Bestéatigen in einem
anderen der Transaktionsbiicher 11, 21, 31 erfolgen.
[0173] Die unbestatigte Transaktion 45 schlief3lich
spezifiziert, dass sie, beispielsweise aufgrund erhéhter
Sicherheitsanforderungen, nurin dem Hauptbuch 11 be-
statigt werden darf. Dies wird von dem verteilten Daten-
banksystem 1 berilicksichtigt, und die unbestatigte
Transaktion 45 wird als bestatigte Transaktion 55 unmit-
telbar in dem zweiten Block 102 des Hauptbuchs 11 be-
statigt. Dies kann auch so verstanden werden, dass die
vorgeschlagene Lésung, die Entscheidung uber die be-



33 EP 3 617 978 A1 34

statigende Datenbankinstanz 10, 20, 30 dem verteilten
Datenbanksystem 1 zu iberlassen, fir bestimmte unbe-
statigte Transaktionen 45 auler Kraft gesetzt werden
kann, sofern dies im Einzelfalle zweckmaRig erscheint.
[0174] Obwohl die vorliegende Erfindung anhand von
Ausfiihrungsbeispielen beschrieben wurde, ist sie viel-
faltig modifizierbar.

[0175] Anhand des zweiten Ausfiihrungsbeispiels
wurde beschrieben, dass die von den jeweiligen Trans-
aktionsblichern 11, 21, 31 bechriebenen Zustande in vor-
definierten Zeitabstdnden miteinander synchronisiert
werden. Es ist jedoch auch denbkar, dass die Datenban-
kinstanzen 10, 20, 30 zu einer datenbankinstanziiber-
greifenden Kommunikation beim Bestatigen der jeweili-
gen zu bestatigenden Transaktion 4 eingerichtet sind.
Anders ausgedriickt kann jede der Knoteneinrichtungen
(in Fig. 3 nicht gezeigt) jeder der Datenbankinstanzen
10, 20, 30 mindestens Uber Lesezugriff auf jedes der
Transaktionsbulcher 11, 21, 31 verfigen. Somit kann zu
jedem Zeitpunkt von der Gesamtheit der Transaktions-
blcher 11, 21, 31 ein gemeinsamer Zustand reprasen-
tiert werden, der von jeder der Datenbankinstanzen 10,
20, 30 beim Bestatigen der jeweiligen zu bestatigenden
Transaktion 4 Uberprifbar ist. In diesem Fall kann es
moglich sein, jede Transaktion mit Riickbezug, wie die
unbestatigten Transaktionen 43, 44 in jedem der Trans-
aktionsbiicher 11, 21, 31 zu bestatigen, ohne dass eine
Synchronisation der mehreren Datenbankinstanzen 10,
20, 30 in vordefinierten Zeitabstanden erforderlich ist.
[0176] Anhand der Ausfiihrungsbeispiele wurde ein
stark vereinfachtes verteiltes Datenbanksystem 1 be-
schrieben, und es wurden lediglich die Grundziige der
Funktionsweise der Blockketten-Technologie angeris-
sen. Es versteht sich, dass der von den Anspriichen de-
finierte Gedanke der Erfindung auch auf beliebige Wei-
terbildungen von verteilten Datenbanksystemen und
Blockketten-Datenbanken mit mehreren Transaktions-
blchern anwendbar ist, insbesondere auch auf solche,
wie sie in den Referenzen [1] bis [8] genannt sind.
[0177] DieErfindungkann allgemein dahingehend ver-
standen werden, dass es mindestens teilweise einem
verteilten Datenbanksystem 1 Gberlassen bleibt, in wel-
chem von mehreren Transaktionsblichern 11,21, 31 des
verteilten Datenbanksystems 1 eine zu bestatigende
Transaktion 4 bestatigt wird.
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Patentanspriiche

1.

Verteiltes Datenbanksystem (1) mit mehreren Da-
tenbankinstanzen (10, 20),

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20) durch eine Anzahl Knoteneinrichtun-
gen (12, 13, 14; 22, 23, 24) gebildet ist, die dazu
eingerichtet sind, gemeinsam konsensbasiert eines
von mehreren Transaktionsbichern (11, 21) des
verteilten Datenbanksystems (1) zu verwalten,
wobei das verteilte Datenbanksystem (1) eingerich-
tet ist, eine zu bestatigende Transaktion (4) durch
Aufnehmen in das Transaktionsbuch (11, 21) einer
oder mehrerer der mehreren Datenbankinstanzen
(10, 20) zu bestatigen,

wobei das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, zu entscheiden, durch welche der meh-
reren Datenbankinstanzen (10, 20) die zu bestati-
gende Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach Anspruch 1,
dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, in Abhangigkeit von einem Zustand der
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jeweiligen Datenbankinstanz (10, 20) zu entschei-
den, durch welche der mehreren Datenbankinstan-
zen (10, 20) die zu bestatigende Transaktion (4) be-
statigt wird.

Verteiltes Datenbanksystem nach Anspruch 1 oder 2
dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, fur jede der Datenbankinstanzen (10,
20) eine Last zu ermitteln und zu entscheiden, dass
die zu bestatigende Transaktion (4) durch die eine
oder die mehreren der Datenbankinstanzen (10, 20)
mit der geringsten Last bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 3,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, in Abhangigkeit von einem oder meh-
reren Rickbezligen der zu bestatigenden Transak-
tion (4) zu entscheiden, durch welche der mehreren
Datenbankinstanzen (10, 20, 30) die zu bestatigen-
de Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 4,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, bei der Entscheidung, durch welche der
mehreren Datenbankinstanzen die zu bestatigende
Transaktion (4) bestétigt wird, eine jeweilige Daten-
bankinstanz (10, 20, 30) nur zu berlcksichtigen,
wenn die Datenbankinstanz (10, 20, 30) von der zu
bestatigenden Transaktion (4) spezifiziert ist.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 5,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, durch eine automatische dezentrale
Konsensbildung zwischen den mehreren Datenban-
kinstanzen (10, 20, 30) zu entscheiden, durch wel-
che der mehreren Datenbankinstanzen (10, 20, 30)
die zu bestatigende Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 6,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, eine Anzahl (40) unbestatigter Trans-
aktionen (41-45) vorzuhalten,

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20, 30) dazu eingerichtet ist, die zu be-
statigende Transaktion unter der vorgehaltenen An-
zahl (40) unbestatigter Transaktionen (41-45) aus-
zuwahlen und zu bestatigen,

wobei das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, die zu bestatigende Transaktion (4) aus
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der vorgehaltenen Anzahl (40) unbestatigter Trans-
aktionen (41-45) zu entfernen, sobald eine definierte
Anzahl der Datenbankinstanzen (10, 20, 30) die zu
bestatigende Transaktion (4) bestatigt hat.

Verteiltes Datenbanksystem nach Anspruch 7,
dadurch gekennzeichnet,

dass die definierte Anzahl der Datenbankinstanzen
(10, 20, 30) durch die zu bestatigende Transaktion
(4) definierbar ist.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 8,

dadurch gekennzeichnet,

dass eine Konsensregel einer jeweiligen der Daten-
bankinstanzen (10, 20, 30) derart eingerichtet ist,
dass eine Vergutung fir das Bestatigen der zu be-
statigenden Transaktion (4) nur eine von der zu be-
statigenden Transaktion (4) spezifizierte Anzahl Ma-
le vergeben wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 9,

dadurch gekennzeichnet,

dass das Datenbanksystem (1) dazu eingerichtet
ist, die Transaktionsbiicher (11, 21, 31) der mehre-
ren Datenbankinstanzen (10, 20, 30) in vordefinier-
ten Zeitabstadnden miteinander zu synchronisieren.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 10,

dadurch gekennzeichnet,

dass die mehreren Datenbankinstanzen (10, 20, 30)
dazu eingerichtet sind, beim Bestéatigen der zu be-
statigenden Transaktion durch eine der mehreren
Datenbankinstanzen (10, 20, 30) einen Ruckbezug
der zu bestatigenden Transaktion (4) datenbankin-
stanziibergreifend zu verifizieren.

Verteiltes Datenbanksystem nach einem der An-
spriche 1 bis 11,

dadurch gekennzeichnet,

dass das Transaktionsbuch (11) einer der mehreren
Datenbankinstanzen 10) ein Hauptbuch ist und das
Transaktionsbuch (21, 31) einer jeweiligen weiteren
der mehreren Datenbankinstanzen (20, 30) ein je-
weiliges mit dem Hauptbuch (11) kryptographisch
verknupftes Seitenbuch (21, 31) ist.

Verteiltes Datenbanksystem nach Anspruch 12,
dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, die zu bestatigende Transaktion (4) ent-
weder in dem Hauptbuch (11) oder in einer Anzahl
der Seitenblcher (21, 31) zu bestatigen.

Verfahren zum Betreiben eines verteilten Daten-
banksystems (1) mitmehreren Datenbankinstanzen
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(10, 20),

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20) durch eine Anzahl Knoteneinrichtun-
gen (12, 13, 14; 22, 23, 24) gebildet ist, die dazu
eingerichtet sind, gemeinsam konsensbasiert eines
von mehreren Transaktionsbiichern (11, 21) des
verteilten Datenbanksystems (1) zu verwalten,

mit den Schritten:

Bestatigen (S1) einer zu bestatigenden Trans-
aktion (4) durch Aufnehmen in das Transakti-
onsbuch (11, 21) einer oder mehrerer der meh-
reren Datenbankinstanzen (10, 20),

wobei das verteilte Datenbanksystem (1) ent-
scheidet, durch welche der mehreren Daten-
bankinstanzen (11, 21) die zu bestatigende
Transaktion (4) bestatigt wird.

Computerprogrammprodukt, welches auf einer oder
mehreren programmgesteuerten Einrichtungen die
Durchfilhrung des Verfahrens nach Anspruch 14
veranlasst.

Gednderte Patentanspriiche gemiass Regel 137(2)
EPU.

Verteiltes Datenbanksystem (1) mit mehreren Da-
tenbankinstanzen (10, 20),

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20) durch eine Anzahl Knoteneinrichtun-
gen (12, 13, 14; 22, 23, 24) gebildet ist, die dazu
eingerichtet sind, gemeinsam konsensbasiert eines
von mehreren Transaktionsbiichern (11, 21) des
verteilten Datenbanksystems (1) zu verwalten,
wobei das verteilte Datenbanksystem (1) eingerich-
tet ist, eine zu bestatigende Transaktion (4) durch
Aufnehmen in das Transaktionsbuch (11, 21) einer
oder mehrerer der mehreren Datenbankinstanzen
(10, 20) zu bestatigen,

dadurch gekennzeichnet, dass

das verteilte Datenbanksystem (1) dazu eingerichtet
ist, zu entscheiden, durch welche der mehreren Da-
tenbankinstanzen (10, 20) die zu bestatigende
Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach Anspruch 1,
dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, in Abhangigkeit von einem Zustand der
jeweiligen Datenbankinstanz (10, 20) zu entschei-
den, durch welche der mehreren Datenbankinstan-
zen (10, 20) die zu bestatigende Transaktion (4) be-
statigt wird.

Verteiltes Datenbanksystem nach Anspruch 1 oder 2
dadurch gekennzeichnet,
dass das verteilte Datenbanksystem (1) dazu ein-
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gerichtet ist, fir jede der Datenbankinstanzen (10,
20) eine Last zu ermitteln und zu entscheiden, dass
die zu bestatigende Transaktion (4) durch die eine
oder die mehreren der Datenbankinstanzen (10, 20)
mit der geringsten Last bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 3,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, in Abhangigkeit von einem oder meh-
reren Rickbezligen der zu bestatigenden Transak-
tion (4) zu entscheiden, durch welche der mehreren
Datenbankinstanzen (10, 20, 30) die zu bestatigen-
de Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 4,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, bei der Entscheidung, durch welche der
mehreren Datenbankinstanzen die zu bestatigende
Transaktion (4) bestatigt wird, eine jeweilige Daten-
bankinstanz (10, 20, 30) nur zu bertcksichtigen,
wenn die Datenbankinstanz (10, 20, 30) von der zu
bestatigenden Transaktion (4) spezifiziert ist.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 5,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, durch eine automatische dezentrale
Konsensbildung zwischen den mehreren Datenban-
kinstanzen (10, 20, 30) zu entscheiden, durch wel-
che der mehreren Datenbankinstanzen (10, 20, 30)
die zu bestatigende Transaktion (4) bestatigt wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 6,

dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtet ist, eine Anzahl (40) unbestatigter Trans-
aktionen (41-45) vorzuhalten,

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20, 30) dazu eingerichtet ist, die zu be-
statigende Transaktion unter der vorgehaltenen An-
zahl (40) unbestatigter Transaktionen (41-45) aus-
zuwahlen und zu bestatigen,

wobei das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, die zu bestatigende Transaktion (4) aus
der vorgehaltenen Anzahl (40) unbestatigter Trans-
aktionen (41-45) zu entfernen, sobald eine definierte
Anzahl der Datenbankinstanzen (10, 20, 30) die zu
bestatigende Transaktion (4) bestatigt hat.

Verteiltes Datenbanksystem nach Anspruch 7,
dadurch gekennzeichnet,
dass die definierte Anzahl der Datenbankinstanzen



10.

1.

12.

13.

14.

39 EP 3 617 978 A1 40

(10, 20, 30) durch die zu bestétigende Transaktion
(4) definierbar ist.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 8,

dadurch gekennzeichnet,

dass eine Konsensregel einer jeweiligen der Daten-
bankinstanzen (10, 20, 30) derart eingerichtet ist,
dass eine Vergitung fir das Bestatigen der zu be-
statigenden Transaktion (4) nur eine von der zu be-
statigenden Transaktion (4) spezifizierte Anzahl Ma-
le vergeben wird.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 9,

dadurch gekennzeichnet,

dass das Datenbanksystem (1) dazu eingerichtet
ist, die Transaktionsbucher (11, 21, 31) der mehre-
ren Datenbankinstanzen (10, 20, 30) in vordefinier-
ten Zeitabstanden miteinander zu synchronisieren.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 10,

dadurch gekennzeichnet,

dass die mehreren Datenbankinstanzen (10, 20, 30)
dazu eingerichtet sind, beim Bestatigen der zu be-
statigenden Transaktion durch eine der mehreren
Datenbankinstanzen (10, 20, 30) einen Riickbezug
der zu bestatigenden Transaktion (4) datenbankin-
stanziibergreifend zu verifizieren.

Verteiltes Datenbanksystem nach einem der An-
spriiche 1 bis 11,

dadurch gekennzeichnet,

dass das Transaktionsbuch (11) einer der mehreren
Datenbankinstanzen (10) ein Hauptbuch ist und das
Transaktionsbuch (21, 31) einer jeweiligen weiteren
der mehreren Datenbankinstanzen (20, 30) ein je-
weiliges mit dem Hauptbuch (11) kryptographisch
verknipftes Seitenbuch (21, 31) ist.

Verteiltes Datenbanksystem nach Anspruch 12,
dadurch gekennzeichnet,

dass das verteilte Datenbanksystem (1) dazu ein-
gerichtetist, die zu bestatigende Transaktion (4) ent-
weder in dem Hauptbuch (11) oder in einer Anzahl
der Seitenbiicher (21, 31) zu bestatigen.

Verfahren zum Betreiben eines verteilten Daten-
banksystems (1) mit mehreren Datenbankinstanzen
(10, 20),

wobei eine jeweilige der mehreren Datenbankinst-
anzen (10, 20) durch eine Anzahl Knoteneinrichtun-
gen (12, 13, 14; 22, 23, 24) gebildet ist, die dazu
eingerichtet sind, gemeinsam konsensbasiert eines
von mehreren Transaktionsbichern (11, 21) des
verteilten Datenbanksystems (1) zu verwalten,

mit dem Schritt:
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21

Bestatigen (S1) einer zu bestatigenden Trans-
aktion (4) durch Aufnehmen in das Transakti-
onsbuch (11, 21) einer oder mehrerer der meh-
reren Datenbankinstanzen (10, 20),

dadurch gekennzeichnet, dass

das verteilte Datenbanksystem (1) entscheidet,
durch welche der mehreren Datenbankinstan-
zen (11, 21) die zu bestatigende Transaktion (4)
bestatigt wird.

15. Computerprogrammprodukt, welches auf einer oder

mehreren programmgesteuerten Einrichtungen die
Durchfiihrung des Verfahrens nach Anspruch 14
veranlasst.
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