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(54) MEDICAL IMAGE PROCESSING DEVICE, ENDOSCOPE SYSTEM, DIAGNOSIS ASSISTANCE 
DEVICE, AND MEDICAL WORK ASSISTANCE DEVICE

(57) There are provided a medical image processing
device, an endoscope system, a diagnosis support de-
vice, and a medical service support device that can allow
the observation of a medical image performed by a user
not to be obstructed, allow a user not to miss a region of
interest, and allow attention required during observation
to be continued. An image acquisition unit acquires a
medical image including a subject. A medical image is
displayed in a first display region (A1) of a monitor (18).

A bounding box (74), which is notification information, is
superimposed and displayed on the medical image in the
first display region (Al). In a case where the area of a
region of interest (ROI) is increased, or the like, the no-
tification information is not displayed in the first display
region (Al) and an icon (76), which is separate notification
information, is displayed in a second display region (A2)
of the monitor (18).
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Description

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0001] The present invention relates to a medical im-
age processing device, an endoscope system, a diagno-
sis support device, and a medical service support device
providing notification information, which is to be notified
to a user, by using a medical image.

2. Description of the Related Art

[0002] A medical image processing device, which uses
a medical image as with an endoscope system compris-
ing a light source device, an endoscope, and a processor
device, is being spread in the current medical field. Fur-
ther, in recent years, a region of interest, which is an
object to be diagnosed, has been detected from the anal-
ysis of a medical image and has been notified to a user.
In addition, the error of a subject or a medical image, the
observation state of a subject, whether or not a lesion is
present, the type of a lesion, and the like also have been
notified.
[0003] In a case where the above-mentioned notifica-
tion information to be notified to a user is to be displayed
and provided on the monitor, the observation of a medical
image performed by a user is required not to be obstruct-
ed as much as possible. For this purpose, a method of
preventing a region of a medical image, which is to be
noticed, and notification information from overlapping
each other as disclosed in JP2011-096084A is consid-
ered by reference to, for example, a technique for pre-
venting an operation cursor, which is displayed on a main
screen, from overlapping a sub-screen. Further, a meth-
od of making notification information not be displayed
after a lapse of a fixed time as disclosed in
JP2007-243275A is considered by reference to a tech-
nique for making necessary information, such as a clock,
not be displayed after a lapse of a fixed time. Further-
more, a method of stopping displaying a medical image
and displaying only notification information at the time of
generation of an error as disclosed in JP1995-027481B
(JP-H-07-027481B) is considered by reference to a tech-
nique for switching a normal image to an abnormality
message at the time of detection of abnormality.

SUMMARY OF THE INVENTION

[0004] In a case where notification information is to be
provided to a user, not only the observation of a medical
image performed by a user is required not to be obstruct-
ed as much as possible as described above but also the
missing of a region of interest needs to be prevented and
attention required during observation needs to be con-
tinued. Accordingly, in a case where notification informa-
tion is made not to be displayed as disclosed in

JP2007-243275A, there is a concern that a region of in-
terest may be missed. Further, even in a case where the
display of a medical image is stopped as disclosed in
JP1995-027481B (JP-H-07-027481B), there is a con-
cern that a region of interest may be missed. With regard
to JP2011-096084A, since a region where the operation
cursor is positioned may not necessarily be a region of
interest, the sub-screen displaying notification informa-
tion and the region of interest may overlap each other.
[0005] An object of the invention is to provide a medical
image processing device, an endoscope system, a diag-
nosis support device, and a medical service support de-
vice that can allow the observation of a medical image
performed by a user not to be obstructed, allow a user
not to miss a region of interest, and allow attention re-
quired during observation to be continued.
[0006] A medical image processing device of the in-
vention comprises an image acquisition unit that acquires
a medical image including a subject; a display unit that
displays the medical image in a first display region; and
a display control unit that performs control to make noti-
fication information, which is to be notified to a user, be
displayed on the display unit or control to make the no-
tification information not be displayed on the display unit.
[0007] It is preferable that the display control unit per-
forms control to make the notification information be dis-
played in a second display region different from the first
display region or control to make the notification informa-
tion, which is being displayed, not be displayed in the
second display region. It is preferable that the display
control unit performs control to make the notification in-
formation be displayed in the first display region in a case
where a first condition is satisfied, and the display control
unit performs control to make the notification information,
which is being displayed in the first display region, not
be displayed and to make the notification information be
displayed in the second display region different from the
first display region in a case where a second condition
different from the first condition is satisfied.
[0008] It is preferable that the medical image process-
ing device further comprises a region-of-interest detec-
tion section that detects a region of interest from the med-
ical image, the first condition is a case where an area of
the region of interest is equal to or smaller than a thresh-
old value for an area, and the second condition is a case
where the area of the region of interest exceeds the
threshold value for an area. It is preferable that the med-
ical image processing device further comprises a region-
of-interest detection section that detects a region of in-
terest from the medical image, the first condition is a case
where a position of the region of interest is away from a
central range of the first display region, and the second
condition is a case where the position of the region of
interest is in the central range of the first display region.
[0009] It is preferable that the medical image process-
ing device further comprises a region-of-interest detec-
tion section that detects a region of interest from the med-
ical image, the first condition is a case where a temporal
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variation of the region of interest exceeds a threshold
value for variation, and the second condition is a case
where the temporal variation of the region of interest is
equal to or smaller than the threshold value for variation.
It is preferable that the medical image processing device
further comprises a region-of-interest detection section
that detects a region of interest from the medical image,
the first condition is a case where a luminance value of
the region of interest is equal to or smaller than a thresh-
old value for a luminance value, and the second condition
is a case where the variation of the region of interest
exceeds the threshold value for a luminance value.
[0010] It is preferable that the first condition is a case
where a first display time in which the notification infor-
mation is displayed in the first display region is equal to
or shorter than a display limit time, and the second con-
dition is a case where the first display time exceeds the
display limit time. It is preferable that the first condition
is a case where a region where the notification informa-
tion is to be displayed is designated as the first display
region by a user’s input, and the second condition is a
case where the region where the notification information
is to be displayed is designated as the second display
region by a user’s input.
[0011] It is preferable that the medical image process-
ing device further comprises a region-of-interest detec-
tion section that detects a region of interest from the med-
ical image; the first condition is a case where combination
information in which at least two of an area of the region
of interest, a position of the region of interest, a temporal
variation of the region of interest, a luminance value of
the region of interest, or a first display time in which the
notification information is displayed in the first display
region are combined satisfies a condition for combina-
tion; and the second condition is a case where the com-
bination information does not satisfy the condition for
combination. It is preferable that the first condition is a
case where area-luminance combination information in
which the area of the region of interest and the luminance
value of the region of interest are combined satisfies a
combination condition for area-luminance, and the sec-
ond condition is a case where the area-luminance com-
bination information does not satisfy the combination
condition for area-luminance.
[0012] It is preferable that the display control unit per-
forms control to make the notification information, which
is being displayed, not be displayed in the second display
region in a case where a third condition different from the
first condition and the second condition is satisfied.
[0013] It is preferable that the display control unit per-
forms control to make the notification information be dis-
played or control to make the notification information not
be displayed in any one of the first display region, the
second display region different from the first display re-
gion, or both the first display region and the second dis-
play region in a case where a specific condition is satis-
fied, and the display control unit performs control to make
the notification information be displayed or control to

make the notification information not be displayed in a
display region, which is different from the display region
used in the case where the specific condition is satisfied,
in a case where the specific condition is not satisfied.
[0014] It is preferable that the display control unit per-
forms control to superimpose and display the notification
information on the medical image in the first display re-
gion.
[0015] It is preferable that the medical image process-
ing device further comprises a region-of-interest detec-
tion section that detects a region of interest from the med-
ical image, and the notification information is notification
information used for notification of information about the
region of interest.
[0016] It is preferable that the medical image process-
ing device further comprises an error detection section
that detects an error of the subject or the medical image,
and the notification information is the error. It is preferable
that the error detection section is an image analysis sec-
tion for error detection analyzing the medical image to
detect the error. It is preferable that the error is a blur
appearing on the medical image. It is preferable that the
error is a degree of contamination of the subject. It is
preferable that the error detection section is a sensor for
error detection.
[0017] It is preferable that the notification information
is an observation state of the subject. It is preferable that
the observation state is represented as at least one of
an illumination mode that is related to illumination light
with which the subject is to be irradiated, an image
processing mode that is related to image processing to
be performed on the medical image, enlargement obser-
vation where the subject is enlarged, or non-enlargement
observation where the subject is not enlarged. It is pref-
erable that the notification information is whether or not
a lesion is present, the type of a lesion, or a detection
state of a treatment tool.
[0018] It is preferable that the notification information
is superimposed on the medical image and is stored. It
is preferable that the notification information and the
medical image are stored together as one data format.
It is preferable that the notification information and the
medical image are stored as at least two separate data.
[0019] According to the invention, it is possible to allow
the observation of a medical image performed by a user
not to be obstructed, to allow a user not to miss a region
of interest, and to allow attention required during obser-
vation to be continued.

BRIEF DESCRIPTION OF THE DRAWINGS

[0020]

Fig. 1 is a diagram showing the appearance of an
endoscope system.
Fig. 2 is a block diagram of the endoscope system.
Fig. 3 is a block diagram of an image processing unit
of a first embodiment.
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Fig. 4 is a diagram showing a bounding box that is
one of notification information.
Fig. 5 is an image diagram showing a first display
region A1 and a second display region A2 of a mon-
itor.
(A) of Fig. 6 is an image diagram in which a bounding
box is displayed as notification information in a case
the area of a region of interest is small, and (B) of
Fig. 6 is an image diagram in which an icon is dis-
played as notification information in a case where
the area of the region of interest is large.
(A) of Fig. 7 is an image diagram in which a bounding
box is displayed as notification information in a case
where a region of interest is away from a central
range, and (B) of Fig. 7 is an image diagram in which
an icon is displayed as notification information in a
case where the region of interest is in the central
range.
(A) of Fig. 8 is an image diagram in which an icon is
displayed as notification information in a case where
the movement of a region of interest is slow, and (B)
of Fig. 8 is an image diagram in which a bounding
box is displayed as notification information in a case
where the movement of the region of interest is fast.
Fig. 9 is a flowchart showing a series of flows of the
control of display of notification information.
Fig. 10 is a block diagram of an image processing
unit of a second embodiment.
Fig. 11 is an image diagram in which character in-
formation of "blur occurrence" is displayed as notifi-
cation information.
Fig. 12 is a block diagram of an image processing
unit of a third embodiment.
Fig. 13 is an image diagram in which character in-
formation of "white light mode" is displayed as noti-
fication information.
Fig. 14 is a block diagram of an image processing
unit of a fourth embodiment.
Fig. 15 is a diagram showing a discrimination score
value and a seek bar.
Fig. 16 is an image diagram in which a discrimination
score value and a seek bar are displayed as notifi-
cation information.

DESCRIPTION OF THE PREFERRED EMBODI-
MENTS

[First embodiment]

[0021] As shown in Fig. 1, an endoscope system 10
comprises an endoscope 12, a light source device 14, a
processor device 16, a monitor 18, and a console 19.
The endoscope 12 irradiates a subject, which is an object
to be observed, with illumination light and picks up the
image of the subject that is irradiated with the illumination
light. The light source device 14 generates illumination
light with which the subject is to be irradiated. The proc-
essor device 16 performs the control of the endoscope

system 10, image processing, and the like. The monitor
18 is a display unit that displays an image output from
the processor device 16. The console 19 is an input de-
vice, which is used to perform setting input for the proc-
essor device 16 or the like, such as a keyboard.
[0022] The endoscope 12 includes an insertion part
12a that is to be inserted into an object to be examined,
an operation part 12b that is provided at the proximal end
portion of the insertion part 12a, a bendable part 12c that
is provided on the distal end side of the insertion part
12a, and a distal end part 12d. The bendable part 12c is
bent by the operation of an angle knob 12e of the oper-
ation part 12b. Since the bendable part 12c is bent, the
distal end part 12d faces in a desired direction. The distal
end part 12d is provided with a jet port (not shown) that
jets air, water, or the like toward a subject.
[0023] Further, the operation part 12b is provided with
a zoom operation part 13 in addition to the angle knob
12e. The image of a subject can be picked while being
enlarged or reduced in size by the operation of the zoom
operation part 13. Furthermore, a forceps channel (not
shown) into which a treatment tool or the like is to be
inserted is provided over the distal end part 12d from the
insertion part 12a. The treatment tool is inserted into the
forceps channel through a forceps inlet 12f.
[0024] As shown in Fig. 2, the light source device 14
comprises a light source unit 20 and a light source control
unit 22. The light source unit 20 emits illumination light
for illuminating a subject. The light source unit 20 com-
prises one or a plurality of light sources. The light source
control unit 22 controls the drive of the light source unit
20. The light source control unit 22 independently con-
trols the timing of the turn-on or turn-off of the light source
of the light source unit 20, the amount of light to be emitted
at the time of turn-on, and the like. As a result, the light
source unit 20 can emit a plurality of kinds of illumination
light of which the amounts of light to be emitted or light
emission timings are different from each other.
[0025] The illumination light emitted from the light
source unit 20 is incident on a light guide 41. The light
guide 41 is built in the endoscope 12 and a universal
cord, and transmits the illumination light to the distal end
part 12d of the endoscope 12. The universal cord is a
cord that connects the endoscope 12 to the light source
device 14 and the processor device 16. A multimode fiber
can be used as the light guide 41. For example, a thin
fiber cable of which a total diameter of a core diameter
of 105 mm, a cladding diameter of 125 mm, and a pro-
tective layer forming a covering is in the range of ϕ 0.3
to 0.5 mm can be used.
[0026] The distal end part 12d of the endoscope 12 is
provided with an illumination optical system 30a and an
image pickup optical system 30b. The illumination optical
system 30a includes an illumination lens 45, and illumi-
nation light is emitted to a subject through the illumination
lens 45. The image pickup optical system 30b includes
an objective lens 46, a zoom lens 47, and an image sen-
sor 48. The image sensor 48 picks up the image of the
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subject by using the reflected light of the illumination light,
which returns from the subject through the objective lens
46 and the zoom lens 47, and the like (including scattered
light, fluorescence emitted from the subject, fluorescence
caused by a medicine administered to the subject, and
the like in addition to the reflected light). The zoom lens
47 is moved by the operation of the zoom operation part
13, and enlarges or reduces the image of the subject to
be picked up by the image sensor 48.
[0027] The image sensor 48 is a color sensor including,
for example, primary color filters, and comprises three
kinds of pixels of B pixels (blue pixels) including blue
color filters, G pixels (green pixels) including green color
filters, and R pixels (red pixels) including red color filters.
The blue color filter mainly transmits violet to blue light.
The green color filter mainly transmits green light. The
red color filter mainly transmits red light. In a case where
the image of a subject is picked up using the primary
color image sensor 48 as described above, a maximum
of three kinds of images of a B image (blue image) ob-
tained from the B pixels, a G image (green image) ob-
tained from the G pixels, and an R image (red image)
obtained from the R pixels can be obtained at the same
time.
[0028] A charge coupled device (CCD) sensor or a
complementary metal oxide semiconductor (CMOS)
sensor can be used as the image sensor 48. Further, the
image sensor 48 of this embodiment is a primary color
sensor, but a complementary color sensor can also be
used. A complementary color sensor includes, for exam-
ple, cyan pixels including cyan color filters, magenta pix-
els including magenta color filters, yellow pixels including
yellow color filters, and green pixels including green color
filters. In a case where a complementary color sensor is
used, images obtained from the respective color pixels
can be converted into a B image, a G image, and an R
image through complementary color-primary color con-
version. Further, a monochrome sensor, which includes
no color filter, can be used as the image sensor 48 instead
of a color sensor. In this case, the images of a subject
are sequentially picked up using illumination lights having
the respective colors, such as B, G, and R, so that images
having the respective colors can be obtained.
[0029] The processor device 16 includes a control unit
52, an image acquisition unit 54, an image processing
unit 61, a display control unit 66, a recording control unit
68, and a storage memory 69. The control unit 52 per-
forms the general control of the endoscope system 10,
such as the synchronization control of the irradiation tim-
ing of illumination light and an image pickup timing. Fur-
ther, in a case where various kinds of settings are input
using the console 19 or the like, the control unit 52 inputs
the setting to each part of the endoscope system 10, such
as the light source control unit 22, the image sensor 48,
or the image processing unit 61.
[0030] The image acquisition unit 54 acquires the
picked-up image of the subject from the image sensor
48. Since the image acquired by the image acquisition

unit 54 is an image obtained by a medical device, such
as the endoscope 12, the image acquired by the image
acquisition unit 54 is referred to as a medical image. The
image acquisition unit 54 includes a digital signal proc-
essor (DSP) 56, a noise-reduction section 58, and a con-
version section 59, and performs various kinds of
processing on the acquired medical image as necessary.
The DSP 56 performs various kinds of processing, such
as defect correction processing, offset processing, gain
correction processing, linear matrix processing, gamma
conversion processing, demosaicing, and YC conversion
processing, on the acquired medical image as neces-
sary.
[0031] The defect correction processing is processing
for correcting the pixel value of a pixel corresponding to
a defective pixel of the image sensor 48. The offset
processing is processing for reducing a dark current com-
ponent from the image having been subjected to the de-
fect correction processing and setting an accurate zero
level. The gain correction processing is processing for
adjusting the signal level of each image by multiplying
the image, which has been subjected to the offset
processing, by a gain. The linear matrix processing is
processing for improving the color reproducibility of the
image subjected to the offset processing, and the gamma
conversion processing is processing for adjusting the
brightness or chroma of the image having been subjected
to the linear matrix processing.
[0032] The demosaicing is performed in a case where
the image sensor 48 is a color sensor. The demosaicing
(also referred to as equalization processing or demosa-
icing processing) is processing for interpolating the pixel
value of a missing pixel, and is performed on the image
having been subjected to the gamma conversion
processing. The missing pixel is a pixel that does not
have a pixel value (since pixels having other colors are
disposed in the image sensor 48) due to the arrangement
of color filters. For example, since a B image is an image
that is obtained from the image pickup of a subject at B
pixels, pixels of the B image, which are present at posi-
tions corresponding to a G pixel and an R pixel, do not
have a pixel value. In the demosaicing, the pixel values
of pixels of a B image, which are present at positions
corresponding to a G pixel and an R pixel of the image
sensor 48, are generated through the interpolation of the
B image. The YC conversion processing is processing
for converting an image, which has been subjected to
the demosaicing, into luminance channels Y, color-dif-
ference channels Cb, and color-difference channels Cr.
[0033] The noise-reduction section 58 performs noise-
reduction processing on the luminance channels Y, the
color-difference channels Cb, and the color-difference
channels Cr by using, for example, a moving-average
method, a median filter method, or the like. The conver-
sion section 59 converts the luminance channels Y, the
color-difference channels Cb, and the color-difference
channels Cr, which have been subjected to the noise-
reduction processing, into an image having the respec-
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tive colors of BGR again.
[0034] The image processing unit 61 performs various
kinds of image processing on the medical image that is
acquired by the image acquisition unit 54. In this embod-
iment, the image processing unit 61 generates notifica-
tion information that is to be notified to a user. The image
processing unit 61 sends the notification information and
the medical image to the display control unit 66 or the
recording control unit 68. The details of the image
processing unit 61 will be described in detail later.
[0035] The display control unit 66 converts the notifi-
cation information and the medical information, which are
sent from the image processing unit 61, into a format
suitable to be displayed on the monitor 18, and outputs
the converted notification information and the converted
medical information to the monitor 18. Accordingly, at
least the medical image and the notification information
are displayed on the monitor 18. In this embodiment, the
display control unit 66 performs control to make the no-
tification information be displayed on the monitor 18 or
control to make the notification information not be dis-
played on the monitor 18. The details of the display con-
trol unit 66 will be described later.
[0036] The recording control unit 68 converts the noti-
fication information and the medical image, which are
sent from the image processing unit 61, into a format
suitable to be stored in the storage memory 69, and
records the converted notification information and the
converted medical image in the storage memory 69.
There are a case where the recording control unit 68
controls recording according to the control performed by
the display control unit 66 and a case where the recording
control unit 68 controls recording regardless of the control
performed by the display control unit 66. In the case
where the recording control unit 68 controls recording
according to the control performed by the display control
unit 66, for example, at a timing when the notification
information is made to be displayed by the display control
unit 66, the notification information and the medical im-
age at that point of time are stored in the storage memory
69 by the recording control unit 68. On the other hand,
in the case where the recording control unit 68 controls
recording regardless of the control performed by the dis-
play control unit 66, for example, at a timing when a region
of interest is detected by the image processing unit 61,
the notification information and the medical image at that
point of time are stored in the storage memory 69 by the
recording control unit 68.
[0037] In a case where the recording control unit 68
stores the notification information and the medical image
in the storage memory 69, the recording control unit 68
may superimpose the notification information on the
medical image and store the notification information and
the medical image in the storage memory 69 or may store
the notification information and the medical image in the
storage memory 69 as at least two separate data. Fur-
ther, in a case where the recording control unit 68 stores
the notification information and the medical image in the

storage memory 69 together as one data, it is preferable
that the recording control unit 68 stores the notification
information and the medical image as a data format, such
as PNG, Exif, GIF, or MP4.
[0038] As shown in Fig. 3, the image processing unit
61 comprises a region-of-interest detection section 70
and a notification information-generation section 72. The
region-of-interest detection section 70 detects a region
of interest, which is to be noticed as an object to be ex-
amined or diagnosed, from the medical image. For ex-
ample, the region-of-interest detection section 70 not on-
ly performs a convolutional neural network for the med-
ical image but also detects a region of interest on the
basis of a feature quantity that is obtained from the color
information of the medical image, the gradient of pixel
values, and the like. The gradient of pixel values, and the
like are changed depending on, for example, the shape
(the overall undulation, the local recess, or the protuber-
ance, of a mucous membrane, or the like), the color (a
color, such as whitening caused by inflammation, bleed-
ing, redness, or atrophy), the characteristics of a tissue
(the thickness, the depth, or the density of a blood vessel,
a combination thereof, or the like), the characteristics of
structure (a pit pattern, and the like), or the like of a sub-
ject.
[0039] The region of interest, which is detected by the
region-of-interest detection section 70, is a region includ-
ing, for example, a lesion part typified by a cancer, a
benign tumor, an inflamed part (including a part where a
change, such as bleeding or atrophy, occurs in addition
to so-called inflammation), a cautery mark caused by
heating or a marking portion marked by coloration using
a colorant, a fluorescent agent, or the like, or a biopsy
portion where biopsy is performed. That is, a region in-
cluding a lesion; a region where a lesion is likely to occur;
a region that has been subjected to a certain treatment,
such as biopsy; a treatment tool, such as a clip or forceps;
a region where detailed observation is needed regardless
of the possibility of a lesion, such as a dark region (a
region where observation light does not easily reach
since the region is positioned on the back of a fold or in
a lumen); or the like may be the region of interest. In the
endoscope system 10, the region-of-interest detection
section 70 detects a region, which includes at least one
of the lesion part, the benign tumor, the inflamed part,
the marking portion, or the biopsy portion, as the region
of interest.
[0040] The notification information-generation section
72 generates notification information, which is used for
the notification of information about the region of interest,
on the basis of the region of interest that is detected by
the region-of-interest detection section 70. Specifically,
the notification information-generation section 72 gener-
ates a rectangular bounding box 74, which covers the
region of interest ROI with a dotted line, as the notification
information as shown in Fig. 4. Alternatively, the notifi-
cation information-generation section 72 may generate
an arrow that indicates the region of interest, an icon (see

9 10 



EP 3 633 987 A1

7

5

10

15

20

25

30

35

40

45

50

55

an icon 76 of Fig. 6) representing that the region of inter-
est is being detected, or the like as the notification infor-
mation. Further, color information about a color, which
allows the region of interest to be distinguished from other
regions, may be used as the notification information. It
is preferable that the notification information-generation
section 72 generates a plurality of pieces of notification
information suitable for the control of display to be capa-
ble of displaying different kinds of notification information
according to the control of display performed by the dis-
play control unit 66.
[0041] As shown in Fig. 5, the display control unit 66
performs control to make the medical image be displayed
on in a first display region A1 of the monitor 18. Further,
the display control unit 66 performs control to make no-
tification information be displayed on the monitor 18 and
control to make notification information, which is being
displayed, not be displayed on the monitor 18. Specifi-
cally, the display control unit 66 performs control to make
notification information be displayed in the first display
region A1 and to make notification information, which is
being displayed, not be displayed in the first display re-
gion. Furthermore, the display control unit 66 performs
control to make notification information be displayed in
a second display region A2 different from the first display
region of the monitor 18 and to make notification infor-
mation, which is being displayed, not be displayed. In a
case where notification information is made to be dis-
played in the first display region A1, it is preferable that
the notification information is superimposed and dis-
played on the medical image.
[0042] Further, the display control unit 66 performs
control to make notification information be displayed in
both the first display region A1 and the second display
region A2 and to make notification information, which is
being displayed, not be displayed in at least one of the
first display region A1 or the second display region A2.
In a case where notification information is made to be
displayed in the first display region A1, the display control
unit 66 performs control to superimpose and display the
notification information on the medical image that is being
displayed in the first display region A1.
[0043] Here, the first display region A1 is a region that
includes the image of a subject positioned at least on the
front side of the endoscope 12. The second display region
A2 is a region that includes a subject positioned substan-
tially at least on the lateral side or the rear side of the
endoscope 12. In this embodiment, the first display re-
gion A1 is a barrel-shaped region and the second display
region A2 is a part of the entire screen of the monitor 18
except for the barrel-shaped first display region A2.
[0044] The display control unit 66 controls the display
of the notification information so that the display of the
notification information does not obstruct the observation
of the region of interest. Specifically, the display control
unit 66 makes the notification information be displayed
in the first display region A1 in a case where a first con-
dition is satisfied, and makes notification information,

which is being displayed in the first display region, not
be displayed and displays notification information in the
second display region A2 in a case where a second con-
dition different from the first condition is satisfied.
[0045] For example, the first condition may be a case
where the area of the region of interest is equal to or
smaller than a threshold value for an area, and the sec-
ond condition may be a case where the area of the region
of interest exceeds the threshold value for an area. In
this case, the display control unit 66 performs control to
superimpose and display a bounding box 74, which sur-
rounds the region of interest ROI, on the first display re-
gion A1 as the notification information as shown in (A) of
Fig. 6 in a case where the area of the region of interest
ROI is equal to or smaller than the threshold value for an
area (in a case where the first condition is satisfied). Since
the bounding box 74 is superimposed and displayed in
this way, a user can reliably recognize the region of in-
terest even in a case where the region of interest ROI is
small.
[0046] After that, in a case where the medical image
displayed in the first display region A1 is changed by the
operation of the endoscope 12, the area of the region of
interest is also changed according to a change in the
medical image. In this case, the size of the bounding box
74 is also increased according to an increase in the size
of the region of interest in a case where the size of the
region of interest displayed in the medical image is in-
creased. For this reason, there is a case where the
bounding box 74 of which the size is increased in this
way obstructs the observation of the medical image. Ac-
cordingly, in a case where the area of the region of inter-
est ROI exceeds the threshold value for an area (in a
case where the second condition is satisfied), the display
control unit 66 makes the bounding box 74 not be dis-
played in the first display region A1 as shown in (B) of
Fig. 6. Further, the display control unit 66 makes the icon
76, which represents that the region of interest ROI is
being detected, be displayed in the second display region
A2 as the notification information. Accordingly, even
though the bounding box 74 is made not to be displayed
in the first display region A1, it is possible to prevent the
region of interest from being missed.
[0047] Furthermore, the first condition may be a case
where the position of the region of interest is away from
the central range of the first display region A1, and the
second condition may be a case where the position of
the region of interest is in the central range of the first
display region A1. Here, a central range CR of the first
display region A1 means a range that is within a previ-
ously set distance L1 from a center CP of the first display
region (see (A) of Fig. 7). In a case where the position of
the region of interest ROI is away from the central range
CR (in a case where the first condition is satisfied), it is
difficult for a user to recognize the region of interest ROI.
For this reason, the bounding box 74 surrounding the
region of interest ROI is superimposed and displayed as
the notification information as shown in (A) of Fig. 7.
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[0048] After that, in a case where the medical image
displayed in the first display region A1 is changed by the
operation of the endoscope 12, the position of the region
of interest is also changed according to a change in the
medical image. In this case, a user can recognize the
region of interest even though the bounding box 74 is not
displayed in a case where the region of interest having
been away from the central range CR enters the central
range CR. Accordingly, in a case where the region of
interest ROI is in the central range CR (in a case where
the second condition is satisfied), the display control unit
66 makes the bounding box 74 not be displayed in the
first display region A1 as shown in (B) of Fig. 7. Further,
the display control unit 66 makes the icon 76, which rep-
resents that the region of interest ROI is being detected,
be displayed in the second display region A2 as the no-
tification information. Accordingly, even though the
bounding box 74 is made not to be displayed in the first
display region A1, it is possible to prevent the region of
interest from being missed.
[0049] Furthermore, the first condition may be a case
where the temporal variation of the region of interest ex-
ceeds a threshold value for variation, and the second
condition may be a case where the temporal variation of
the region of interest is equal to or smaller than the thresh-
old value for variation. Here, the temporal variation of the
region of interest means, for example, the moving dis-
tance of the region of interest within a specific time. In a
case where the temporal variation of the region of interest
ROI is equal to or smaller than the threshold value for
variation (in a case where the second condition is satis-
fied), the display control unit 66 makes the icon 76, which
represents that the region of interest ROI is being detect-
ed, be displayed in the second display region A2 as the
notification information as shown in (A) of Fig. 8. Since
a user can grasp the region of interest in a case where
the movement of the region of interest is slow as de-
scribed above, it is preferable that only the icon 76 is
displayed to call user’s attention.
[0050] Further, in a case where the movement of the
region of interest becomes fast, or the like, the display
control unit 66 makes the bounding box 74, which sur-
rounds the region of interest ROI, be displayed in the first
display region A1 as the notification information as shown
in (B) of Fig. 8 with a case where the temporal variation
of the region of interest ROI exceeds the threshold value
for variation (a case where the first condition is satisfied).
Accordingly, even though the movement of the region of
interest becomes fast, a user can grasp the position of
the region of interest and reliably make a diagnosis.
[0051] Furthermore, the first condition may be a case
where the luminance value of the region of interest is
equal to or smaller than a threshold value for a luminance
value, and the second condition may be a case where
the luminance value of the region of interest exceeds the
threshold value for a luminance value. Here, the lumi-
nance value of the region of interest is, for example, a
representative value, such as the average value of the

pixel values of pixels included in the region of interest or
the mode of the pixel values obtained from the pixel val-
ues of the pixels included in the region of interest. In a
case where the luminance value of the region of interest
is small while the region of interest displayed on the med-
ical image is observed, it is difficult for a user to recognize
the region of interest. Accordingly, in a case where the
luminance value of the region of interest is equal to or
smaller than the threshold value for a luminance value
(in a case where the first condition is satisfied), the display
control unit 66 makes a bounding box (similar to the
bounding box 74 of Fig. 6 or the like), which surrounds
the region of interest, be displayed in the first display
region A1 as the notification information. Therefore, even
in a case where the region of interest is dark, a user can
recognize the region of interest and reliably make a di-
agnosis.
[0052] On the other hand, in a case where the lumi-
nance value of the region of interest is high, a user can
recognize the region of interest even though there is no
information notifying the user of the position of the region
of interest, such as a bounding box. In this case, the
display control unit 66 makes the bounding box, which
is being displayed in the first display region A1, not be
displayed in a case where the luminance value of the
region of interest exceeds the threshold value for a lumi-
nance value (in a case where the second condition is
satisfied). Further, the display control unit 66 makes an
icon (similar to the icon 76 of Fig. 6 or the like), which
represents that the region of interest is being detected,
be displayed in the second display region A2 as the no-
tification information. Accordingly, even though the
bounding box 74 is made not to be displayed in the first
display region A1, it is possible to prevent the region of
interest from being missed.
[0053] Furthermore, in a case where the notification
information is made to be displayed in the first display
region A1 with the detection of the region of interest, the
first condition may be a case where a first display time
in which the notification information is displayed in the
first display region A1 is equal to or shorter than a previ-
ously set display limit time and the second condition may
be a case where the first display time exceeds the display
limit time. Here, the notification information time is count-
ed with the start of the display of the notification informa-
tion in the first display region A1.
[0054] In a case where the first display time is within
the display limit time (in a case where the first condition
is satisfied), the display control unit 66 makes a bounding
box (similar to the bounding box 74 of Fig. 6 or the like),
which surrounds the region of interest, be displayed in
the first display region A1 as the notification information.
Further, in a case where the first display time exceeds
the display limit time (in a case where the second condi-
tion is satisfied), the display control unit 66 makes the
bounding box not be displayed in the first display region
A1. Furthermore, the display control unit 66 makes an
icon (similar to the icon 76 of Fig. 6 or the like), which
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represents that the region of interest is being detected,
be displayed in the second display region A2 as the no-
tification information. Accordingly, a user can recognize
the region of interest in a case where the bounding box
is displayed for a fixed time. Therefore, the bounding box
is made not to be displayed after a lapse of the fixed time,
so that the observation of the medical image is not ob-
structed. Moreover, since the icon is displayed in the sec-
ond display region A2 even though the bounding box 74
is made not to be displayed in the first display region A1,
it is possible to prevent the region of interest from being
missed.
[0055] Further, the first condition may be a case where
a region where the notification information is to be dis-
played is designated as the first display region A1 by a
user’s input, and the second condition may be a case
where the region where the notification information is to
be displayed is designated as the second display region
A2 by a user’s input. A user’s input may be made by a
display region-designation part (not shown), which is pro-
vided on the operation part 12b of the endoscope 12,
other than the console 19. In a case where the region is
designated as the first display region A1 (in a case where
the first condition is satisfied), the display control unit 66
makes the notification information be displayed in the
first display region A1 in a condition where the region of
interest is being detected. In a case where the region is
designated as the second display region A2 (in a case
where the first condition is satisfied), the display control
unit 66 makes the notification information be displayed
in the second display region A2 in a condition where the
region of interest is being detected. In this case, the no-
tification information may be made not to be displayed in
the first display region A1 in a case where the notification
information is being displayed in the first display region
A1 before the region is designated as the second display
region A2.
[0056] The first condition may be a case where com-
bination information in which at least two of the area of
the region of interest, the position of the region of interest,
the temporal variation of the region of interest, the lumi-
nance value of the region of interest, and the first display
time are combined satisfies a condition for combination;
and the second condition may be a case where the com-
bination condition does not satisfy the condition for com-
bination. For example, the first condition may be a case
where area-luminance combination information in which
the area of the region of interest and the luminance value
of the region of interest are combined satisfies a combi-
nation condition for area-luminance, and the second con-
dition may be a case where the area-luminance combi-
nation information in which the area of the region of in-
terest and the luminance value of the region of interest
are combined does not satisfy the combination condition
for area-luminance.
[0057] Here, a case where the area-luminance combi-
nation information satisfies the combination condition for
area-luminance (in a case where the first condition is

satisfied) may include a case where the area of the region
of interest is equal to or smaller than the threshold value
for an area and the luminance value of the region of in-
terest is equal to or smaller than the threshold value for
a luminance value. In this case, the display control unit
66 makes a bounding box (similar to the bounding box
74 of Fig. 6 or the like), which surrounds the region of
interest, be displayed in the first display region A1 as the
notification information.
[0058] On the other hand, a case where the area-lu-
minance combination information does not satisfy the
combination condition for area-luminance (in a case
where the second condition is satisfied) may include a
case where the area of the region of interest exceeds the
threshold value for an area and the luminance value of
the region of interest is equal to or smaller than the thresh-
old value for a luminance value, and a case where the
area of the region of interest is equal to or smaller than
the threshold value for an area and the luminance value
of the region of interest exceeds the threshold value for
a luminance value, and a case where the area of the
region of interest exceeds the threshold value for an area
and the luminance value of the region of interest exceeds
the threshold value for a luminance value. In this case,
the display control unit 66 makes the bounding box not
be displayed in the first display region A1. Further, the
display control unit 66 makes an icon (similar to the icon
76 of Fig. 6 or the like), which represents that the region
of interest is being detected, be displayed in the second
display region A2 as the notification information.
[0059] In a case where the display control unit 66 is to
control the display of the notification information using
the first and second conditions, the display control unit
66 may control the display of the notification information
using a third condition different from the first condition
and the second condition. In a case where the third con-
dition is satisfied, the display control unit 66 performs
control to make the notification information, which is be-
ing displayed in the second display region A2, not be
displayed. Since the notification information is made not
to be displayed in both the first display region A1 and the
second display region A2 in a state where a user can
reliably recognize the region of interest, it is possible to
prevent the notification information from obstructing the
observation of the medical image. The third condition in-
cludes, for example, a case where a second display time
in which the notification information is displayed in the
second display region A2 exceeds the display limit time.
Here, the second display time is counted with the start
of the display of the notification information in the second
display region A2.
[0060] Further, in a case where a specific condition is
satisfied, the display control unit 66 may perform control
to make the notification information be displayed or con-
trol to make the notification information not be displayed
in any one of the first display region A1, the second dis-
play region A2, or both the first display region A1 and the
second display region A2. Furthermore, in a case where
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the specific condition is not satisfied, the display control
unit 66 may perform control to make the notification in-
formation be displayed or control to make the notification
information not be displayed in a display region that is
different from the display region used in the case where
the specific condition is satisfied. A case where the spe-
cific condition is satisfied may include "a case where the
first condition is satisfied", and a case where the specific
condition is not satisfied may include "a case where the
second condition is satisfied".
[0061] For example, in a case where the specific con-
dition is satisfied, the display control unit 66 makes the
notification information be displayed in the first display
region A1 and makes the notification information not be
displayed in the second display region A2 in a condition
where the region of interest is being detected. Further,
in a case where the specific condition is not satisfied, the
display control unit 66 makes the notification information
be displayed in the second display region A2 and makes
the notification information not be displayed in the first
display region A1 in a condition where the region of in-
terest is being detected. In a case where the specific
condition is not satisfied, the display control unit 66 may
make the notification information be displayed in both the
first display region A1 and the second display region A2
in a condition where the region of interest is being de-
tected. As described above, a user’s input may be made
by the display region-designation part, which is provided
on the operation part 12b of the endoscope 12, other
than the console 19.
[0062] Next, the control of display of the notification
information performed by the display control unit 66 will
be described with reference to a flowchart shown in Fig.
9. The endoscope 12 irradiates a subject, which is a sub-
ject, with illumination light and picks up the image of the
subject. A medical image is obtained from the image pick-
up of the subject. The region-of-interest detection section
70 detects a region of interest from the medical image.
In a case where the region of interest is detected, notifi-
cation information, which is used for the notification of
information about the region of interest, is generated by
the notification information-generation section 72. For
example, a bounding box, which surrounds the region of
interest, is generated as the notification information. The
medical image and the notification information are sent
to the display control unit 66.
[0063] The display control unit 66 performs control to
make the medical image be displayed in the first display
region A1 of the monitor 18. Further, the display control
unit 66 performs control to make the notification informa-
tion be displayed on the monitor 18 and control to make
the notification information, which is being displayed, not
be displayed on the monitor 18. The display control unit
66 controls the display of the notification information so
that the display of the notification information does not
obstruct the observation of the region of interest. In a
case where the first condition is satisfied, such as a case
where the area of the region of interest is small, the dis-

play control unit 66 makes the notification information be
superimposed and displayed on the medical image in the
first display region A1. For example, the region of interest
is displayed to be surrounded by the bounding box. Fur-
thermore, the region of interest may be displayed in a
state where the region of interest is painted with a specific
color or a translucent color is superimposed on the region
of interest. In this case, the color to be superimposed
may be changed according to the contents of the notifi-
cation information.
[0064] In contrast, in a case where the second condi-
tion is satisfied, such as a case where the area of the
region of interest is large, the display control unit 66
makes the notification information be displayed in the
second display region A2. In this case, the notification
information displayed in the first display region A1 is
made not to be displayed in a case where the notification
information is being displayed in the first display region
A1. For example, in a case where a bounding box is being
displayed in the first display region A1, the bounding box
is made not to be displayed in the first display region A1
and an icon representing that the region of interest is
being detected is made to be displayed in the second
display region A2. Accordingly, even though the bound-
ing box is made not to be displayed, it is possible to pre-
vent the region of interest from being missed. The control
of display of the notification information performed by the
above-mentioned display control unit 66 is repeatedly
performed until the observation of the region of interest
ends. An instruction to end the observation of the region
of interest is given by the operation of the console 19 or
the like.

[Second embodiment]

[0065] In a second embodiment, the error of a subject
image or a medical image is displayed on the monitor 18
as notification information. Accordingly, as shown in Fig.
10, an image processing unit 61 of the second embodi-
ment is provided with an image analysis section 80 for
error detection, which detects an error from a medical
image, as an error detection section, which detects an
error, in addition to the region-of-interest detection sec-
tion 70. A sensor for error detection may be used as the
error detection section to detect an error. The sensor for
error detection may be provided not only on the distal
end part 12d of the endoscope 12 but also on a treatment
tool to be inserted into a forceps channel. Further, since
a region of interest does not need to be detected as long
as an error can be detected, the image processing unit
61 may not be provided with the region-of-interest detec-
tion section 70 in the second embodiment.
[0066] The image analysis section 80 for error detec-
tion detects a blur, which appears on a medical image,
as an error. This blur occurs due to the movement of at
least one of a subject or the distal end part of the endo-
scope 12. As a method of detecting a blur, there is, for
example, a method including calculating a high-frequen-
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cy component of a medical image and determining that
a blur occurs in a case where the high-frequency com-
ponent is equal to or smaller than a fixed value. Further,
the image analysis section 80 for error detection detects
the degree of contamination of the subject as an error.
Examples of the contamination of the subject include res-
idue, residual liquid, and the like. As a method of detect-
ing the degree of contamination of the subject, there is,
for example, a method including calculating color infor-
mation (for example, a ratio of B images to G images and
a ratio of G images to R images) from a medical image,
and calculating the degree of contamination of the sub-
ject by comparing the calculated color information with
contamination-color information corresponding to con-
tamination on the subject. In this case, the degree of con-
tamination of the subject is higher as the calculated color
information is closer to the contamination-color informa-
tion.
[0067] Furthermore, a notification information-genera-
tion section 72 of the second embodiment generates no-
tification information that is used for the notification of an
error. Examples of the notification information include
character information that represents the generation of
an error and the type of the error. In a case where an
error is a blur appearing on the medical image, it is pref-
erable that the notification information is character infor-
mation of "blur occurrence" representing the generation
of a blur. Further, in a case where an error is the con-
tamination of a subject, it is preferable that the notification
information is character information of "contamination oc-
currence (medium degree)" representing the occurrence
of contamination and the degree of contamination.
[0068] The display control unit 66 controls the display
of the notification information so that the display of the
notification information does not obstruct the observation
of the medical image. Specifically, in a case where a spe-
cific condition to be used for the detection of an error is
satisfied, the display control unit 66 makes the notification
information (the character information of "blur occur-
rence" in Fig. 11) be displayed in the second display re-
gion A2 as shown in Fig. 11. Here, it is preferable that
the specific condition is a condition, which is related to
the detection of an error, of the first and second conditions
described in the first embodiment.
[0069] In a case where the specific condition is not sat-
isfied due to a change in the state thereafter, the display
control unit 66 makes the notification information not be
displayed in the second display region A2. In a case
where the detection of an error continues for a predeter-
mined time or longer even though the specific condition
is not satisfied, the display control unit 66 may continue
to make the notification information be displayed in the
second display region A2. Further, the notification infor-
mation may be made to be displayed in the first display
region A1 instead of or in addition to the second display
region A2.

[Third embodiment]

[0070] In a third embodiment, the observation state of
a subject is displayed on the monitor 18 as notification
information. There are various observation states of a
subject using the endoscope system 10. For example, in
the endoscope system 10, a subject can be irradiated
with a plurality of kinds of illumination light having different
wavelengths or the like. Accordingly, the observation
state of the subject can be changed according to a plu-
rality of illumination modes where different types of illu-
mination light are used.
[0071] In the endoscope system 10, a plurality of kinds
of image processing can be performed on a medical im-
age that is obtained from the image pickup of the subject.
Accordingly, the observation state of the subject can be
changed according to a plurality of image processing
modes where different types of image processing are
performed on the medical image. Further, the endoscope
system 10 can increase the size of the subject by the
operation of the zoom operation part 13. Accordingly, the
observation state of the subject can be changed accord-
ing to non-enlargement observation where the image of
the subject is not enlarged or enlargement observation
where the image of the subject is enlarged.
[0072] As shown in Fig. 12, an image processing unit
61 of the third embodiment is provided with an observa-
tion state-acquisition section 81, which acquires the ob-
servation state of a subject in addition to the region-of-
interest detection section 70. The observation state-ac-
quisition section 81 can communicate with not only the
processor device 16 but also the endoscope 12 or the
light source device 14. Accordingly, the observation
state-acquisition section 81 acquires an illumination
mode or an image processing mode, which is currently
in use in the image processing unit 61, as the observation
state of the subject. Further, the observation state-acqui-
sition section 81 acquires non-enlargement observation
or enlargement observation as the observation state of
the subject according to the state of the operation per-
formed by the zoom operation part 13.
[0073] Furthermore, a notification information-genera-
tion section 72 of the third embodiment generates notifi-
cation information that is used for the notification of the
observation state of the subject. Examples of the notifi-
cation information include character information that rep-
resents the observation state of the subject. In a case
where the observation state of the subject is represented
as the illumination mode, it is preferable that the notifi-
cation information is character information about the il-
lumination mode currently in use (for example, "white
light mode" in a case where white light is used as illumi-
nation light). Further, in a case where the observation
state of the subject is represented as the image process-
ing mode, it is preferable that the notification information
is character information about the image processing
mode currently in use (for example, "white image mode"
in a case where a white image obtained from the image
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pickup of the subject illuminated with white light is sub-
jected to image processing). Furthermore, it is preferable
that the notification information is character information
about the "non-enlargement observation" in a case
where the observation state of the subject is the non-
enlargement observation and the notification information
is character information about the "enlargement obser-
vation" in a case where the observation state of the sub-
ject is the enlargement observation.
[0074] The display control unit 66 controls the display
of the notification information so that the display of the
notification information does not obstruct the observation
of the medical image. Specifically, in a case where a spe-
cific condition is satisfied, the display control unit 66
makes the notification information (the character infor-
mation of "white light mode" in Fig. 13) be displayed in
the second display region A2 as shown in Fig. 13. Here,
it is preferable that the specific condition is a condition,
which is related to the observation state of the subject,
of the first and second conditions described in the first
embodiment.
[0075] In a case where the specific condition is not sat-
isfied due to a change in the state thereafter, the display
control unit 66 makes the notification information not be
displayed in the second display region A2. In a case
where separate designation is made through the opera-
tion of the console 19 or the like by a user even though
the specific condition is not satisfied, the display control
unit 66 may continue to make the notification information
be displayed in the second display region A2. Further,
the notification information may be made to be displayed
in the first display region A1 instead of or in addition to
the second display region A2. Furthermore, in a case
where the observation state of the subject is changed,
the display control unit 66 may make the type of the no-
tification information be switched. For example, in a case
where a mode is changed from a white light mode into a
special light mode where light in a specific wavelength
range is used, the display control unit 66 switches the
notification information into the "special light mode" from
the "white light mode". Further, the notification informa-
tion may be made not to be displayed after continuing to
be displayed for a fixed time.

[Fourth embodiment]

[0076] In a fourth embodiment, whether or not a lesion
is present, the type of a lesion, or the detection state of
a treatment tool is displayed on the monitor 18 as notifi-
cation information. As shown in Fig. 14, a discrimination
processing section 82 discriminates whether or not a le-
sion is present and the type of a lesion on the basis of a
feature quantity that is included in a region of interest.
The discrimination processing section 82 calculates
whether or not a lesion is present in a region of interest
and the type of a lesion by using discrimination process-
ing, such as a convolutional neural network. Further, a
treatment tool-detection section 86 detects a treatment

tool on the basis of a feature quantity that is included in
the region of interest. The treatment tool-detection sec-
tion 86 detects whether or not the treatment tool is in-
cluded in the region of interest by using treatment tool-
detection processing, such as a convolutional neural net-
work.
[0077] Furthermore, a notification information-genera-
tion section 72 of the fourth embodiment generates no-
tification information that is used for the notification of the
observation state of the subject. In a case where the no-
tification information is whether or not a lesion is present
or the type of a lesion, it is preferable that the notification
information-generation section 72 generates a discrimi-
nation score value 88 representing the degree of pro-
gression of a lesion or lesioness and a seek bar 90 mov-
ing according to the discrimination score value 88 as the
notification information as shown in Fig. 15. As the score
value is higher, the discrimination score value 88 repre-
sents that the possibility of a lesion is higher. As the dis-
crimination score value 88 is higher, the length Ls of the
seek bar 90 is larger. Further, in a case where the noti-
fication information is whether or not a treatment tool is
present, it is preferable that the notification information-
generation section 72 generates character information
(for example, "detection of presence of treatment tool"
or the like) representing whether or not a treatment tool
is present as the notification information.
[0078] The display control unit 66 controls the display
of the notification information so that the display of the
notification information does not obstruct the observation
of a medical image. Specifically, in a case where a spe-
cific condition is satisfied, the display control unit 66
makes the notification information (the discrimination
score value 88 and the seek bar 90 in Fig. 13) be dis-
played in the second display region A2 as shown in Fig.
16. In a case where the specific condition is not satisfied
due to a change in the state thereafter, the display control
unit 66 makes the notification information not be dis-
played in the second display region A2. In a case where
separate designation is made through the operation of
the console 19 or the like by a user even though the
specific condition is not satisfied, the display control unit
66 may continue to make the notification information be
displayed in the second display region A2. Further, the
notification information may be made to be displayed in
the first display region A1 instead of or in addition to the
second display region A2.
[0079] The display control unit 66 may perform control
to make a combination of two or more among "the infor-
mation about the region of interest" described in the first
embodiment, "the error of a subject or a medical image"
described in the second embodiment, "the observation
state of a subject" described in the third embodiment,
and "whether or not a lesion is present, the type of a
lesion, and the detection state of a treatment tool" de-
scribed in the fourth embodiment as the notification in-
formation, which is to be notified to a user, be displayed
or not be displayed in the first display region A1 or the
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second display region.
[0080] The invention has been applied to the endo-
scope system 10 in the first to fourth embodiments. How-
ever, the invention is not limited to the endoscope system
10, and can be applied to a medical image processing
device for processing a medical image. Further, the in-
vention can also be applied to a diagnosis support device
that supports diagnosis for a user by using a medical
image. Furthermore, the invention can also be applied
to a medical service support device that supports a med-
ical service, such as a diagnosis report, by using a med-
ical image.
[0081] It is preferable that the medical image used in
the first to fourth embodiments is a normal light image
obtained from the application of light in a white-light wave-
length range or light in a plurality of wavelength ranges
as the light in the white-light wavelength range.
[0082] Further, it is preferable that the medical image
used in the first to fourth embodiments is a special light
image obtained from the application of light in a specific
wavelength range. It is preferable that the light in the
specific wavelength range is in a wavelength range nar-
rower than the white-light wavelength range. It is prefer-
able that the specific wavelength range is included in a
blue-light wavelength range or a green-light wavelength
range of a visible-light wavelength range. It is preferable
that the specific wavelength range has a peak in the
wavelength range of 390 nm to 450 nm or 530 nm to 550
nm.
[0083] It is preferable that the specific wavelength
range is included in a red-light wavelength range of the
visible-light wavelength range. It is preferable that the
specific wavelength range has a peak in the range of 585
nm to 615 nm or 610 nm to 730 nm.
[0084] It is preferable that the specific wavelength
range has a peak in a wavelength range where an ab-
sorption coefficient in oxyhemoglobin is different from
that in reduced hemoglobin. It is preferable that the spe-
cific wavelength range has a peak in the wavelength
range of 400610 nm, 440610 nm, 470610 nm, or 600
nm to 750 nm.
[0085] Further, it is preferable that the medical image
used in the first to fourth embodiments is an in-vivo image
of the inside of a living body. It is preferable that the in-
vivo image includes information about the fluorescence
of a fluorescent material present in the living body. It is
preferable that the fluorescence is obtained from the ir-
radiation of the inside of the living body with excitation
light having a peak in the wavelength range of 390 to 470
nm.
[0086] Furthermore, it is preferable that the medical
image used in the first to fourth embodiments is an in-
vivo image of the inside of a living body. It is preferable
that the specific wavelength range is an infrared wave-
length range. It is preferable that the specific wavelength
range has a peak in the wavelength range of 790 nm to
820 nm or 905 nm to 970 nm.
[0087] Further, it is preferable that the image acquisi-

tion unit 54 acquiring the medical image used in the first
to fourth embodiments includes a special-light-image ac-
quisition section acquiring a special light image, which
includes a signal in the specific wavelength range, on the
basis of the normal light image obtained from the appli-
cation of light in the white-light wavelength range or light
in a plurality of wavelength ranges as the light in the white-
light wavelength range. It is preferable that the medical
image is the special light image. It is preferable that the
signal in the specific wavelength range is obtained from
an arithmetic operation based on color information about
RGB or CMY included in the normal light image.
[0088] Furthermore, it is preferable that the medical
image used in the first to fourth embodiments is a feature
quantity image. It is preferable that a feature-quantity-
image generation section generating the feature quantity
image generates the feature quantity image from an arith-
metic operation based on at least one of the normal light
image, which is obtained from the application of light in
the white-light wavelength range or light in a plurality of
wavelength ranges as the light in the white-light wave-
length range, and the special light image, which is ob-
tained from the application of light in the specific wave-
length range.

Explanation of References

[0089]

10: endoscope system (medical image processing
device)

12: endoscope
12a: insertion part
12b: operation part
12c: bendable part
12d: distal end part
12e: angle knob
12f: forceps inlet
13: zoom operation part
14: light source device
16: processor device
18: monitor
19: console
20: light source unit
22: light source control unit
30a: illumination optical system
30b: image pickup optical system
41: light guide
45: illumination lens
46: objective lens
47: zoom lens
48: image sensor
52: control unit
54: image acquisition unit
56: DSP (Digital Signal Processor)
58: noise-reduction section
59: conversion section
61: image processing unit
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66: display control unit
68: recording control unit
69: storage memory
70: region-of-interest detection section
72: notification information-generation section
74: bounding box
76: icon
80: image analysis section for error detection
81: observation state-acquisition section
82: discrimination processing section
86: treatment tool-detection section
88: discrimination score value
90: seek bar

Claims

1. A medical image processing device comprising:

an image acquisition unit that acquires a medical
image including a subject;
a display unit that displays the medical image in
a first display region; and
a display control unit that performs control to
make notification information, which is to be no-
tified to a user, be displayed on the display unit
or control to make the notification information
not be displayed on the display unit,
wherein the display control unit performs control
to make the notification information be displayed
in a second display region different from the first
display region or control to make the notification
information, which is being displayed, not be dis-
played in the second display region.

2. The medical image processing device according to
claim 1,

wherein the display control unit performs control
to make the notification information be displayed
in the first display region in a case where a first
condition is satisfied, and
the display control unit performs control to make
the notification information, which is being dis-
played in the first display region, not be dis-
played and to make the notification information
be displayed in the second display region in a
case where a second condition different from
the first condition is satisfied.

3. The medical image processing device according to
claim 2, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the first condition is a case where an
area of the region of interest is equal to or smaller
than a threshold value for an area, and

the second condition is a case where the area
of the region of interest exceeds the threshold
value for an area.

4. The medical image processing device according to
claim 2, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the first condition is a case where a po-
sition of the region of interest is away from a
central range of the first display region, and
the second condition is a case where the posi-
tion of the region of interest is in the central range
of the first display region.

5. The medical image processing device according to
claim 2, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the first condition is a case where a tem-
poral variation of the region of interest exceeds
a threshold value for variation, and
the second condition is a case where the tem-
poral variation of the region of interest is equal
to or smaller than the threshold value for varia-
tion.

6. The medical image processing device according to
claim 2, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the first condition is a case where a lu-
minance value of the region of interest is equal
to or smaller than a threshold value for a lumi-
nance value, and
the second condition is a case where the lumi-
nance value of the region of interest exceeds
the threshold value for a luminance value.

7. The medical image processing device according to
claim 2,

wherein the first condition is a case where a first
display time in which the notification information
is displayed in the first display region is equal to
or shorter than a display limit time, and
the second condition is a case where the first
display time exceeds the display limit time.

8. The medical image processing device according to
claim 2,

wherein the first condition is a case where a re-
gion where the notification information is to be
displayed is designated as the first display re-
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gion by a user’s input, and
the second condition is a case where the region
where the notification information is to be dis-
played is designated as the second display re-
gion by a user’s input.

9. The medical image processing device according to
claim 2, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the first condition is a case where com-
bination information in which at least two of an
area of the region of interest, a position of the
region of interest, a temporal variation of the re-
gion of interest, a luminance value of the region
of interest, or a first display time in which the
notification information is displayed in the first
display region are combined satisfies a condi-
tion for combination, and
the second condition is a case where the com-
bination information does not satisfy the condi-
tion for combination.

10. The medical image processing device according to
claim 9,

wherein the first condition is a case where area-
luminance combination information in which the
area of the region of interest and the luminance
value of the region of interest are combined sat-
isfies a combination condition for area-lumi-
nance, and
the second condition is a case where the area-
luminance combination information does not
satisfy the combination condition for area-lumi-
nance.

11. The medical image processing device according to
claim 2,
wherein the display control unit performs control to
make the notification information, which is being dis-
played, not be displayed in the second display region
in a case where a third condition different from the
first condition and the second condition is satisfied.

12. The medical image processing device according to
claim 1,

wherein the display control unit performs control
to make the notification information be displayed
or control to make the notification information
not be displayed in any one of the first display
region, the second display region, or both the
first display region and the second display region
in a case where a specific condition is satisfied,
and
the display control unit performs control to make

the notification information be displayed or con-
trol to make the notification information not be
displayed in a display region, which is different
from the display region used in the case where
the specific condition is satisfied, in a case
where the specific condition is not satisfied.

13. The medical image processing device according to
any one of claims 1 to 12,
wherein the display control unit performs control to
superimpose and display the notification information
on the medical image in the first display region.

14. The medical image processing device according to
claim 1, further comprising:

a region-of-interest detection section that de-
tects a region of interest from the medical image,
wherein the notification information is notifica-
tion information used for notification of informa-
tion about the region of interest.

15. The medical image processing device according to
claim 1, further comprising:

an error detection section that detects an error
of the subject or the medical image,
wherein the notification information is the error.

16. The medical image processing device according to
claim 15,
wherein the error detection section is an image anal-
ysis section for error detection analyzing the medical
image to detect the error.

17. The medical image processing device according to
claim 16,
wherein the error is a blur appearing on the medical
image.

18. The medical image processing device according to
claim 16,
wherein the error is a degree of contamination of the
subject.

19. The medical image processing device according to
claim 15,
wherein the error detection section is a sensor for
error detection.

20. The medical image processing device according to
claim 1,
wherein the notification information is an observation
state of the subject.

21. The medical image processing device according to
claim 20,
wherein the observation state is represented as at
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least one of an illumination mode that is related to
illumination light with which the subject is to be irra-
diated, an image processing mode that is related to
image processing to be performed on the medical
image, enlargement observation where the subject
is enlarged, or non-enlargement observation where
the subject is not enlarged.

22. The medical image processing device according to
claim 1,
wherein the notification information is whether or not
a lesion is present, the type of a lesion, or a detection
state of a treatment tool.

23. The medical image processing device according to
any one of claims 1 to 22,
wherein the notification information is superimposed
on the medical image and is stored.

24. The medical image processing device according to
any one of claims 1 to 22,
wherein the notification information and the medical
image are stored together as one data format.

25. The medical image processing device according to
any one of claims 1 to 22,
wherein the notification information and the medical
image are stored as at least two separate data.

26. The medical image processing device according to
any one of claims 1 to 25,
wherein the medical image is a normal light image
that is obtained from application of light in a white-
light wavelength range or light in a plurality of wave-
length ranges as the light in the white-light wave-
length range.

27. The medical image processing device according to
any one of claims 1 to 25,

wherein the medical image is a special light im-
age that is obtained from application of light in
a specific wavelength range, and
the light in the specific wavelength range is in a
wavelength range narrower than the white-light
wavelength range.

28. The medical image processing device according to
claim 27,
wherein the specific wavelength range is included in
a blue-light wavelength range or a green-light wave-
length range of a visible-light wavelength range.

29. The medical image processing device according to
claim 28,
wherein the specific wavelength range has a peak
in a wavelength range of 390 nm to 450 nm or 530
nm to 550 nm.

30. The medical image processing device according to
claim 27,
wherein the specific wavelength range is included in
a red-light wavelength range of a visible-light wave-
length range.

31. The medical image processing device according to
claim 30,
wherein the specific wavelength range has a peak
in a wavelength range of 585 nm to 615 nm or 610
nm to 730 nm.

32. The medical image processing device according to
claim 27,
wherein the specific wavelength range has a peak
in a wavelength range where an absorption coeffi-
cient in oxyhemoglobin is different from that in re-
duced hemoglobin.

33. The medical image processing device according to
claim 32,
wherein the specific wavelength range has a peak
in a wavelength range of 400610 nm, 440610 nm,
470610 nm, or 600 nm to 750 nm.

34. The medical image processing device according to
claim 27,

wherein the medical image is an in-vivo image
of an inside of a living body, and
the in-vivo image includes information about flu-
orescence of a fluorescent material present in
the living body.

35. The medical image processing device according to
claim 34,
wherein the fluorescence is obtained from irradiation
of the inside of the living body with excitation light
having a peak in a wavelength range of 390 to 470
nm.

36. The medical image processing device according to
claim 27,

wherein the medical image is an in-vivo image
of an inside of a living body, and
the specific wavelength range is an infrared
wavelength range.

37. The medical image processing device according to
claim 36,
wherein the specific wavelength range has a peak
in a wavelength range of 790 nm to 820 nm or 905
nm to 970 nm.

38. The medical image processing device according to
any one of claims 1 to 25,
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wherein the image acquisition unit includes a
special-light-image acquisition section acquir-
ing a special light image, which includes a signal
in a specific wavelength range, on the basis of
a normal light image obtained from application
of light in a white-light wavelength range or light
in a plurality of wavelength ranges as the light
in the white-light wavelength range, and
the medical image is the special light image.

39. The medical image processing device according to
claim 38,
wherein the signal in the specific wavelength range
is obtained from an arithmetic operation based on
color information about RGB or CMY included in the
normal light image.

40. The medical image processing device according to
any one of claims 1 to 25, further comprising:

a feature-quantity-image generation section
that generates a feature quantity image from an
arithmetic operation based on at least one of a
normal light image, which is obtained from ap-
plication of light in a white-light wavelength
range or light in a plurality of wavelength ranges
as the light in the white-light wavelength range,
and a special light image, which is obtained from
application of light in a specific wavelength
range,
wherein the medical image is the feature quan-
tity image.

41. An endoscope system comprising:

an image acquisition unit that acquires a medical
image including a subject;
a display unit that displays the medical image in
a first display region; and
a display control unit that performs control to
make notification information, which is to be no-
tified to a user, be displayed on the display unit
or control to make the notification information
not be displayed on the display unit,
wherein the display control unit performs control
to make the notification information be displayed
in a second display region different from the first
display region or control to make the notification
information, which is being displayed, not be dis-
played in the second display region.

42. A diagnosis support device comprising:

an image acquisition unit that acquires a medical
image including a subject;
a display unit that displays the medical image in
a first display region; and
a display control unit that performs control to

make notification information, which is to be no-
tified to a user, be displayed on the display unit
or control to make the notification information
not be displayed on the display unit,
wherein the display control unit performs control
to make the notification information be displayed
in a second display region different from the first
display region or control to make the notification
information, which is being displayed, not be dis-
played in the second display region.

43. A medical service support device comprising:

an image acquisition unit that acquires a medical
image including a subject;
a display unit that displays the medical image in
a first display region; and
a display control unit that performs control to
make notification information, which is to be no-
tified to a user, be displayed on the display unit
or control to make the notification information
not be displayed on the display unit,
wherein the display control unit performs control
to make the notification information be displayed
in a second display region different from the first
display region or control to make the notification
information, which is being displayed, not be dis-
played in the second display region.
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