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Beschreibung

[0001] Die Erfindung betrifft, gemafl Oberbegriff des
Patentanspruchs 1 und Patentanspruch 6, ein Automa-
tisierungsgerat mit integrierter Netzwerk-Analyse und
Cloud-Anbindung.

[0002] Die kontinuierliche voranschreitende Vernet-
zung der Produktion fiihrt dazu, dass Maschinen mit im-
mer mehr Sensoren ausgerustet werden. Der Anstieg an
Sensoren und Aktoren und dem daraus resultierenden
Anstieg an Verkabelung fiihrt jedoch zum Problem, dass
die Wartung, Fehleranalyse und Installation von kabel-
gebundenen Sensoren immer komplizierter wird. Mit der
Einflhrung von Industrie 4.0 kommt der Erfassung von
Gerate- und Sensordaten und deren Ubertragung auf ei-
ne Cloud Plattform eine zentrale Bedeutung zu.

[0003] In der Automatisierung sind Sensoren an de-
zentralen Ein-/Ausgangskomponenten angeschlossen
und diese wiederum wie Antriebe, RFID-Controller und
andere Peripheriegerate Uber ein echtzeitfahiges Real-
Time Ethernet Netzwerk untereinander und mit der Steu-
erung verbunden. Die Industrie 4.0 relevanten Daten
stelltdie Steuerung zur Verfligung oder werden tGber spe-
zielle Gateways direkt dem Real-Time Ethernet Netz-
werk entnommen. Das separate Gateway hatden Vorteil,
dass dieses uber das Netzwerk Daten direkt aus den
angeschlossenen Geraten auslesen kann und dies fle-
xibel bei laufender Anlage optimiert werden kann ohne
in die Steuerung und deren Konfiguration einzugreifen.
[0004] Der Nachteil dieser L6sung besteht in den zu-
satzlichen Kosten eines dedizierten Gateway, zusatzli-
cher Installationsaufwand und als Netzwerkteilnehmer
ist dies sowohl im Engineering als auch in der Konfigu-
ration der Steuerung und des Netzwerks zu beriicksich-
tigen ist.

[0005] Das Nachristen in eine laufende Anlage fihrt
damit immer zu einem Iangeren Stillstand und vor allem
zu einem kritischen Eingriff eines Experten mit Wissen
Uber die Anlage.

[0006] Nach aktuellem Stand der Technik sind die
Funktionen Netzwerkanalyse und Cloud-Anbindung nur
als eigenstandige Gerate im Markt vorhanden, die er-
ganzend zu den Automatisierungskomponenten ins
Netzwerk eingeschleift werden.

[0007] Beispielsweise istaus der DE 10 2004 017 529
A1 ein Automatisierungsnetzwerk bekannt, welches ein
Automatisierungsgerat, ein Programmiergerat zur Pro-
jektierung des Automatisierungsnetzwerks, eine Bedien-
und Beobachtungsstation, welche die Schnittstelle zu ei-
nem Anwender bildet, sowie Feldgerate, mit welchen ein
zu steuernder Prozess beeinflussbar ist. Des Weiteren
weist das Automatisierungsnetzwerk Netzwerkkompo-
nenten auf, die zur Verbindung verschiedener Segmente
eines Datenlibertragungsnetzwerks dienen. Die Netz-
werkkomponente istin das Feldgerat integriert. An einem
Port der Netzwerkkomponente ist das Automatisierungs-
geratangeschlossen, wahrend die beiden anderen Ports
jeweils mit einem Netzwerksegment verbunden sind. Ein
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vierter Portder Netzwerkkomponente ist nicht belegt. Die
Netzwerkkomponente kann als Access Point, das heif3t
als Zugangspunkt fir mobile Feldgerate mit Datentber-
tragung Uber Funk dienen. Mit dieser Netzwerkkompo-
nente besteht fir ein mobiles Feldgerat eine Funkverbin-
dung. Das Datenlibertragungsnetzwerk ist auf der Basis
von Ethernetrealisiert und nutzt Kommunikationsmecha-
nismen gemall PROFINET 1/0. Prozessdaten werden
zwischen dem Automatisierungsgerat und den Feldge-
raten zyklisch zur Gewahrleistung einer Prozesskommu-
nikation Ubertragen. Fir Meldungen der Netzwerkkom-
ponente, die Fehlerzustande oder Warnhinweise betref-
fen, wird der azyklische Bereich genutzt, nutzt. Fiir diese
Meldungen wird ebenfalls ein Kommunikationsmecha-
nismus gemaf PROFINET I/O genutzt, das heil3t dersel-
be Kommunikationsmechanismus, der auch zur automa-
tisierungstechnischen Feldkommunikation dient. Diese
Zustandsmeldungen werden durch das Automatisie-
rungsgerat empfangen und ausgewertet. Ein Beispiel fir
derartige Zustandsmeldungen ist ein Link Down, das
heil3t ein Port einer Netzwerkkomponente sendet nicht
mehr, beispielsweise weil das Kabel zum Anschluss des
jeweiligen Segments an den Port abgefallen ist. Ein wei-
teres Beispiel ist die Meldung einer Netzwerkkomponen-
te, dass eine redundante Spannungsversorgung ausge-
fallen istund daher nur noch eine Spannungsversorgung
zum Weiterbetrieb der Netzwerkkomponente zur Verfi-
gung steht. Da im Automatisierungsgerat das gesamte
Abbild des zu steuernden Prozesses und des DatenU-
bertragungsnetzwerks (d.h. Prozesswerte und Diagno-
sestatus) vorliegt, kann das Steuerungsprogramm des
Automatisierungsgerats die Ereignisse aus Prozess und
Netzwerk miteinander verkniipfen und in geeigneter Wei-
se aufvon den Netzwerkkomponenten gemeldete Fehler
reagieren. Die Netzwerkkornponenten werden als eine
gesonderte Klasse von Feldgeraten gemall PROFINET
I/0-Standard modelliert. Dadurch sind die Prozessmel-
dungen leicht von Zustandsmeldungen des Datentber-
tragungsnetzwerks unterscheid bar. Anderungen des
Prozess sowie des Netzwerkzustands werden einem An-
wender auf der Bedien- und Beobachtungsstation ange-
zeigt. An der Bedien- und Beobachtungsstation kénnen
direkt aus den Netzwerkkomponenten gewonnene De-
tail-Informationen Gber das Datenlibertragungsnetzwerk
angezeigt werden. Anhand dieser Detailinformationen
kann durch den Anwender entschieden werden, wie ein
eventueller Fehlerzustand in einer der Netzwerkkompo-
nenten zu beheben ist. Zur Kommunikation enthalt ein
Automatisierungsgerat einen Physical Layer Baustein,
der einen Bestandteil eines Kommunikationsprozessors
32bildet. Die Ubertragenen oder zu (ibertragenden Daten
tauscht der Kommunikationsprozessor mit einer CPU
aus. Eine Schnittstelle dient zum Anschluss eines Pro-
grammiergerats an das Automatisierungsgerat 30. Alter-
nativ ist auch der direkte Anschluss eines Programmier-
gerates an das Netzwerk mit vollem Zugriff auf das Au-
tomatisierungsgerat moéglich. Dabei kann das Program-
miergerat zur Auswertung auf eine Diagnosezustands-
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liste und einen Meldepuffer lesend zugreifen. Aufgrund
des sofortigen Erkennens von Ereignissen im Netzwerk,
das beispielsweise im azyklischen Teil des Anwender-
programms stattfindet, wird eine direkte und schnelle Re-
aktion des Automatisierungsgerats ahnlich einer Reak-
tion auf Veranderungen des Prozesszustands ermdég-
licht.

[0008] Des Weiterenistein Netzwerkauskoppler, auch
Network Tap genannt, als Netzwerkkomponente be-
kannt, um tbertragene Daten mithéren zu kénnen, ohne
dass die Uibertragenen Daten beeinflusst werden. Solche
Netzwerkauskoppler werden im Allgemeinen fir eine
Netzwerkiberwachung eingesetzt, da hier Parameter,
wie ein Durchsatz oder eine Latenz, nicht durch Messung
beeinflusst werden. Fir Industrieumgebungen besteht
der Bedarf, Diagnosedaten riickwirkungsfrei in einem si-
cherheitskritischen Netz zu erfassen und die Diagnose-
daten einem Diagnosenetzwerk, das ublicherweise in ei-
nem Netz mit geringeren Sicherheitsanforderungen rea-
lisiert ist, bereitzustellen. Hier tritt das Problem auf, dass
eine Komponente zur Einwegdateniibertragung nicht ak-
tiv das Anfragen einer Information in dem Netzwerk mit
hoher Sicherheitsanforderung steuern oder beeinflussen
kann. Aus der DE 10 2014 226 398 A1 ist ein Verfahren
zum rickwirkungsfreien Erfassen von Daten von min-
destens einer Einrichtung, die in einem ersten Netzwerk
mit hoher Sicherheitsanforderung angeordnet ist, in ei-
nem zweiten Netzwerk mit geringer Sicherheitsanforde-
rung bekannt, bei dem als ersten Verfahrensschritt Daten
beider mindestens eine Einrichtung entsprechend einem
Anfrageprofil durch eine Anfrageeinheit angefordert wer-
den, die innerhalb des ersten Netzwerks angeordnet ist.
AnschlieBend erfolgt ein Mithéren der von der mindes-
tens einen Einrichtung auf die Anforderung an die Anfra-
geeinheit gesendeten Daten innerhalb des ersten Netz-
werks durch eine Mithéreinheit und ein Ubermitteln der
Daten an eine Auswerteeinheitin dem zweiten Netzwerk.
Dort werden die mitgehdrten Daten mit den gemaR dem
Anfrageprofil erwarteten Daten verglichen und ein Alarm-
signal bereitgestellt, wenn die mitgehdrten Daten von
den gemalt dem Anfrageprofil erwarteten Daten abwei-
chen. Unter einem riickwirkungsfreien Erfassen von Da-
ten ist hierbei zu verstehen, dass durch die Ubertragung
vom sicherheitsrelevanten ersten Netzwerk in das weni-
ger sicherheitsrelevante zweite Netzwerk keinerlei Daten
oder Stoérungen in das sicherheitsrelevante erste Netz-
werk eingebracht werden. Durch das Anfordern der Da-
ten entsprechend einem vorgegebenen Anfrageprofil,
das sowohl in der Anfrageeinheit als auch in der Auswer-
teeinheit bekannt ist, kann eindeutig festgestellt werden,
ob alle bendtigten Daten in das zweite Netzwerk tber-
tragen wurden und somit eine korrekte Funktion gewahr-
leistet werden. Durch das Bereitstellen eines Alarmsig-
nals kann beispielsweise eine Fehlerrate bei der Anfor-
derung und/oder dem Mithéren und/oder der Ubermitt-
lung ermittelt und Gberwacht werden. Dies ist durch ein
ausschlieRliches Mithéren der Daten sichergestellt. Das
Mithdren kann hier beispielsweise durch einen Netzwer-
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kauskoppler, also einem Network Tap, durchgefiihrt wer-
den. Die beim Gegenstand der DE 10 2014 226 398 A1
vorgesehene Vorrichtung zum riickwirkungsfreien Erfas-
sen von Daten enthalt einer Einrichtung, die in einem
ersten Netz mit hoher Sicherheitsanforderung angeord-
net ist, und in einem zweiten Netzwerk mit geringer Si-
cherheitsanforderung, eine Anfrageeinheit, die innerhalb
des ersten Netzwerks angeordnet und derart ausgebildet
ist, Daten bei der mindestens einen Einrichtung entspre-
chend einem Anfrageprofil anzufordern. Sie enthalt eine
Mithéreinheit, die innerhalb des ersten Netzwerks ange-
ordnet ist und derart ausgebildet ist, Daten die von der
mindestens einen Einrichtung auf die Anforderung ge-
sendet wurden, mitzuhéren und an eine Auswerteeinheit
zu Ubermitteln. Die Vorrichtung umfasst des Weiteren
eine Auswerteeinheit, die in dem zweiten Netzwerk an-
geordnet und derart ausgebildet ist, die mitgehorten Da-
ten mit den gemaf dem Anfrageprofil erwarteten Daten
zu vergleichen und eine Alarmeinheit, die derart ausge-
bildet ist, ein Alarmsignal bereitzustellen, wenn die mit-
gehodrten Daten von den gemafR dem Anfrageprofil er-
warteten Daten abweichen. Die Vorrichtung ermdéglicht
es somit, gezielt Daten durch eine Anfrage in der Ein-
richtung zu stimulieren und die Daten nach Ubertragung
in das zweite weniger sichere Netzwerk mitdem gleichen
Anfrageprofil, das in der Auswerteeinheit bekannt ist, zu
vergleichen und somit sicherzustellen, dass eine zuver-
lassige Auswertung der Daten mdglich ist. In einer vor-
teilhaften Ausfliihrungsform der Vorrichtung ist die Mit-
héreinheit und/oder die Anfrageeinheit derart ausgebil-
det, ein Alarmsignal zu erkennen und sich daraufhin selb-
sténdig neu zu starten oder die Auswerteeinheit derart
ausgebildet ist, nach Erkennen des Alarmsignals eine
Weitergabe oder ein Auslesen der mitgehérten Daten zu
blockieren. In einer Variante der Vorrichtung ist die Aus-
werteeinheit derart ausgebildet, mitgehdrte Daten abzu-
speichern, eine Uberpriifung der Daten durchzufiihren
und erst nach einer erfolgreichen Uberpriifung die Daten
an eine Diagnoseeinrichtung zu Gibermitteln. In einer wei-
teren Variante der erfindungsgemafRen Vorrichtung ist
die Auswerteeinheit derart ausgebildet, zu Gberprifen,
ob die mitgehérten Daten dem Anfrageprofil entsprechen
und/oder die mitgehdrten Daten eine glltige kryptogra-
phische Prifsumme aufweisen, und lediglich die erfolg-
reich Uberpriften Daten an die Diagnoseeinrichtung zu
ibermitteln oder bei einer nicht erfolgreichen Uberprii-
fung einen Ersatzwert oder eine Fehlernachricht an die
Diagnoseeinrichtung zu Gbermitteln.

[0009] Um auch kryptographisch geschiitzte, in einem
ersten Netzwerk Ubertragene Daten in ein weniger siche-
res zweites Netzwerk zu tGbertragen und dort auswerten
zu konnen, ist in Weiterbildung hierzu aus der DE 10
2015 200 279 A1 eine Vorrichtung zur Durchfiihrung ei-
ner kryptographisch geschiitzten Kommunikation sowie
ein Verfahren zur riickwirkungsfreien Erfassung von Da-
ten, die zwischen Vorrichtungen in einem ersten Netz-
werk kryptographisch geschitzt Gibertragen werden und
durch die Einwegtubertragungseinrichtungin einem zwei-
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ten Netzwerk mitgehort werden, bekannt. Das Verfahren
weist als Verfahrensschritte ein Aushandeln von mindes-
tens einem kryptographischen Parameter zwischen den
kommunizierenden Vorrichtungen im ersten Netzwerk
zur Verwendung in einer nachfolgenden Kommunikation
auf. Im nachsten Verfahrensschritt wird eine Ubertra-
gungsstruktur in mindestens einer der Vorrichtungen, in
der zumindest teilweise die ausgehandelten kryptogra-
phischen Parameter enthalten sind, erzeugt und inner-
halb des ersten Netzwerks Gbertragen. Im darauffolgen-
den Verfahrensschritt wird die Ubertragungsdatenstruk-
tur durch eine Einweguibertragungseinrichtung mitgehort
und in das zweite Netzwerk Gbermittelt. In einem vorteil-
haften Ausfiihrungsbeispiel des Verfahrens wird die
Ubertragungsdatenstruktur durch einen konfigurierba-
ren kryptographischen Ubertragungsschliissel ge-
schutzt ibertragen. Dies stelltinsbesondere sicher, dass
die kryptographischen Parameter ausschlieR3lich von ei-
nem Berechtigten, mit dem der Ubertragungsschliissel
vereinbart wurde, ausgelesen werden kdnnen. Die beim
Gegenstand der DE 10 2015 200 279 A1 vorgesehene
Vorrichtung zur Durchfiihrung einer kryptographisch ge-
schutzten Kommunikation umfasst eine Aushandlungs-
einheit, die derart ausgebildet ist, kryptographische Pa-
rameter zur Durchfiihrung einer kryptographisch ge-
schitzten Kommunikation mit einem Kommunikations-
partner auszuhandeln. Die Vorrichtung umfasst weiter-
hin eine Erzeugungseinheit, die derart ausgebildet ist,
eine Ubertragungsdatenstruktur zu erzeugen, in der zu-
mindest teilweise die ausgehandelten kryptographi-
schen Parameter enthalten sind, und diese in das erste
Netzwerk zu Ubermitteln. Weiterhin kann die Vorrichtung
eine Erzeugungseinrichtung aufweisen, welche einen
konfigurierbaren  kryptographischen  Ubertragungs-
schliissel erzeugt und derart ausgebildet ist, die Uber-
tragungsdatenstruktur durch den kryptographischen
Ubertragungsschliissel geschiitzt in das erste Netzwerk
auszugeben. Damit ist sichergestellt, dass nur Berech-
tigte die Ubertragungsdatenstruktur auswerten und zur
Entschliisselung der im ersten Netzwerk Ubertragenen
Daten verwenden kénnen. Damit kann auch konfiguriert
werden, wer welche Nachrichten auswerten kann. So
kénnen beispielsweise kryptographische Parameter fir
Steuerungsnachrichten durch einen ersten kryptographi-
schen Ubertragungsschliissel verschliisselt werden und
beispielsweise kryptographische Parameter fir die Ver-
schliisselung von Diagnosedaten durch einen zweiten
Ubertragungsschliissel, verschliisselt werden. Ist der
erste Ubertragungsschliissel nur der Auswerteeinheit
bekannt, so kann die erste Einweglbertragungseinheit
zwar die Steuerungsnachrichten, nicht aber die Diagno-
sedaten entschlisseln. Weiterhin kann eine Mithdrein-
heit vorgesehen werden, die derart ausgebildet ist, kryp-
tographische Parameter zwischen Vorrichtungen in ei-
nem ersten Netz mitzuhéren und eine Speichereinheit,
die derart ausgebildet ist, die kryptographischen Para-
meter zu speichern und in ein zweites Netz zu Gbermit-
teln. Die Einwegubertragungseinrichtung kann eine Ent-
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schliisselungseinheit aufweisen, die derart ausgebildet
ist, aus dem ersten Netzwerk (bertragene kryptogra-
phisch geschitzte Daten mit Hilfe der kryptographischen
Parameter zu entschliisseln. Weiterhin kann die Ent-
schlisselungseinrichtung derart ausgebildet sein, dass
nur erfolgreich kryptographisch geprifte mitgehérte Da-
ten in das zweite Netzwerk weitergeleitet werden.
[0010] Weiterhin ist aus der DE 2017 104 912 A1 ein
Verfahren zum Parametrieren eines Feldgerats der Au-
tomatisierungstechnik bekannt, welches mit einem Ser-
ver Uiber ein erstes Kommunikationsnetzwerk in Kommu-
nikationsverbindung steht. Um auf einfach Artund Weise
eine Inbetriebnahme beziehungsweise Instandhaltung
eines Feldgerats zu ermdglichen, weist das Verfahren
folgende Verfahrensschritte auf:

- Initiieren des Verfahrens durch Ubermitteln eines
Befehls zum Parametrieren oder zum Vornehmen
von Anderungen der Parameterwerte des Feldge-
rats an den Server;

- Ubermitteln einer Identifikationsinformation des
Feldgerats an den Server;

- Ermitteln eines auf dem Server gespeicherten digi-
talen Abbilds des Feldgerats anhand der Gibermittel-
ten Identifikationsinformation, welches digitale Ab-
bild Informationen tiber das Feldgerat, insbesondere
Konfigurationseinstellungen des Feldgerats, sowie
messstellenrelevante Informationen, enthalt, sowie
derart ausgestaltetist, das Verhalten des Feldgerats
simuliert, bzw. emuliert, wiederzugeben;

- Erstellen und Vorschlagen zumindest eines Para-
metersatzes fir das Feldgerat anhand der auf dem
Server enthaltenen Informationen tber das Feldge-
rat mittels einer auf dem Server ausgefiihrten An-
wendungsapplikation;

- Auswahl und Bestatigen des vorgeschlagenen Pa-
rametersatzes durch einen Bediener; und

- Ubermitteln des bestatigten Parametersatzes an
das Feldgerat und Parametrieren des Feldgerats mit
dem Ubermittelten Parametersatz.

[0011] Weiterhin ist vorgesehen, dass die Informatio-
nen uber das Feldgerat beim Bestellvorgang des Feld-
gerats auf den Server geladen werden und das digitale
Abbild erstellt wird, und wobei jede Anderung der Konfi-
gurationseinstellungen und der messstellenrelevanten
Informationen an den Server zur Aktualisierung des di-
gitalen Abbilds Gibermittelt werden. Jede Anderung des
physischen Feldgerats wahrend dessen Lebenszeit ver-
ursacht somit dieselbe Anderung am digitalen Abbild des
Feldgerats. Das Feldgerat und dessen digitales Abbild
sind daher zu jedem Zeitpunkt aquivalent. Weiterhin ist
vorgesehen, dass die Anwendungsapplikation das Ab-
bild des Feldgerats mit weiteren digitalen Abbildern von
typengleichen Feldgeraten, oder von Feldgeraten, wel-
che in dhnlichen Messstellen eingesetzt sind, vergleicht
und das Resultat des Vergleichs in das Erstellen des
Parametersatzes miteinflieBen lasst. Auf diese Art und
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Weise lassen sich in dhnlichen Applikationen bewahrte
Parametersatze wieder verwenden. Beispielsweise
kann geprift werden, ob typengleiche Feldgerate in ahn-
lichen Applikationen eingesetzt werden. Durch Uberprii-
fung deren Historie kann ermittelt werden, ob ein Para-
metersatz haufig geandert wurde, was indirekt Rick-
schlisse auf die Qualitat der einzelnen Parametersatze
erlaubt. Es kann dann vorgesehen sein, nur Parameter-
satze, die langer als einen bestimmten festgelegten Zeit-
raum benutzt werden zu beriicksichtigen. Schlieflich ist
auch vorgesehen das Feldbusnetzwerk, bzw. die in dem
Feldbusnetzwerk enthaltenen Komponenten (beispiels-
weise Ubergeordnete Einheiten, Gateways, Remote
I/Os, etc.) digitale Abbilder auf dem Server aufweisen.
Somit ist es mdglich, das erfindungsgemafie Verfahren
auch zur Konfiguration/Parametrierung, Inbetriebnahme
und Instandhaltung des Feldbusnetzwerks, bzw. der
Komponenten des Feldbusnetzwerks, zu verwenden.
Hierzu istin der Anlage zumindest ein sogenanntes Edge
Device vorgesehen, welches mit dem Feldbus verbun-
den ist und welches relevante Informationen uber die
Feldgerate durch Mithéren des Datenverkehrs des Feld-
bus oder durch Stellen aktiver Anfragen an die Feldge-
rate loggt. Das Edge Device ist mit dem ersten Kommu-
nikationsnetzwerk verbunden und {ibermittelt die Ande-
rungen an einem Feldgerat an den Server, welcher das
jeweilige dazugehorige digitale Abbild aktualisiert. Der
Serveristinsbesondere Uber das Internet erreichbar und
ist bevorzugt als Cloud Computing Plattform ausgestal-
tet. Jede Anderung am physischen Feldgerat wird direkt
mit dem jeweiligen digitalen Abbild synchronisiert, so
dass dieses jederzeit identisch zu dem physischen Feld-
gerat ist.

[0012] Um auf Seiten einer Rahmenapplikation eine
bessere Ubersicht (iber ein Feldbusnetzwerk und dessen
Komponenten zu ermdglichen, ist aus der DE 10 2016
120 972 A1 eine Rahmenapplikation flir eine Geratezu-
griffssoftware bekannt. Die Rahmenapplikation ist auf ei-
nem Host installierbar, wobei in die Rahmenapplikation
mindestens ein Treiber einbindbar ist, der flir einen Zu-
griff auf eine zugehdrige Feldbuskomponente eines
Feldbusnetzwerks ausgelegt ist. Die Rahmenapplikation
weist zu jedem eingebundenen Treiber mindestens eine
Standardschnittstelle auf, tber die ein Datenaustausch
zwischen dem Treiber und der Rahmenapplikation erfol-
gen kann. Die Rahmenapplikation weist zu zumindest
einigen der eingebundenen Treiber zusatzlich zu der
mindestens einen Standardschnittstelle eine oder meh-
rere proprietdre Schnittstellen auf, Gber die ein Daten-
austausch zwischen demjeweiligen Treiber und der Rah-
menapplikation erfolgen kann, wobei Informationen zu
Zusatzfunktionalitaten, die von dem Treiber oder einer
zugehodrigen Feldbuskomponente unterstiitzt werden,
Uber zumindest eine der proprietaren Schnittstellen von
dem Treiber zur Rahmenapplikation Gbermittelbar sind.
Zwischen der Rahmenapplikation und zumindest einigen
der eingebundenen Treiber sind zusatzlich zur mindes-
tens einen Standardschnittstelle eine oder mehrere pro-
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prietdre Schnittstellen vorgesehen. Beispielsweise ist
das Zusammenfiihren von Informationen zu Zusatzfunk-
tionalitaten auf Seiten der Rahmenapplikation insbeson-
dere dann von Vorteil, wenn die Rahmenapplikation mit
einer Cloud verbindbar ist. Die Informationen zu unter-
stltzten Zusatzfunktionalitidten konnen beispielsweise
zusammen mit anderen Daten in die Cloud hochgeladen
werden, so dass von der Cloud aus eine Gesamtiber-
sicht Uber das System verfligbar ist. Von der Cloud aus
kann dann beispielsweise auch eine Freischaltung zu-
satzlicher Funktionalitaten erfolgen. Dadurch kann die
zeitaufwandige Freischaltung von Zusatzfunktionalitaten
vor Ort, also am Ort des Feldgerats, durch eine Freischal-
tung von der Cloud aus ersetzt werden. Um die verschie-
denen Komponenten des Feldbusnetzwerks korrekt an-
sprechen zu kdnnen, bendtigt die Geratezugriffssoftware
Informationen Giber die Eigenschaften und Parameter der
Feldgerate, Gateways, Remote 1/Os etc. des Feldbus-
netzwerks. Diese Informationen werden von den Herstel-
lern der unterschiedlichen Geréate in der Regel in Form
von Geratebeschreibungsdateien oder Geratetreibern
zur Verfiigung gestellt. Zur Geratebeschreibung fir den
azyklischen Datenaustausch werden bei den Feldbus-
protokollen Profibus-DP, Profibus-PA, Fieldbus Founda-
tion und HART Geratebeschreibungen gemaf den Stan-
dards DTM (Device Type Manager), DD (Device Descrip-
tion), EDD (Enhanced Device Description) sowie FDI De-
vice Packages verwendet. Insbesondere bei den Stan-
dards EDD und DTM werden zusatzlich zu Geratepara-
metern, Geratefunktionalitdt und Adressraumbelegung
auch Grafikfeatures und grafische Benutzeroberflachen
spezifiziert, die die Parametrierung und Konfigurierung
des jeweiligen Feldgeréats erleichtern sollen. Zur Erzeu-
gung dieser grafischen Oberflachen sind im Standard
EDD spezielle Grafikbefehle vorgesehen, die nach Art
einer Interpreter-Sprache abgearbeitet werden. Im Stan-
dard FDT/DTM werden die DTMs (Device Type Mana-
ger) in Form von dynamisch ladbaren Bibliotheken
(DLLs) oder in Form von ausfiihrbaren Dateien (Exe-
cutables) zur Verfigung gestellt. Ein DTM umfasst auch
die genannten Grafikfeatures. Die verschiedenen DTMs
zu den verschiedenen Komponenten des Feldbusnetz-
werks werden in eine gemeinsame FDT-Rahmenappli-
kation eingebunden, wobei FDT fur "Field Device Tool"
steht. Dadurch wird eine gemeinsame Rahmenapplika-
tion zur Verfigung gestellt, in die die DTMs zu verschie-
denen Geraten und von unterschiedlichen Herstellern
eingebunden werden kénnen. Der FDT-Standard wird in
den nachsten Jahren zunehmend durch den Standard
FDI Device Packages erganzt und spater eventuell er-
setzt. Neben den bisher diskutierten Feldbusprotokollen
Profibus, Fieldbus Foundation und HART gewinnen die
sogenannten Industrial Ethernet-Protokolle an Bedeu-
tung, zu denen u.a. die Feldbusprotokolle EtherNet/IP,
ProfiNet und EtherCAT gehdren. Beim Feldbusprotokoll
EtherNet/IP ist eine Geratebeschreibungsdatei entspre-
chend dem Standard EDS (Electronic Data Sheet) zur
Beschreibung sowohl des zyklischen als auch des azy-
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klischen Datenaustauschs vorgesehen. Eine erste mog-
liche Zusatzfunktionalitét, die gegen Bezahlung freige-
schaltet werden kann, ist die Konnektivitat zur Cloud, die
auch als "Internet of Things", abgekiirzt IoT, bezeichnet
wird. Diese Funktionalitdt ermdglicht es, Daten von ei-
nem DTM aus Uber die FDT-Rahmenapplikation in die
Cloud hochzuladen. Dort kdnne die Daten archiviert und
mit anderen Daten verkniipft werden. Beispielsweise ist
es moglich, Daten zur Durchflussmessung in die Cloud
hochzuladen und als Basis fiir Nachbestellungen und La-
gerhaltung zu verwenden. Die Nutzung der loT-Konnek-
tivitat wird auf Seiten des DTM freigeschaltet. Eine wei-
tere freischaltbare Zusatzfunktionalitat ist die Fahigkeit
zur Durchfihrung von Geréatefunktionsprifungen und
Selbsttests.

[0013] SchlieRlich ist aus der DE 10 2016 215 742 A1
ein Gateway und ein Verfahren zur Anbindung eines Da-
tenquellensystems an ein IT-System bekannt, wobei das
Gateway eine echtzeitfahige Middleware und eine nicht-
echtzeitfahige Middleware auf einem gemeinsamen Be-
triebssystem aufweist. Dabei wird auf der nicht-echtzeit-
fahigen Middleware eine Anwendung zum Kommunizie-
ren Uber ein Netzwerkprotokoll, beispielsweise TCP/IP,
OPC-UA oder http(s), ausgefiihrt und die nicht-echtzeit-
fahige Middleware umfasst ein Framework. Echtzeitfahig
bedeutet dabei, dass einzelne Rechenschritte innerhalb
definierter Zeitspannen abgeschlossen sind. In echtzeit-
fahigen Umgebungen kann garantiert werden, dass ein
Rechenergebnis rechtzeitig vorliegt, so dass insbeson-
dere in Industriemaschinen die Bewegungen unter-
schiedlicher Aggregate auch synchron ablaufen. Beim
Gegenstand der DE 10 2016 215 742 A1 werden Daten-
quellensysteme aufweisend wenigstens eine Datenquel-
le, wie z.B. eine Recheneinheit (z.B. speicherprogram-
mierbare Steuerung (SPS), numerischen Steuerung
(NC) oder CNC-Steuerung (Computerized Numerical
Control)) oder einen Sensor, insbesondere bereits exis-
tierende, auf besonders einfache Weise "internetfahig"
gemacht. Es handelt sich dabei um einen skalierbaren
Ansatz, um Bestandsmaschinen ohne Programmierung
nur mittels webbasierter Konfiguration nachzuriisten. Die
Lésung bietet eine modulare Erweiterbarkeit um weitere
Sensoren, Logiken und Provider und eine automatische
Bereitstellung der dazugehdrigen webbasierten Oberfla-
chen. Vorhandene SPS des Datenquellensystems kon-
nen Uber das Gateway als zusatzliche Komponente an
das Datenquellensystem angebunden wird. Dies ermég-
licht eine einfache nachtragliche Anbindung, ohne ein
bereits vorhandenes Datenquellensystem zu verandern.
SPS-Funktionalitdten mussen in diesem Fall nicht auf
dem Gateway vorhanden sein, kénnen jedoch zusatzlich
vorgesehen sein, um etwaige weitere Komponenten fiir
das Datenquellensystem direkt an das Gateway anzu-
binden. Bei ganzlich neu zu installierenden Datenquel-
lensystemen kann das Gateway zudem von Anfang an
als SPS verwendet werden, so dass hier initial eine An-
bindung des Datenquellensystems an das IT-System be-
reitgestellt werden kann.
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[0014] Moderne Prozessleitsysteme mit Feldbus-In-
terfaces kénnen eine grol3e Anzahl von Feldgeraten un-
terschiedlicher Hersteller, die an die Prozessleitsysteme
angeschlossen sind, miteinander vernetzen. Diese Feld-
gerate entsprechen zwar meist einer Feldbus-Norm, wei-
sen aber dennoch meistens nur geringfligige Unterschie-
de auf, welche in der Systemkonfiguration berticksichtigt
werden missen. Je komplexer das Gesamtsystem wird,
desto groRer ist die Wahrscheinlichkeit, dass es zu Fehl-
funktionen kommt. Als Reaktion auf eine Fehlfunktion
kann eine Fehleranalyse durchgefiihrt werden, wobei es
Ziel dieser Fehleranalyse ist, die Fehlerursache zu ent-
decken und zu beheben. Hierbei ist es oft unerlasslich,
die Daten, die zwischen Feldgerat und Leitsystem aus-
getauscht werden, direkt auf der Feldbusleitung aufzu-
zeichnen. Zum Aufzeichnen dieser Daten werden soge-
nannte Busmonitore verwendet. Diese relativ teuren
Busmonitore sind kommerziell von verschiedenen Her-
stellern erhaltlich. Aufgrund ihrer Komplexitat kdnnen die
Busmonitore meist nur von geschulten Benutzern be-
dient werden, wodurch zusatzliche Kosten verursacht
werden. Die Installation und Inbetriebnahme eines der-
artigen Busmonitors gestaltet sich oft als duBerst zeitin-
tensiv. Ein weiterer Nachteil der Busmonitore nach dem
Stand der Technik ist, dass das Prozessleitsystem wah-
rend dieser Zeit auRer Betrieb genommen werden muss.
AuBerdem missen die Busmonitore direkt im Feld instal-
liert werden, da ein direkter Feldbusanschluss notwendig
ist, und sie weisen meist nicht die Moglichkeit einer Fern-
diagnose auf. Insbesondere die Ferndiagnose aber ist
ein wichtiges Instrument zur Einsparung von Personal-
und Transportaufwand. Um eine Vorrichtung zur Fehler-
analyse von Systemen, insbesondere von Feldbussys-
temen, die ein Interface zu einem seriellen Bussystem
aufweisen, bereitzustellen, das sich durch eine Vermin-
derung des Hardware-Aufwands und eine schnellere Di-
agnosemaoglichkeit gepaart mit einfacherer Bedienbar-
keit auszeichnet und bei der die Mdglichkeit der Ferndi-
agnose besteht und ein Herunterfahren der Anlage, wie
es bei Installation eines Busmonitors nach dem Stand
der Technik notwendig ist, zu vermeiden, ist aus der DE
102 52 278 A1 ein sogenannter systemintegrierter Bus-
monitor bekannt. Der systemintegrierte Busmonitor ist
derart ausgelegt, dass ein Betrieb in einem Feldbus-In-
terface maoglich ist, wobei die Aufzeichnungen der auf
dem Feldbus Ubertragenen Daten durch mindestens ei-
nes der an den Feldbus angeschlossenen Feldbus-In-
terfaces erfolgt. In einer bevorzugten Ausfiihrungsform
ist mindestens ein Feldbus-Interface bereits redundant
im System vorhanden. Somit muss diese Hardwarekom-
ponente nicht extra installiert werden. Vielmehr wird auf
eine bestehende, angeschlossene Komponente zuriick-
gegriffen, wodurch der Inbetriebsetzungsaufwand deut-
lich herabgesetzt wird. Dieses zusatzliche, redundante
Feldbus-Interface wird in einem Monitormodus betrie-
ben. Wenn fiir das Feldbus-Interface, wie in einer ande-
ren Ausfihrungsform, ein ASIC ("Application Specific In-
tergrated Circuit" oder "Anwendungsspezifische inte-
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grierte Schaltung") verwendet wird, muss dieses ASIC
Uber einen Monitormodus verfiigen. Das Feldgerat kom-
muniziert mit einem Prozessleitsystem, welches Uber
das Profibus-Interface mit einem Profibus-ASIC ASP2
angeschlossen ist. Insbesondere lauft der systeminte-
grierte Busmonitor in dem redundanten Profibus-Inter-
face mit dem Profibus-ASIC ASPC2, welches im Moni-
tormodus betrieben wird und welches die Daten, die auf
dem Feldbus Ubertragen werden, liest. Mittels einer Auf-
zeichnungssoftware werden Daten, die auf dem Feldbus
Ubertragen werden, in einem Speicher hinterlegt. Der
Speicher des Profibus-Interfaces kann jedoch nur eine
begrenzte Datenmenge speichern. Daher erméglicht ei-
ne Aufzeichnungssoftware die Filterung der Daten vor
dem Hinterlegen im Speicher, wodurch die aufgezeich-
nete Datenmenge deutlich reduziert wird. Der Monitor-
modus des Profibus ASIC ASPC2 unterstitzt das Filtern
von Daten, so dass die Datenfilterung auch direkt Gber
die ASIC erfolgen kann. Sobald die auf dem Feldbus
Ubertragenen und gefilterten Daten im Speicher hinter-
legt wurden, werden Mechanismen des Prozessleitsys-
tems genutzt, um diese Daten aus dem Speicher des
Profibus-Interfaces auszulesen. Nach dem Auslesen
wird ein Ferndiagnosemechanismus verwendet, um die-
se Daten dem Benutzer sichtbar zu machen. Dies kann
entweder unter Verwendung von Internet oder einer Te-
lefonleitung durch Verschicken der Daten per Email er-
folgen oder indem die Daten online mit einer Auswerte-
einheit in Gestalt eines herkdmmlichen PC mit installier-
ter Auswertesoftware angesehen werden. Diese Aus-
werteeinheit kann die ausgelesenen Datenstrome inter-
pretieren und/oder in eine menschenlesbare Form wan-
deln. Vorzugsweise ist der integrierte Busmonitor als
Profibus-Anwendung mit Web-Server im Controller rea-
lisiert. Das Auslesen und Filtern der auf dem Feldbus
Ubertragenen Daten und das Hinterlegen dieser Daten
im Speicher erfolgt wie vorstehend beschrieben. Nach
dem Auslesen wird der Ferndiagnosemechanismus ver-
wendet, um diese Daten dem Benutzer sichtbar zu ma-
chen. Hierfir ist direkt im passiven Controller ein Web-
Server mit Auswertesoftware integriert. Somitkénnen die
Daten direkt aus dem passiven Controller mit Hilfe eines
Internet-Browsers gelesen werden.

[0015] Weiterhin ist aus der DE 10 2016 107 491 A1
eine Verbindungseinheit fiir ein Automatisierungssys-
tem, ein Uberwachungssystem mit einer Verbindungs-
einheit fir ein Automatisierungssystem und ein Verfah-
ren zum Betreiben eines Automatisierungssystems be-
kannt. Die Steuereinheit des Automatisierungssystems
kann die Ein- und Ausgangsdaten nicht nur zum Zwecke
der Steuerung des Automatisierungsprozesses verar-
beiten, sondern auch aus dem Automatisierungssystem
an eine externe Dateninfrastruktur weiterleiten. Bei der
externen Dateninfrastruktur kann es sich um ein Rech-
nersystem handeln, welches als sogenannte "Cloud" da-
tenbezogene Dienste anbietet. Die datenbezogenen
Dienste kénnen eine Speicherung der Daten zur spate-
ren Verwendung oder eine Auswertung bzw. Analyse der
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Daten umfassen. Auf diese Weise kdnnen etwa ein En-
ergieverbrauch, eine Temperatur oder andere physika-
lische Parameter des Automatisierungssystems erfasst
werden. Um eine verbesserte Anbindung eines Automa-
tisierungssystems an eine externe Dateninfrastruktur zu
ermdglichen, istdie Verbindungseinheit als Feldgerat zur
Anordnung in einer Feldebene des Automatisierungs-
systems ausgebildet. Die Verbindungseinheit umfasst
ein Feldbusmodul, ein Netzwerkmodul und ein Schnitt-
stellenmodul. Das Feldbusmodul ist an einen Feldbus
anschlieBbar und dazu ausgebildet, die Prozessdaten
Uber den Feldbus mit einer Signaleinheit, die mit dem
Automatisierungsprozess Uber einen Feldanschluss in
Verbindung steht, auszutauschen. Das Netzwerkmodul
ist an ein externes Datennetzwerk anschlieBbar und da-
zu ausgebildet, die Prozessdaten liber das externe Da-
tennetzwerk mit der externen Dateninfrastruktur auszu-
tauschen. Das Schnittstellenmodul ist mitdem Netzwerk-
modul und dem Feldbusmodul fir einen Austausch der
Prozessdaten zwischen dem Feldbusmodul und dem
Netzwerkmodul verbunden und dazu ausgebildet, den
Austausch der Prozessdaten zwischen dem Netzwerk-
modul und der externen Dateninfrastruktur eigenstandig,
insbesondere den Austausch der Prozessdaten perio-
disch und/ oder bei Eintritt eines in der Verbindungsein-
heit hinterlegten Ereignisses zu veranlassen. Indem die
Verbindungseinheit den Austausch der Prozessdaten
mit der externen Dateninfrastruktur eigenstandig veran-
lasst, kann der Austausch der Prozessdaten, insbeson-
dere unabhangig von der Steuerung des Automatisie-
rungsprozesses erfolgen. Da die Verbindungseinheit als
Feldgerat ausgebildet ist, leitet die Verbindungseinheit
die Prozessdaten lediglich weiter, ohne sie zur Steue-
rung des Automatisierungsprozesses logisch zu ver-
knipfen. Weiterhin kann das Feldbusmodul der Verbin-
dungseinheit ein Konfigurationsmodul umfassen, wel-
ches dazu ausgebildet ist, eine Abfrage der an den Feld-
bus angeschlossenen Signaleinheit zu veranlassen und
Konfigurationsdaten die Signaleinheit betreffend zur Ver-
fugung zu stellen. Dies erlaubt vorteilhafterweise eine
automatisierte Abfrage und Bereitstellung der Konfigu-
rationsdaten durch die Verbindungseinheit. Weiterhin
kann die Verbindungseinheit ein Servermodul aufwei-
sen, welches mit dem Netzwerkmodul verbunden und
dazu ausgebildet ist, einem Zugriffsmodul eines mit dem
Netzwerkmodul Uber das externe Datennetzwerk ver-
bundenen externen Rechners Konfigurationsdaten der
Verbindungseinheit zur Verfligung zu stellen. Die Ver-
bindungseinheit ist dazu ausgebildet, das Feldbusmodul
und/oder den Feldbus und/oder die Signaleinheit
und/oder das Schnittstellenmodul auf Grundlage der
Konfigurationsdaten zu konfigurieren. Weiterhin kann die
Verbindungseinheit ein Konvertierungsmodul aufwei-
sen, welches dazu ausgebildet ist, die Prozessdaten zwi-
schen dem Feldbusdatenformat und dem Netzwerkda-
tenformat zu konvertieren. In Weiterbildung der Verbin-
dungseinheit weist diese ein Speichermodul auf, wel-
ches dazu ausgebildet ist, die Prozessdaten nach einem
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Empfang tber den Feldbus und vor einem Versenden
Uber das externe Datennetzwerk zwischen zu speichern.
Hierzu umfasst das Schnittstellenmodul ein Sendemodul
und ein Empfangsmodul. Indem die Verbindungseinheit
den Austausch der Prozessdaten mittels des Offnens
des Sendekanals bzw. des Empfangskanals veranlasst,
kann ein eigenstandiger Austausch der Prozessdaten
zwischen der Verbindungseinheit und der externen Da-
teninfrastruktur realisiert werden. Ein Austausch der Pro-
zessdaten Uber Netzwerknachrichten ermdglicht einen
plattformunabhangigen und zeitlich entkoppelten Aus-
tausch der Prozessdaten zwischen der Verbindungsein-
heit und der externen Dateninfrastruktur.

[0016] Weiterhin ist aus der DE 102014 104 916 A1
eine Vorrichtung zur Sicherstellung einer fehlerfreien Da-
tenkommunikation zwischen zumindest zwei elektroni-
schen Komponenten eines Feldgerats der Automatisie-
rungstechnik bekannt. Um die Zuverlassigkeit eines
Feldgerats zu erh6hen, weist die Vorrichtung mindestens
einen Mikrocontroller oder mindestens einen Mikropro-
zessor mit einem Busmonitor auf, der die Datenkommu-
nikation auf zumindest einer Datenleitung iberwachtund
so ausgestaltet ist, dass er einen Fehler oder ein vorge-
gebenes Ereignis erkennt. Weiterhin weist die Vorrich-
tung einen Datenlogger auf, der im Falle des Auftretens
eines Fehlers oder eines vorgegebenen Ereignisses Da-
ten des zumindest einen Mikrocontrollers oder Mikropro-
zessors, die in einem definierten Zeitbereich um das Auf-
treten des Fehlers oder des vorgegebenen Ereignisses
liegen, abfragt und aufzeichnet. Weiterhin ist eine Spei-
chereinheit vorgesehen, die den aufgetretenen Fehler
und die zeitlich korrelierenden Daten des Mikrocontrol-
lers oder Mikroprozessors vorhalt, wobei der aufgetrete-
ne Fehler und die zeitlich korrelierenden Daten des zu-
mindest einen Mikrocontrollers oder Mikroprozessors In-
formation Uber die Ursache des aufgetretenen Fehlers
beinhalten. Daher ist es moglich, einen auf einer Daten-
leitung auftretenden Fehler unmittelbar mit einem ent-
sprechenden problematischen Programmpunkt in der
Software eines Mikrocontrollers oder Mikroprozessors
zu korrelieren. Nachfolgend lasst sich der Fehler in der
Software des Mikrocontrollers oder Mikroprozessors
dann gezielt beheben. Bevorzugt wird die Vorrichtung
gemal der DE 10 2014 104 916 A1 wahrend der Ent-
wicklungsphase und/oder Testphase des Feldgerats ge-
nutzt. Weiterhin kann die Vorrichtung eine Testeinheit
aufweisen, die auf der zumindest einen Datenleitung ei-
nen Fehler oder ein Ereignis auslést und welche die zeit-
lich mit dem Auftreten des Fehlers oder des Ereignisses
korrelierenden Daten des Mikrocontrollers oder des Mi-
kroprozessors als Reaktion des Mikrocontrollers oder
des Mikroprozessors auf den Fehler oder auf das Ereig-
nis aufzeichnet. Bei dieser Weiterbildung wird also ge-
zielt ein Fehler provoziert, um zu Uberpriifen, wie der
Mikrocontroller oder Mikroprozessor auf den Fehler re-
agiert. Daruiber hinaus generiert die Testeinheit zumin-
dest in dem Fall eine Meldung, wenn die Reaktion des
Mikrocontrollers oder Mikroprozessors auf den Fehler
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oder das Ereignis nicht mit der vorhersagbaren Reaktion
des Mikrocontrollers oder Mikroprozessors (Uberein-
stimmt.

[0017] Weiterhin ist aus der DE 10 2005 063 053 A1
ein Verfahren zur Anlageniiberwachung mit einem Feld-
bus der Prozessautomatisierungstechnik, iber den meh-
rere Feldgerate mit einer Prozesssteuereinheit und einer
Anlageniberwachungseinheit kommunizieren, bekannt.
Um ein Verfahren anzugeben, das ein mdglichst hohes
MaR von Unabhangigkeit von der Prozesssteuerung auf-
weist und trotzdem auf Diagnoseereignisse moglichst
rasch reagiert ist diese durch folgende Verfahrensschrit-
te gekennzeichnet:

A. Abhdren des regelmaRigen Datenverkehrs auf
dem Feldbus, der zur Prozesssteuerung dient, durch
die Anlageniberwachungseinheit,

B. Prifung der Telegramme des regelméafigen Da-
tenverkehrs auf Informationen, die auf ein Diagno-
seereignis bei einem der Feldgerate hinweisen, und
C. Falls ein Telegramm mit einem Hinweis auf eine
Diagnoseereignis festgestellt wird, werden von der
Anlageniiberwachungseinheit weitere Diagnosein-
formationen vom dem betreffenden Feldgerat ange-
fordert.

[0018] Hierzuistein Gateway vorgesehen, welchesals
Anlageniiberwachungseinheit den regelmaRigen Daten-
verkehr aufdem Feldbus abhort. Dieser regelmaige (zy-
klische) Datenverkehr dient im Wesentlichen zur Pro-
zesssteuerung. Im Gateway erfolgt eine Priifung dieses
Datenverkehrs auf Informationen, die auf das Eintreten
eines Diagnoseereignisses bei einem der F eldgerate
hinweisen. Dabei werden die einzelnen Telegramme des
regelmafRigen Datenverkehrs dahingehend analysiert,
ob ein Antworttelegramm eines Slaves mit hoher Prioritat
Ubertragen wird. Falls ein Telegramm eines Slaves mit
einem Hinweis aufeine Diagnose ereignisses festgestellt
wird, fordert das Gateway weitere Diagnoseinformatio-
nen von dem betreffenden Feldgerat an. Der wesentliche
Vorteil dieses Verfahren besteht darin, dass ein im Gate-
way vorgesehenen Asset-Management-System nichtre-
gelmaRig jedes einzelne Feldgerate nach Diagnosein-
formationen abfragen muss (azyklischer Verkehr), son-
dern nur wenn ein konkreter Hinweise auf eine Stérung
vorliegt.

[0019] Weiterhin ist aus der US 2008/0075012 A1 ein
tragbarer eigensicherer Feldbuskommunikator bekannt.
Dabei wird von einem Feldbuskommunikator ausgegan-
gen, welcher unter der Bezeichnung 375 Field Kommu-
nikator, von Fisher-Rosemount Systems, Inc., Austin,
Texas, USA vertrieben wird. Das Modell 375 ist ein ei-
gensicheres Handfeldwartungswerkzeug, das die Kom-
munikation mit Feldgeraten von mindestens zwei ver-
schiedenen Prozesskommunikationsprotokollen unter-
stutzt. Insbesondere ist das Modell 375 so ausgelegt,
dass es HART ®-und FOUNDATION ™-Feldbusvorrich-
tungen von vielen Herstellern unterstiitzt. Dartiber hin-
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aus kann das Modell 375 verwendet werden, um eine
Diagnose fiir ein wirksames Starten und eine Fehlerbe-
hebung zur effektiven Inbetriebnahme und Fehlersuche
von Foundation-Feldbussegmenten durchgefiihrt wer-
den. Der Feldbuskommunikator kann Gleichspannung
und mittleres Rauschen im Netz diagnostizieren, Strom-
versorgungsprobleme erkennen, indem er niederfre-
quentes Rauschen Gberwacht und fehlerhafte Abschlis-
se lokalisieren. Stromversorgungsprobleme kénnen er-
kannt werden, indem niederfrequentes Rauschen auf ei-
nem Segment Uberwacht wird und fehlerhafte Terminie-
rungen und fehlerhafte Feldbusgerate kénnen diagnos-
tiziert werden, indem der Kommunikationssignalpegel
beobachtet wird. In Situationen, in denen eine fehlerhafte
Vorrichtung mit einem geeigneten Kommunikationssig-
nalpegel kommuniziert, aber die Kommunikationen
selbst fehlerhaft sind, kann die Diagnose von tragbaren
Feldbuskommunikatoren des Standes der Technik nicht
ausreichen. In solchen Fallen werden relativ gréf3ere und
potentiell nicht eigensichere Vorrichtungen wie Compu-
ter mit geeigneten Hardware-Anpassungen verwendet,
um eine Kommunikation auf der Prozessschleife im We-
sentlichen zu erfassen, und um einem Techniker es zu
ermoglichen, die Kommunikationsfehler zu diagnostizie-
ren. Typischerweise sind solche Computer oder Steuer-
systeme von den Feldgeraten in einem Steuerraum ent-
fernt angeordnet. Wenn dementsprechend eine Ande-
rung an einem Feldbusgeratim Feld vorgenommen wird,
muss der Techniker - um einen Kommunikationsfehler
zu adressieren - in den Steuerraum zurtickkehren, um
die Buslberwachungsfunktionalitat in dem Steuersys-
tem aufzurufen oder anderweitig einzuriicken, um die
Kommunikation des betroffenen Feldbusgerats zu beo-
bachten. Im Einzelnen kann der tragbare eigensichere
Feldbuskommunikator gemaf der US 2008/0075012 A1
durch Hardware, Software oder eine Kombination davon
angepasst werden, um als ein Busmonitor zu fungieren.
Hierzu umfasst der Feldbuskommunikator vorzugsweise
drei Kommunikationsanschlisse um zu ermdglichen,
dass Kommunikationsschleifen und/odervorrichtungen
gemal mindestens zwei Standardprotokollen der Pro-
zessindustrie verarbeitetwerden. Wenn zum Beispiel der
Feldbuskommunikator mit einer Schleife eines ersten
Prozessindustriestandardprotokolls gekoppelt werden
soll, wird eine solche Kopplung unter Verwendung eines
der Kommunikationsanschliisse und eines allen gemein-
samen Endgerats bewirkt. Dementsprechend wird die
Verbindung tber eine erste Medienzugriffseinheit herge-
stellt, die dazu konfiguriert ist, auf die Prozesskommuni-
kationsschleife gemal dem ersten Industriestandard-
protokoll zu interagieren. Zusatzlich wird, wenn der Feld-
buskommunikator mit einer Prozess-und Steuermess-
schleife gekoppelt werden soll, die gemaR einem zweiten
Industriestandardprotokoll arbeitet, eine solche Verbin-
dung Uber das gemeinsame Endgerat und einem der
Endgerate hergestellt. Somit wird eine solche Verbin-
dung uber eine zweite Medienzugriffseinheit bewirkt, die
dazu konfiguriert ist, auf die Prozesskommunikations-
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schleife gemal dem zweiten Industriestandardprotokoll
zu interagieren. Beide Medienzugriffseinheiten sind mit
einem Prozessor gekoppelt, welcher Daten von einer der
Medienzugriffseinheiten empfangt und diese Daten ent-
sprechend interpretiert. Der Prozessor istauch miteinem
Tastaturmodul und einem Anzeigemodul gekoppelt. Das
Tastaturmodul ist mit der Tastatur am Gehause des trag-
baren eigensicheren Feldbuskommunikators gekoppelt,
um verschiedene Tastatureingaben von einem Benutzer
zu empfangen. Das Anzeigemodul ist mit einer Anzeige
gekoppelt, um Daten und/oder eine Benutzerschnittstelle
bereitzustellen. Der tragbare eigensichere Feldbuskom-
munikator gemaf der US 2008/0075012 A1 umfasst vor-
zugsweise einen Infrarot-Datenzugriffsanschluss, ein
entfernbares Speichermodul und ein Erweiterungsspei-
chermodul. Der Infrarot-Datenzugriffsanschluss ist mit
dem Prozessor gekoppelt, um es dem Feldbuskommu-
nikator zu ermdglichen, Informationen zu und von einer
separaten Vorrichtung unter Verwendung von Infrarot-
Drahtloskommunikation zu tbertragen. Eine vorteilhafte
Verwendung des Infrarot-Datenzugriffsanschluss ist das
Ubertragen von Daten, die von der Vorrichtung Feldbus-
kommunikator erfasst werden, wenn dieser als ein Bus-
monitor verwendet wird. Als weitere drahtlose Kommu-
nikationsverfahren kann auch eine Funkfrequenzkom-
munikation, eine GPRS-Kommunikation, eine GSM-
Kommunikation, eine Wi-Fi-Kommunikation und/oder ei-
ne Bluetooth-Kommunikation benutzt werden.

[0020] Weiterhinistausder DE 102009046041 A1 eine
Anordnung zur Bedienung von Feldgeraten in der Auto-
matisierungstechnik mittels eines Konfigurier-/Manage-
mentsystems bekannt. In modernen Industrieanlagen
sind Feldgerate in der Regel Uber Bussysteme (Profi-
bus®, Foundation® Fieldbus, HART®, etc.) mitliberge-
ordneten Einheiten verbunden. Normalerweise handelt
es sich bei den Uibergeordneten Steuereinheiten um Leit-
systeme bzw. Steuereinheiten, wie beispielsweise SPS
(speicherprogrammierbare Steuerung) oder DCS (Dis-
tributed Control System). Die Ubergeordneten Einheiten
dienen unter anderem zur Prozesssteuerung, Prozess-
visualisierung, Prozessliberwachung sowie zur Inbe-
triebnahme der Feldgerate. PAM-Systeme (Plant Asset
Management zu Deutsch: Anlagen-Asset-Management)
werden in der Regel durch den Anlagenbetreiber geflhrt.
Ublicherweise sind sie separat von der (ibergeordneten
Steuereinheit, die zur Prozesssteuerung dient, ausgebil-
det und an ein tbergeordneten Anlagennetzwerk ange-
schlossen. Dadurch kann unter anderem die Erfassung
der Assets von mehreren Feldbus-Segmenten in einem
gemeinsamen PAM-System erfolgen. Problematisch
hierbeiist, dass das PAM-System mdéglichst zeitnah tiber
Anderungen an einem Feldbus, insbesondere (iber eine
Anderung der informationstechnisch an dem betreffen-
den Feldbus angeschlossenen Gerate, informiert wer-
den sollte. Um eine Anordnung bereitzustellen, durch
welche zumindest Informationen, welche das Netzwerk-
management des Feldbusses betreffen, moglichst aktu-
ell erfasst und an ein lbergeordnetes Konfigurier-/Ma-
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nagementsystem weitergeleitet werden weist die Anord-
nung gemaf der DE 102009046041 A1 ein Konfiguri-
er-/Managementsystems auf, das Uber eine Feldbuszu-
griffseinheit bzw. ein Feldbus-Interface auf die Feldge-
rate zugreift und mit den Feldgeraten im azyklischen Da-
tenverkehr kommuniziert. Die Feldgerate sind tiber einen
Feldbus mit einer Gbergeordneten in ein Anlagennetz-
werk integrierten Steuereinheit verbunden, wobei die
Kommunikation zwischen der lbergeordneten Steuer-
einheit und den Feldgeraten im zyklischen und im azyk-
lischen Datenverkehr erfolgt. Ein ausgewahltes, in den
Feldbus integriertes Feldgerat weist eine erweiterte
Funktionalitat auf, die es ihm ermdglicht, den zyklischen
und azyklischen Datenverkehr zwischen der tibergeord-
neten Steuereinheit und den Feldgeraten auf dem Bus-
system mitzuhdren, aufzuzeichnen und an das Konfigu-
rier-/Managementsystem weiterzuleiten. Bevorzugt han-
deltes sich beidem Konfigurier-/Managementsystemum
ein PAM-System, wie es zuvor bereits beschrieben wur-
de. Dem PAM-System werden die Informationen direkt
oder in aufbereiteter Form bereitgestellt. Eine unnétige
Belastung des Datenverkehrs auf dem Bussystem iber
die Feldbuszugriffseinheit wird hierdurch vermieden.
Auch ist keine Anderung an der Feldbuszugriffseinheit
erforderlich. Weiterhin ist es nunmehr auch méglich, Di-
agnosen in einem Bus-Segment durchzufiihren, das
Uber einen nicht transparenten Kommunikationsiber-
gang mit einem weiteren Bussystem verbunden ist. Han-
delt es sich beispielsweise um ein Fieldbus Foundation
H1 Feldgerat mit erweiterter Funktionalitat, so kann die-
ses bedarfsabhangig auch eine aktive Kommunikation
durchfilhren; es kann zusatzliche Informationen, die es
von einzelnen, an dem Feldbus angeschlossenen Feld-
geraten bendétigt, gezielt abfragen. Dabei kann das Feld-
gerat mit erweiterter Funktionalitat Informationen abfra-
gen, die im Rahmen der Prozesssteuerung von einer
Ubergeordneten Einheit nicht erhaltlich waren. Auf diese
Weise kdnnen durch das Feldgerat mit erweiterter Funk-
tionalitédt einem Konfigurier-/ Managementsystem, wie
beispielsweise einem PAM-System, zeitnah weiterge-
hende Informationen bereitgestellt werden, als dies
durch eine Ubergeordnete Einheit zur Prozesssteuerung
moglich ware. Beispielsweise werden durch die aktive
Kommunikation neben Informationen, die das Netzwerk-
management des Feldbusses betreffen, auch Diagnose-
informationen, etc. verfiigbar. Unter einem kontinuierli-
chen Abhéren bzw. der Durchfiihrung einer aktiven Kom-
munikation parallel zu dem Abhéren des Datenverkehrs
wird hierbei verstanden, dass das Feldgerat mit erwei-
terter Funktionalitat den Datenverkehr auf dem Bussys-
tem abhdrt, unabhangig davon, ob es selbst aktiv eine
Kommunikation durchflihrt. Folglich gelingt ein liickenlo-
ses Abhdren, ein sog. Listening samtlicher tber den
Feldbus Uibermittelter Telegramme. Technisch kann die-
se parallele Funktionalitat des Feldgerats mit erweiterter
Funktionalitat beispielsweise dadurch realisiert werden,
dass sich der mechanische Anschluss des Feldgerats,
Uber den dieses an dem Feldbus angeschlossen ist, in
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zwei Kanale aufzweigt, entlang derer die eingehenden
Telegramme geleitet werden. Der eine Kanal ist dabei
derart ausgebildet, dass die eingehenden Telegramme
alle, unabhangig davon, ob sie an das Feldgerat adres-
siert sind, weitergeleitet werden und dementsprechend
deren Inhalt in dem Feldgerat weiterverarbeitet werden
kann. Dadurch wird die kontinuierliche Abhor-Funktiona-
litdt bereitgestellt. Der andere Kanal ist demgegentber
derart ausgebildet, dass die eingehenden Telegramme
nur dann weitergeleitet werden, wenn sie an das Feld-
gerat mit erweiterter Funktionalitdt adressiert sind. Die-
ser Kanal wird dabei insbesondere fiir die Durchfihrung
einer aktiven Kommunikation (flir den Erhalt der Antwort-
Telegramme auf entsprechende Anfragen) benétigt. Bei-
spielsweise kann dieser andere Kanal dann, wenn das
Feldgerat keine aktive Kommunikation durchfiihrt, abge-
stellt werden. Bevorzugt erfolgt die Kommunikation bzw.
der Datenaustausch zwischen den Feldgeraten und dem
Konfigurier-/Managementsystem auf der Feldebene
Uber zumindest einen derin der Automatisierungstechnik
gebrauchlichen Feldbusse. Auf der Systemebene wer-
den bevorzugt Datenbusse mit hohen Ubertragungsra-
ten, wie High Speed Ethernet, Profibus DP oder Ethernet
eingesetzt. Die Kommunikation auf der Feldebene erfolgt
beispielsweise unter Nutzung des HART, Fieldbus Foun-
dation oder Profibus PA Protokolls. Die Umsetzung des
Protokolls auf der Feldebene auf das Protokoll auf der
Systemebene erfolgt mittels einer Umsetzereinheit, die
auch als Gateway bezeichnet wird. Werden sowohl ein
Feldbus und ein Anlagennetzwerk fur die Kommunikati-
on eingesetzt, so sind beide Bussysteme Uber eine Feld-
zugriffseinheit, z. B. FieldGate, miteinander gekoppelt.
[0021] SchlieRlichistaus der US 2011/0268112 A1 ein
Anschlussmodul fir eine fertige Anschlussvorrichtung
bekannt, wobei die Anschlussvorrichtung folgendes um-
fasst: eine Host-Leiterplatte und eine Anschlussbuchse,
die auf der Host-Leiterplatte montiert ist, ein Anschluss-
modul mit einer Leiterplatte, die vertikal auf einer Host-
Leiterplatte montierbar ist, und wobei das Anschlussmo-
dul so dimensioniert ist, dass es einer Riickseite der An-
schlussbuchse entspricht. Durch diese Konstruktion des
platzsparenden Anschlussmoduls wird die Standflache
des Anschlussmoduls auf der Leiterplatte reduziert und
die Effizienz der Nutzung des Innenvolumens der An-
schlussvorrichtung erhoéht.

[0022] Weiterer Stand der Technik ist in der US
2011/268112 A1 offenbart.

[0023] Wie die vorstehende Wirdigung des Standes
der Technik aufzeigt, sind unterschiedlich ausgestaltete
Schnittstellen/Gerate seit langem bekannt, wobei diese
fur den jeweiligen speziellen Anwendungsfall, insbeson-
dere auf dem Gebiet der Automatisierungstechnik aus-
gestaltet sind. Mit der Einfihrung von Industrie 4.0
kommt der Erfassung von Sensordaten eine wachsende
Bedeutung zu. In der Regel werden - wie die vorstehende
Wirdigung des Standes der Technik aufzeigt - Sensoren
(oder allgemein IO-Link Gerate) in der Anlage bzw. Ma-
schine an dezentrale Ein-/Ausgangskomponenten ange-
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schlossen, die diese mit der Steuerung oder direkt mit
einer Cloud-Applikation Uber ein standardisiertes Netz-
werk verbinden. Der Erfindung liegt die Aufgabe zugrun-
de, ausgehend von dem aus der DE 10 2016 215 742
A1 bekannten Gateway, ein Automatisierungsgerat mit
einem Modul zur Netzwerk-Analyse und einem Modul
zur Cloud-Anbindung derart auszugestalten, dass aufein
dediziertes Gateway (d.h. ein Gateway flr einen Netz-
werkdienst oder mehrere dauerhaft betriebene Dienste,
welches nicht nebenbei fir andere Aufgaben genutzt
wird) verzichtet werden kann.

[0024] Diese Aufgabe wird, gemaR Patentanspruch 1,
dadurch gel6st, dass eine einzige Analyse- und Cloud-
Einheit als eigenstandiges Modul des Automatisierungs-
gerats in einem ASIC des an ein Netzwerk angeschlos-
senen Automatisierungsgerats integriert ist, dass der
ASIC einen Ethernet Netzwerk-Controller mit einer ers-
ten Schnittstelle zum verlustfreien Einlesen aller Emp-
fangsdaten des Netzwerkes von daran angeschlossenen
Netzwerkkomponenten an der gerateinternen Seite von
Ethernet-Ubertragern aufweist, dass der Ethernet Netz-
werk-Controller eine 2. Schnittstelle aufweist, Gber wel-
che alle vorhandenen Ethernet Ports mit der Analyse-
und Cloud-Einheit verbunden sind und dass die Analyse-
und Cloud-Einheit Gber eine 3. Schnittstelle des ASICs
mit einer cloud verbunden ist.

[0025] Weiterhin wird diese Aufgabe, gemafl Paten-
tanspruch 6, dadurch geldst, dass im Automatisierungs-
gerat eine einzige Analyse- und Cloud-Einheit als eigen-
stédndiges Modul in dem an ein Netzwerk angeschlosse-
nen Automatisierungsgerat integriert ist, dass ein im Au-
tomatisierungsgerat angeordneter Ethernet-Netzwerk-
Controller mit einer ersten Schnittstelle in Form eines
UART-, SPI-, SDIO-, MAC-, PCle-, Dual-Port-Memory,
FIFO oder Vergleichbarem zum Austauschen eines
Ethernet-Frames mit den Automatisierungsgeraten oder
einem internen Ethernet Switch des Ethernet-Netzwerk
Controllers ausgestaltet ist, dass der Ethernet-Netzwerk-
Controller eine 2. Schnittstelle aufweist, Giber welche alle
vorhandenen Ethernet-Ports mitder Analyse-und Cloud-
Einheit verbunden sind und dass die Analyse- und Cloud-
Einheit Uber eine 3. Schnittstelle mit einer cloud verbun-
den ist.

[0026] Das erfindungsgemalie Automatisierungsgerat
I16st durch die besonders vorteilhafte Integration direkt in
die Automatisierungskomponente und Auspragung der
Funktionen Netzwerkanalyse und Cloud Anbindung der
Analyse/Cloud-Einheit die vorstehend genannten Pro-
bleme. In Minuten erlaubt sie ein Nachristen durch Ge-
ratetausch ohne zusatzlichen Installationsaufwand bei
volliger Rickwirkungsfreiheit auf die Anlage. Dazu wird
kein Anlagenexperte benétigt, sondern kann wie ein Er-
satzteiltausch durch die Anlageninstandhaltung ausge-
fuhrt werden. Netzwerkanalyse und Cloud Anbindung
werden dann einfach durch entsprechende geschulte
Fachspezialisten als Service liber die cloud remote um-
gesetzt. Wahrend beim Edge Computing Computer-An-
wendungen, Daten und Dienste vom im Netzwerk ange-
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ordneten Automatisierungsgerat weg zu den duferen
Randern eines Netzwerks verlagert werden, werden bei
dererfindungsgemafen Losung die Datenstréme zumin-
dest teilweise an Ort und Stelle direkt verarbeitet. Da-
durch, dass die Analyse- und Cloud-Einheit ndher an den
Sensor/das Feldgerat heranriickt und deren Daten da-
durch schnell analysiert und gefiltert werden kénnen, ver-
ringert sich das zu Ubertragende Datenvolumen und da-
mit den Datenaustausch und die Ubertragungsstrecke,
ebenso die Ubertragungskosten und die Wartezeiten.
Insgesamt kann so von den Vorteilen der cloud profitiert
werden und die Servicequalitat verbessert werden. Wei-
tere Vorteile sind, dass ein "Flaschenhals" flir den Da-
tentransfer und eine potentielle Fehlerquelle vermieden
werden, dass die Sicherheit sich ebenfalls verbessert,
da verschlisselte Dateien naher am Netzwerkkern ver-
arbeitet werden und Viren, verfalschte Daten und Hacke-
rangriffe friihzeitig abgefangen werden kdnnen, dass
Echtzeit-Anforderungen im Internet der Dinge besser un-
terstiitzt werden als dies in der cloud der Fall ist und dass
die Skalierbarkeit gegeben ist. Die erfindungsgemalRle
Analyse- und Cloud-Einheit kann einerseits mit einer
Speicherprogrammierbaren Steuerung SPS oder auch
einer PC-basierten Steuerung und andererseits mit einer
cloud, welche einen Nutzungszugang von Software-
Sammlungen und Anwendungsprogrammen (Software
as a Service) oder einen Nutzungszugang von Program-
mierungs- oder Laufzeitumgebungen mit flexiblen, dyna-
misch anpassbaren Rechen- und Datenkapazitaten
(Platform as a Service) oder einen Nutzungszugang von
virtualisierten = Computerhardware-Ressourcen  wie
Rechnern, Netzen und Speicher (Infrastructure as a Ser-
vice) bietet, zusammenarbeiten.

[0027] Weitere Vorteile und Einzelheiten lassen sich
der nachfolgenden Beschreibung von bevorzugten Aus-
fuhrungsformen der Erfindung unter Bezugnahme auf
die Zeichnungen entnehmen. In der Zeichnung zeigt:

Fig. 1 die erfindungsgemaRe Integration der Analy-
se- und Cloud-Einheit als eigenstandiges Mo-
dul in einer Automatisierungskomponente,

Fig. 2 die erfindungsgemale Integration der Analy-
se- und Cloud-Einheit in einem ASIC und

FIG.3 das Blockschaltbild der erfindungsgemafien
Analyse- und Cloud-Einheit.

[0028] Fig. 1undFig.2 zeigen zwei verschiedene Aus-

fuhrungsformen der Erfindung, namlich Fig. 1 die erfin-
dungsgemale Integration einer Analyse-und Cloud-Ein-
heit 1 als eigenstandiges Modul in einer Automatisie-
rungskomponente 5 und Fig. 2 in einem ASIC 3 (anwen-
dungsspezifische integrierte Schaltung, Englisch: appli-
cation-specific integrated circuit).

[0029] Die Analyse- und Cloud-Einheit 1 ist ein in sich
autark arbeitendes System. Sie wird iber zwei Standard-
schnittstellen angekoppelt, die auf einem Ethernet Tech-
nologie basierenden Netzwerk-Controller 4 bzw. der Au-
tomatisierungskomponente 5 an einem Ethernet basie-
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renden Automatisierungsnetzwerk 6 per se verfiigt. Dies
sind:

e Der Abgriff der Empfangsdaten an Ports 7 des Au-
tomatisierungsnetzwerks 6 direkt an der gerateinter-
nen Seite eines Ethernet-Ubertragers 8.

e Eine UART- (Universal Asynchronous Receiver
Transmitter), SPI- (Serial Peripheral Interface),
SDIO- (Secure Digital Input Output), MAC- (Media
Access Control), PCle-(Peripheral Component In-
terconnect Express) oder DPM- (Device Permissi-
onManager) Schnittstelle 9 zum protokollgerechten
Ein- und Auskoppeln eines Ethernet-Frame in das
Automatisierungsnetzwerk 6 Uber einen im Netz-
werk Controller 4 enthaltenen Netzwerk-Switch (in
der Zeichnung nicht dargestellt).

[0030] Ubereine dritte Schnittstelle 10 ist die Ethernet-
Verbindung direkt mit einer cloud C hergestellt.

[0031] Bezogen auf die Software-Entwicklung und die
Schaltungsauslegung vorhandener Lésungen ergeben
sich nur minimale Anpassungen. Aufierdem sind diese
Schnittstellen bei unabhangiger Weiterentwicklung von
Soft- und Hardware der Automatisierungskomponente 5
und der Analyse- und Cloud-Einheit 1 systembedingt sta-
bil. Von besonderem Vorteil ist, dass die Software der
Analyse- und Cloud-Einheit 1 Giber die vorhandene Cloud
Schnittstelle im Laufe der Geratebetriebszeit weiterent-
wickelt und uber die cloud C einfach aktualisiert werden
kann.

[0032] Diese beiden Schnittstellen wurden so gewahlt,
um nachfolgend aufgefiihrte Analysen und Erfassungen
der Daten zu ermdglichen:

e Das parallele Einlesen der Empfangsdaten an den
Ports 7 des Automatisierungsnetzwerks 6 ermdg-
lichtdie verlustfreie Erfassung aller zyklischen Daten
zwischen Steuerung und Netzwerkkomponenten.
Bei Anordnung direkt hinter der Steuerung gilt das
fur die Eingangs- als auch fir die Ausgangsdaten.

Des Weiteren kdnnen alle Fehlermeldungen der
Gerate und eventuelle Quittierungen uber die
Steuerung mitgeschrieben werden. Dies er-
zeugteine aktuelle Statusiibersicht iiberalle Au-
tomatisierungskomponenten 5.

Des Weiteren ermoglichtdas Lesen der Ein-und
Ausgangsdaten in Richtung Steuerung und de-
ren Zuordnen zur internen Systemzeit die Ana-
lyse der Steuerungszykluszeit. In Richtung Pe-
ripheriekomponenten werden unkontrollierte
Verzdgerungen oder Telegrammausfalle er-
kannt.

Des Weiteren kann an Hand von Telegramm-
wiederholungen erkanntwerden, wenn eine ent-
fernte Komponente Daten - z.B. durch EMV Ein-
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flisse - nicht versteht oder nicht antwortet.

Des Weiteren ist diese Funktion notwendig, um
den Konfigurationshochlauf mitzuschreiben und
daraus Geréate- und Konfigurationsdaten zu ex-
trahieren.

* Die Schnittstelle zur Einspeisung eines Ethernet-

Frames in den Netzwerk Switch (in der Zeichnung
nicht dargestellt) erlaubt das gezielte Ansprechen
jedes Gerats aufdem Netzwerk. Dabeiwird der kom-
plett ausgebildete Ethernet-Frame lbergeben und
macht damit diese Schnittstelle Protokollunabhan-
gig. Das heildt, dies kann sowohl Uiber standardisierte
Protokolle wie OPC UA (Open Platform Communi-
cations - Unified Architecture) oder azyklische
Dienste des Feldbus-Protokolls erfolgen, als auch in
speziellen Anwendungen durch proprietare Ether-
net-Protokolle.
Uber diese Schnittstelle kénnen insbesondere die
angeschlossenen Gerate durch Abfragen ihrer Her-
stellerkennung, Seriennummer und Revisionsken-
nungen identifiziert werden und die Grundlagen zum
Asset Management liefern.

[0033] Die beschriebene Analyse- und Cloud-Einheit
1 lasst sich je nach Ausfiihrung auf zwei Arten einfach
integrieren:

e Als optionales Modul 2 in die vorhandene Schal-
tungstechnik einer bestehenden Automatisierungs-
komponente 5.

¢ AlsEinsatz eines speziellen Netzwerk Controllers 3,
der die Analyse- und Cloud-Einheit 1 bereits im Si-
lizium integriert hat.

[0034] In der Fig. 1 verdeutlichen die Bereiche | die
Netzwerk Analyse und Cloud Verbindung, Il das Netz-
werk Interface in der Feldebene, Ill die Applikationsebe-
ne z.B. digitale Ein-/Ausgange und IV die Automatisie-
rungskomponente als vorhandene Schaltung, z.B. digi-
tale Ein-/Ausgabe Baugruppe.

[0035] Fig. 2 zeigt die erfindungsgemale Integration
der Analyse- und Cloud-Einheit 1 in einem ASIC 3; dabei
wurden die gleichen Bezugszeichen wie in Fig. 1 benutzt.
[0036] Aufbauend auf dem vorhandenen Automatisie-
rungsgerat 5 ergibt sich damit die erfindungsgemafie
Ausgestaltung mit der Analyse-und Cloud-Einheit 1. Die-
se ist, wie beschrieben, nur Uber die vorhandenen
Schnittstellen des Automatisierungsgerats 5 in das Netz-
werk eingebunden. Durch Einsatz hochintegrierter Tech-
nologien lasst sich diese in ein gleich groRes Gehause
einbauen und I6st damit die eingangs beschriebene Pro-
blematik. Mit der erfindungsgemafRen Lésung entsteht
eine Lésungsplattform fir OEM-Kunden von ganz unten
nach ganz oben - inklusive Cloudapplikationen. Diese
biindelt die bisher getrennten Bereiche Data Generation,
Data Aggregation und Data Management. Zur Plattform
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gehort dabei ein OEM-Modul, welches ein auf "netX" ba-
sierende Echtzeit-Ethernet-/loT-Interface und ein IP67-
I0-Link- Mastermodul sowie ein Edge-Gateway in IP67-
Schutzart fir den unmittelbaren Feldeinsatz in einem Ge-
rat zusammenfihrt. Uber eine einheitiche OPC-UA-
Schnittstelle werden die gesammelten und gefilterten
Gerate- und Prozessdaten fir Cloudapplikationen zur
Verfligung gestellt. Die Plattform besteht weiterhin aus
einem Edge-Portal fiir die Aufgaben des Data Manage-
ments, also unter anderem die Geratekonfiguration,
Wartung und Netzwerkdiagnose. Im Hinblick auf eine si-
chere Datenibertragung wird Security von der Plattform
per se bereitgestellt. Die Bereitstellung der Edge-Con-
nectivity fur 10- und |0-Link-Gerate ist in der Summe
sehr komplex und setzt die Beherrschung eine Reihe un-
terschiedlicher Kommunikationsprotokolle voraus. Die
erreichte Funktionalitat ist aber fUr unterschiedliche Ge-
ratehersteller vergleichbar bzw. praktisch identisch. Die
einheitliche Plattform sorgt daher bei den Gerateherstel-
lern fir eine Verringerung der Entwicklungskosten, eine
héhere Qualitdt und eine Reduzierung des Wartungsauf-
wands. Die Hardware besteht im Wesentlichen aus ei-
nem lO- bzw. IO-Link-Chipset mit Edge Connectivity, wo-
bei eine synchrone |0-Link Kommunikation mit einer Zy-
kluszeit bis zu 400 ps erreicht werden kann. Basis bildet
ein hochintegriertes Set aus drei ASICS, namlich einem
Netzwerk-Controller mit zwei CPU, welcher in eine Kom-
munikations- und eine Applikationsseite aufgeteilt ist,
zwei intelligente 4-Kanal-IO-Link-Transceiver mit weit-
reichenden Diagnoseeigenschaften und einem integrier-
ten Edge-Gateway, welches auch den Netzwerk-Gera-
tescan sowie die Akquise der Echtzeit-Gerate- und - Pro-
zessdaten Ubernimmt. Damit kann das ansonsten Ubli-
che mittlere Geréat, ein separates Edge-Gateway oder
auch ein Edge-Controller entfallen. Erfindungsgemaf ist
die Edge-Gateway-Funktion gleich in das Modul bei glei-
chen Gehauseabmessungen mit eingebaut. Daraus re-
sultiert auch kein Delay im Netz, wobei tiber OPC UA
auch andere Gateways angeschlossen werden kdnnen.
Die erfindungsgemale LOsung bringt eine Plug-and-
play-Konnektivitat in das Edge-Portal mit, ist damit vor-
bereitet fur die Industrie-4.0- Anforderungen und ermdg-
licht ein einfaches Design der 10- und IO-Link-Geréate.
Neben OPC UA werden als zukilnftige Anforderungen
auch TSN (Time-Sensitive Networking) und Gbit-Ether-
net berlicksichtigt. Weiterer Vorteil ist die Modularitat auf
der Softwareseite, wobei Giber eine Dockerkompatibilitat
sich Applikationen, zum Beispiel die Netzwerkdiagnose,
einfach in das Gateway laden lassen. Im Rahmen der
Erfindung kann ein passiver Feldbusknoten onboard vor-
gesehen werden, wodurch sich auch gefilterte zyklische
SPS-Daten mit Zeitstempel mit in die cloud C schicken
lassen.

[0037] Fig. 3 zeigt das Blockschalt einer Ausfiihrungs-
form der erfindungsgemafRen Analyse- und Cloud-Ein-
heit 1.

[0038] Ein mit Application Core APC bezeichnetes Mo-
dulisteine zentrale Recheneinheitwelche den gesamten
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Ablauf zwischen angeschlossenem Netzwerk-Controller
4 und Analyse und Cloud Einheit 1 steuert. Der Applica-
tion Core APC generiert die Ethernet Frames, welche
Uber den Netzwerk-Controller 4 in das Automatisierungs-
netzwerk (Uber den Anschluss 7) ein- und ausgekoppelt
werden.

[0039] Ein Analyzer Core ANC analysiert die empfan-
genen Ethernet-Frames und die gefilterten Daten und
bildet daraus den Gerate- und Netzwerkstatus.

[0040] Weiterhin ist in der Analyse und Cloud Einheit
1 ein Edge Gateway Core EGC (eine Recheneinheit) an-
geordnet, welcher die Daten aggregiert und tber die ver-
schiedenen Cloud Connectoren CCG (3. Schnittstelle 10
in Fig. 1 und Fig. 2) in die cloud C Ubertragt.

[0041] Ein Security Core SC ist mit einem Key Memory
KM und einem ersten Local Memory LM1 verbunden.
Hierbei handelt es sich um ein gekapseltes Sicherheits-
system, welches die Security Keys verwaltet, Verschlis-
selungen und Entschliisselungen von Daten durchfiihrt
und die Konfigurationen der Firewalls realisiert. Sie kann
Uber eine Core Connection Matrix CM schreibend und
lesend auf die anderen Einheiten zugreifen. Wie Fig. 3
zeigt, sind dies der Analyzer Core ANC, der Edge Gate-
way Core EGC, der Application Core APC und der Se-
curity Core SC. Im Gegensatz dazu kénnen die anderen
Einheiten nur Security Auftrage tber eine fest definierte
API (application programming interface/Schnittstelle zur
Anwendungsprogrammierung) Uibergeben.

[0042] Die Core Connection Matrix CM kann auch eine
Firewall F aufweisen und so als Verbindungsmatrix zwi-
schen den einzelnen Einheiten und dem zweiten lokalen
Speicher LM2 fungieren. Die Firewalls F legen fest, wel-
chen Datenaustausch die einzelnen Einheiten unterein-
ander ausfiihren kdnnen. Abweichungen davon werden
registriert und dienen dem Security Core SC dazu An-
griffe zu erkennen. Dadurch ist es moéglich, Daten einer
Vielzahl von Feldgeraten in einer Anlage der Automati-
sierungstechnik ebenso wie in der Fertigungstechnik auf
manipulationssichere Art und Weise zu speichern.
[0043] Weiterhin weist die Analyse und Cloud Einheit
1 einen Peripheral Bus auf, d.h. eine Verbindung der Ap-
plication Core APC mit den verschiedenen Schnittstellen
(in Fig. 3 mit GPIO, FIFO, SDIO, PCle; DPM; SPI, UART,
MAC bezeichnet) zum Netzwerk-Controller 4. Ein soge-
nanntes MAC-Modul MAC mit Time Stamp (aus der Ap-
plication Core APC) dient als Empfangseinheit der Ether-
net-Telegramme des Automatisierungs-Netzwerks.
Uber den Time Stamp bekommt jedes Telegramm einen
Zeitstempel, um zeitliche UnregelmaRigkeiten in der
Analyze Einheit ANC (Analyzer core) zu erkennen und
auszuwerten.

[0044] Weiterhin ist ein Frame Buffer FB vorgesehen,
d.h. ein Zwischenspeicher der Empfangsdaten bis ein
Ethernet-Frame komplett empfangen wurde und ausge-
wertet werden kann.

[0045] Der Frame Buffer FB ist mit einer Data Filtering
und Telegram Identification DT, namlich einer Hardware
Unit zur Echtzeit Erkennung und Filterung der Real-Time
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Ethernet Daten des Automatisierungsnetzwerks verbun-
den, wobei die Data Filtering und Telegram Identification
DT an den Analyzer core ANC angeschlossen ist.

[0046] Weiterhin kann ein Bluetooth-Connector inte-
griert werden, wie dies in der nicht vorveréffentlichten
Deutschen Patentanmeldung 102018 004 272.4 der An-
melderin beschrieben ist. Das dort beschriebene An-
schlussmodul (in der Zeichnung nicht dargestellt) mit ei-
nem aktivierbaren und de-aktivierbaren Funk-Sen-
der/Empfanger zur Diagnose und Konfiguration von Ge-
raten nach Montage, ist dadurch gekennzeichnet, dass
das Anschlussmodul als ein Standard-Steckverbinder
mit einem zweiteiligen Gehause ausgestaltet ist, dessen
nach der Montage aus einem Gerategehause ragender
erster Gehauseteil durchsichtig ist, und dass auf einem
sich in den ersten Gehauseteil erstreckenden Trager
oder einer Leiterplatte eine Antenne und ein optische
Schnittstelle zur Aktivierung und De-Aktivierung des
Funk-Senders/Empfangers angeordnet sind. Die opti-
sche Schnittstelle umfasst sowohl einen Lichtsensor als
optischer Empféanger als auch eine LED als optischer
Sender, welche direkt an den Funk-Sender/Empfanger
angeschlossen sind. Der erste Gehauseteil ist als opti-
sches Element mit oder ohne eine Linse ausgestaltet und
der Standard-Steckverbinder weist die Abmessungen ei-
nes Standard M8- und/oder M12-Steckverbinders auf.
Die Funk-Schnittstelle des Funk-Senders/Empfangers
ist als Bluetooth-Schnittstelle oder NFC-Schnittstelle
oder WLAN-Schnittstelle ausgestaltet. Die Leiterplatte
weist auf der einen Seite Steckkontakte auf und in Er-
streckungsrichtung der Leiterplatte sind nach auBerhalb
des Gerategehauses der Funk-Sender/Empfanger, der
optische Sender, der optische Empfanger und die An-
tenne angeordnet. Damit kann im Rahmen der Erfindung
eine Bluetooth-Kommunikation flr eine App-basierte
Konfiguration und -diagnose vorgesehen werden. Mithil-
fe der I0-Link-Configuration-App kénnen die Inbetrieb-
nahme und die Diagnose des I0-Link-Masters einfach
realisiert werden. Das Diagnose-Dashboard sorgt dabei
fir einen schnellen Uberblick. Das OPC-UA-Interface
entsprechend dem |0-Link-Companion-Standard kann
entweder Uber Ethernet oder auch tber Bluetooth ein-
gerichtet werden. Den Zugang zu den |O-Link-Gerate-
beschreibungsdaten lasst sich tiber das Device Informa-
tion Portal herstellen. Damit kann ein einheitliches Edge-
Portal eingerichtet werden und beispielsweise die statis-
tische Auswertung der Fehlerdiagnose vorgenommen
werden. Aus denin einem Logbuch abgespeicherten Da-
ten lassen sich zum Beispiel Rickschliisse ziehen, wa-
rum bestimmte Fehler in einem Netzwerk einer Fabrik-
anlage auftauchen oder ein Geratetausch durchgefiihrt
werden. Mit der in der Deutschen Patentanmeldung 10
2018 004 272.4 der Anmelderin beschriebenen Losung
lasst sich ganz einfach nachvollziehen, welche Gerate
mit Seriennummer auf welcher Anlage unterwegs.

[0047] Bei der dort beschriebenen Losung greift das
Edge Gateway lber OPC-UA-Client und azyklischen
Profinet-Diensten auf die Daten der Netzwerkteilnehmer
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zu, identifiziertdiese und ermittelt die Netzwerktopologie.
Passiv hort es alle zyklischen Real-Time-Daten mit und
liefert die relevanten Uber einen separaten Gigabit-An-
schluss direkt in die Anwender-Cloud.

[0048] Alternativ kbnnen auch nachladbare Docker-
Container vorgesehen werden, welche diese direkt ver-
arbeiten. Security gewahrleisten Hardware-Units und ei-
ne durchgangige Zertifikat-Verwaltung. Damit wandert
die Edge Connectivity ins Device, reduziert Kosten, ver-
einfacht Handhabung und verbindet Sensorik und Feld-
gerate mit ihrem Digitalen Zwilling gemaf Industrie 4.0.

Bezugszeichenliste:

[0049]

1 Analyse- und Cloud-Einheit

2 Modul

3 ASIC

4 Netzwerk-Controller

5 Automatisierungsgerat (-komponente)

6 Netzwerk-Interface (Feldebene)

7 Anschluss Automatisierungsnetzwerk

8 1. Schnittstelle (Ethernet-Ubertrager des Netz-

werk-Controllers 4)

9 2. Schnittstelle (UART, SPI, SDIO, MAC, PCle-
oder DPM- Schnittstelle)

10 3. Schnittstelle (Ethernet-Interface zur cloud C)

APC  Application core
ANC  Analyzer core
C cloud

CCG Cloud Connectoren Gbit MAC

CM Core Connection matrix

DT Data filtering und Telegram Identification

EGC Edge Gateway Core

F Firewall

FB Frame Buffer

KM Key memory

LMA1 erstes Local Memory

LM2 zweites Local memory

MAC  MAC-Modul (mit Zeitstempel aus Application
core APC)

PB Peripheral bus

SC Security core

Patentanspriiche

1. Automatisierungsgerat mit einem Modul zur Netz-
werk-Analyse und einem Modul zur Cloud-Anbin-
dung, dadurch gekennzeichnet, dass-eine einzige
Analyse- und Cloud-Einheit (1) als eigenstandiges
Modul (2) des Automatisierungsgerats (5) in einem
ASIC (3) des an ein Netzwerk angeschlossenen Au-
tomatisierungsgerats (5) integriert ist, dass der ASIC
(3) einen Ethernet Netzwerk-Controller (4) mit einer
ersten Schnittstelle (8) zum verlustfreien Einlesen
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aller Empfangsdaten des Netzwerkes von daran an-
geschlossenen Netzwerkkomponenten an der ge-
rateinternen Seite von Ethernet-Ubertragern (8) auf-
weist, dass der Ethernet Netzwerk-Controller (4) ei-
ne 2. Schnittstelle (9) aufweist, Giber welche alle vor-
handenen Ethernet Ports mit der Analyse- und
Cloud-Einheit (1) verbunden sind und dass die Ana-
lyse- und Cloud-Einheit (1) Gber eine 3. Schnittstelle
(10) mit einer cloud (C) verbunden ist.

Automatisierungsgerat (5) nach Anspruch 1, da-
durch gekennzeichnet, dass die Analyse- und
Cloud-Einheit (1) in der Weise ausgestaltet ist, dass
diese alle zyklischen Daten oder alle azyklischen Da-
ten an diesen Schnittstellen (8, 9, 10) mitschreiben
und auswerten kann und dass aus den eingelesenen
Daten eine aktuelle Statustbersicht des Netzwerks
und der daran angeschlossenen Gerate ermittelt
werden kann.

Automatisierungsgerat (5) nach Anspruch 1, da-
durch gekennzeichnet, dass die Analyse- und
Cloud-Einheit (1) in der Weise ausgestaltet ist, dass
aus den eingelesenen Daten und deren erfasste
Empfangszeit die Performance, UnregelmaRigkei-
ten und Fehler der Steuerung einer Netzwerkkom-
ponente am Netzwerk ermittelt werden kénnen.

Automatisierungsgerat (5) nach Anspruch 1, da-
durch gekennzeichnet, dass die Analyse- und
Cloud-Einheit (1) in der Weise ausgestaltet ist, dass
aus den eingelesenen Daten und der dazu erfassten
Empfangszeit in der Kommunikation der Netzwerk-
komponenten Ablauffehler, Ubertragungsfehler,
Zeitabweichungen, Telegrammverluste und Tele-
gramme, die nicht in das Systemverhalten des Au-
tomatisierungsgeréats (5) passen und auf einen Ein-
griff von aufl3en hinweisen, ermittelt werden kénnen.

Automatisierungsgerat (5) nach Anspruch 1, da-
durch gekennzeichnet, dass die Analyse- und
Cloud-Einheit (1) in der Weise ausgestaltet ist, dass
aus den eingelesenen Daten der Hochlauf des Au-
tomatisierungsgeréats (5) und der darin enthaltenen
Konfigurationsparameter ermittelt werden kann.

Automatisierungsgerat mit einem Modul zur Netz-
werk-Analyse und einem Modul zur Cloud-Anbin-
dung, dadurch gekennzeichnet, dass im Automa-
tisierungsgerat (5) eine einzige Analyse- und Cloud-
Einheit (1) als eigenstandiges Modul (2) in dem an
ein Netzwerk angeschlossenen Automatisierungs-
gerat (5) integriert ist, dass ein im Automatisierungs-
gerat (5) angeordneter Ethernet-Netzwerk-Control-
ler (4) mit einer ersten Schnittstelle (8) in Form eines
UART-, SPI-, SDIO-, MAC-, PCle-, Dual-Port-Me-
mory, FIFO oder Vergleichbarem zum Austauschen
eines Ethernet-Frames mit dem Automatisierungs-
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gerat (5) oder einem internen Ethernet Switch (8)
des Ethernet-Netzwerk Controllers (4) ausgestaltet
ist, dass der Ethernet-Netzwerk-Controller (4) eine
2. Schnittstelle (9) aufweist, Gber welche alle vor-
handenen Ethernet Ports mit der Analyse- und
Cloud-Einheit (1) verbunden sind und dass die Ana-
lyse- und Cloud-Einheit (1) Gber eine 3. Schnittstelle
(10) mit einer cloud (C) verbunden ist.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die erste Schnittstelle
(8) in der Weise ausgestaltet ist, dass Ethernet Fra-
mes Protokoll-unabhangig tUbertragen werden.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die Ethernet Frames
inder Weise ausgestaltet-sind, dass diese durch das
Automatisierungsgerat (5) und/oder dem Netzwerk-
Controller (4) an die Automatisierungsgerate (5) des
Netzwerks Ubertragen werden kdnnen und dessen
Antwort in der Weise ausgestaltet ist, dass diese als
Ethernet Frame Uber die erste Schnittstelle (8) zu-
rick geliefert werden.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass mit Hilfe der Ethernet
Frames Daten in die angeschlossenen Automatisie-
rungsgerate (5) des Netzwerks geschrieben und ge-
lesen werden kdnnen.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die eingelesenen Da-
ten und die daraus von der Analyse- und Cloud-Ein-
heit (1) ermittelten Informationen in geeigneter Wei-
se ausgestaltet sind, dass diese Uber eine zur 3.
Schnittstelle (10) zusatzliche separate Ethernet Ver-
bindung und/oder iber die erste Schnittstelle (8) und
das angeschlossene Netzwerksystem diese in eine
cloud (C) tUbertragen werden kénnen.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die eingelesenen Da-
ten mit Metadaten angereichert und in der Weise
ausgestaltet-sind, dass diese in lesbarer Form in die
cloud (C) tUbertragen werden kénnen.

Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die eingelesenen Da-
ten oder die daraus gewonnenen Informationen in
der derart ausgestalteten Analyse- und Cloud Ein-
heit (1) nach Gerate- und Prozessdaten oder einer
individuell konfigurierbaren Funktion gefiltert wer-
den und dass die Analyse- und Cloud Einheit (1) in
der Weise ausgestaltetist, dass_diese in geeigneter
Form in zwei clouds (C) oder auch in unterschiedli-
chen Plattformen innerhalb einer cloud (C) ubertra-
gen werden kdnnen.
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Automatisierungsgerat (5) nach Anspruch 6, da-
durch gekennzeichnet, dass die eingelesenen Da-
ten oder die daraus gewonnenen Informationen in
der derart ausgestalteten Analyse- und Cloud Ein-
heit (1) weiterverarbeitet werden kénnen und dass
diese mit Hilfe von aus der cloud (C) ladbaren Soft-
waremodulen bei bereits montierten oder in Betrieb
genommenen Automatisierungsgerate (5) nachge-
laden, aktualisiert oder ausgetauscht werden kann.

Automatisierungsgerat (5) nach Anspruch 1 oder
Anspruch 6, dadurch gekennzeichnet, dass die
Analyse- und Cloud-Einheit (1) eine zentrale Re-
cheneinheit (APC) aufweist, welche in der Weise
ausgestaltet ist, dass diese den gesamten Ablauf
zwischen angeschlossenem Netzwerk-Controller
(4) und Analyse und Cloud Einheit (1) steuert und
die Ethernet Frames generiert, welche Uber den
Netzwerk-Controller (4) in das Automatisierungs-
Netzwerk Uber einen Anschluss (7) ein- und ausge-
koppelt werden, dass die Analyse- und Cloud-Ein-
heit (1) einen Analyzer Core (ANC) aufweist, welcher
in der Weise ausgestaltet ist, dass dieser die emp-
fangenen Ethernet Frames und die gefilterten Daten
analysiert und daraus den Gerate- und Netzwerk-
status bildet und dass in der Analyse und Cloud Ein-
heit (1) ein Edge Gateway Core (EGC) als dritte
Schnittstelle (10) angeordnetist, welcher in der Wei-
se ausgestaltet ist, dass dieser die Daten aggregiert
und Uber verschiedene Cloud Connectoren in die
cloud (C) ubertragt.

Automatisierungsgerat (5) nach Anspruch 14, da-
durch gekennzeichnet, dass die Analyse- und
Cloud-Einheit (1) einen Security Core (SC) aufweist,
welcher mit einem Key Memory (KM) und einem ers-
ten lokalen Speicher (LM1) der Analyse- und Cloud-
Einheit (1) verbunden ist und welcher in der Weise
ausgestaltet ist, dass diese ein gekapseltes Sicher-
heitssystem, welches Security Keys verwaltet, Ver-
schliisselungen und Entschliisselungen von Daten
durchfiihrt und Konfigurationen von Firewalls (F)
realisiert und welcher in der Weise ausgestaltet ist,
dass dieser Uber eine in der Analyse- und Cloud-
Einheit (1) angeordnete Core Connection Matrix
(CM) schreibend und lesend auf den Analyzer Core
(ANC), den Edge Gateway Core (EGC), den Appli-
cation Core (APC) und den Security Core (SC) zu-
greifen kann und dass die Core Connection Matrix
(CM) zusammen mit den Firewalls (F) in der Weise
ausgestaltet ist, dass diese als Verbindungsmatrix
zwischen einzelnen Einheiten der Analyse- und
Cloud-Einheit (1) und einem zweiten lokalen Spei-
cher (LM2) fungieren kénnen.
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Claims

Automation device with a module for network anal-
ysis and a module for cloud connection, character-
ized in that a single analysis and cloud unit (1) as
an independent module (2) of the automation device
(5) is integrated in an ASIC (3) of the automation
device (5) connected to a network, that the ASIC (3)
has an Ethernet network controller (4) with a first
interface (8) for loss-free reading of all received data
of the network from network components connected
to it the device-internal Ethernet side transmitters
(8), that the Ethernet network controller (4) has a
second interface (9) via which all existing Ethernet
ports are connected to the analysis and cloud unit
(1) and that the analysis and cloud unit (1) is con-
nected to a cloud (C) via a third interface (10).

Automation device (5) according to claim 1, charac-
terized in that the analysis and cloud unit (1) is de-
signed in such a way that it records all cyclic data or
allacyclic data at these interfaces (8, 9, 10) and eval-
uate and that a current status overview of the network
and the devices connected to it can be determined
from the data read in.

Automation device (5) according to claim 1, charac-
terized in that the analysis and cloud unit (1) is de-
signed in such a way that from the data read in and
their recorded reception time, the performance, ir-
regularities and errors in the control of a network
component on network can be determined.

Automation device (5) according to claim 1, charac-
terized in that the analysis and cloud unit (1) is de-
signed in such a way that from the data read in and
the reception time recorded for this purpose in the
communication of the network components, process
errors, transmission errors, time deviations, tele-
gram losses and telegrams that do not fit into the
system behavior of the automation device (5) and
indicate external intervention can be determined.

Automation device (5) according to claim 1, charac-
terized in that the analysis and cloud unit (1) is de-
signed in such a way that the start-up of the auto-
mation device (5) and the configuration parameters
contained therein can be determined from the data
read in.

Automation device with a module for network anal-
ysis and a module for cloud connection, character-
ized in that in the automation device (5) a single
analysis and cloud unit (1) is integrated as an inde-
pendent module (2) that automation device (5) is
connected to a network, that an Ethernet network
controller (4) arranged in the automation device (5)
has a first interface (8) in the form of a UART, SPI,
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SDIO, MAC, PCle, dual Portmemory, FIFO or similar
for exchanging an Ethernet frame with the automa-
tion device (5) or an internal Ethernet switch (8) of
the Ethernet network controller (4), that the Ethernet
network controller (4) has a second interface (9) via
which all existing Ethernet ports are connected to
the analysis and cloud unit (1) and that the analysis
and cloud unit (1) is connected to a cloud (C) via a
third interface (10).

Automation device (5) according to claim 6, charac-
terized in that the first interface (8) is designed in
such a way that Ethernet frames are transmitted in-
dependently of the protocol.

Automation device (5) according to claim 6, charac-
terized in that the Ethernet frames are designed in
such a way that they can be transmitted by the au-
tomation device (5) and/or the network controller (4)
to the automation devices (5) of the network and
whose response is designed in such a way that it is
returned as an Ethernet frame via the first interface

(8).

Automation device (5) according to claim 6, charac-
terized in that the Ethernet frames can be used to
write and read data in the connected automation de-
vices (5) of the network.

Automation device (5) according to Claim 6, char-
acterized in thatthe dataread inand the information
determined therefrom by the analysis and cloud unit
(1) are designed in a suitable manner so that they
can be transferred via an separate Ethernet connec-
tion interface additional to the 3rd interface (10)
and/or via the first interface (8) and the connected
network system to a cloud (C).

Automation device (5) according to claim 6, charac-
terized in that the read-in data are enriched with
metadata and designed in such a way that it can be
transmitted to the cloud (C) in readable form.

Automation device (5) according to claim 6, charac-
terized in that the data read in or the information
obtained from them are filtered in the analysis and
cloud unit (1) configured in this way according to de-
vice and process data or an individually configurable
function and that the analysis and cloud unit (1) is
designed in such a way that it can be transmitted in
a suitable form in two clouds (C) or in different plat-
forms within a cloud (C).

Automation device (5) according to claim 6, charac-
terized in that the data read in or the information
obtained from them can be further processed in the
analysis and cloud unit (1) configured in this way and
that these can be can be reloaded, updated or ex-
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changed using software modules loaded from the
cloud (C), using automation devices (5) that have
already been installed or commissioned.

Automation device (5) according to claim 1 or claim
6, characterized in that the analysis and cloud unit
(1) has a central processing unit (APC), which is de-
signed in such a way that this the entire process be-
tween the connected network -controller (4) and
analysis and cloud unit (1) controls and generates
the Ethernet frames, which are coupled into and out
of the automation network via the network controller
(4) via a connection (7), that the analysis and cloud
unit (1) has an analyzer core (ANC), which is de-
signed in such a way that it analyzes the received
Ethernet frames and the filtered data and uses them
to form the device and network status, and that in
the analysis and cloud unit (1) an Edge Gateway
Core (EGC) is arranged as the third interface (10),
which is designed in such a way that it aggregates
the data and transmits it to the cloud (C) via various
cloud connectors.

Automation device (5) according to claim 14, char-
acterized in that the analysis and cloud unit (1) has
a security core (SC), which is connected with a key
memory (KM) and a first local memory (LM1) of the
analysis and cloud unit (1) and which is designed in
such a way that it implements an encapsulated se-
curity system which manages security keys, en-
crypts and decrypts data and configures firewalls (F)
and which is designed in such a way that it can ac-
cess via a Core Connection Matrix (CM) arranged in
the analysis and cloud unit (1) to the Analyzer Core
(ANC), the Edge Gateway Core (EGC), the Applica-
tion Core (APC) and the Security Core (SC)in writing
and reading and that the Core Connection Matrix
(CM) is designed together with the firewall (F) in such
a way that this can act as a connection matrix be-
tween individual units of analysis and cloud unit (1)
and a second local Memory (LM2).

Revendications

Dispositif d’automatisation avec un module d’analy-
se de réseau et un module de connexion au cloud,
caractérisé en ce qu’une seule unité d’analyse et
de cloud (1) en tant que module indépendant (2) du
dispositif d’automatisation (5) est intégrée dans un
ASIC (3) du dispositif d’automatisation (5) étant con-
necté a un réseau, en ce que I'ASIC (3) posséde un
contrbleur de réseau Ethernet (4) avec une premiére
interface (8) pour une lecture sans perte de toutes
les données regues du réseau a partir de compo-
sants de réseau qui lui sont connectés les émetteurs
c6té Ethernet internes a I'appareil (8), que le contro-
leur de réseau Ethernet (4) a une deuxiéme interface
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(9) via laquelle tous les ports Ethernet existants sont
connectés a l'unité d’analyse et de cloud (1) et que
'unité d’analyse et de cloud (1) est connecté a un
cloud (C) via une troisieme interface (10).

Dispositif d’automatisation (5) selon la revendication
1, caractérisé en ce que l'unité d’analyse et de
cloud (1) est congue de telle sorte qu’elle enregistre
toutes les données cycliques ou toutes les données
acycliques a ces interfaces (8, 9, 10) et évalue et
qu’un apergu de I'état actuel du réseau et des appa-
reils, qui y sont connectés, peut étre déterminé a
partir des données lues.

Dispositif d’automatisation (5) selon la revendication
1, caractérisé en ce que l'unité d’analyse et de
cloud (1) est congue de telle maniere qu’a partir des
données lues et de leur heure de réception enregis-
trée, les performances, lesirrégularités etles erreurs
dans le contréle d’'un le composant réseau sur le
réseau peut étre déterminé.

Dispositif d’automatisation (5) selon la revendication
1, caractérisé en ce que l'unité d’analyse et de
cloud (1) est congue de telle maniere qu’a partir des
données lues et de I'heure de réception enregistrée
a cet effet dans la communication des composants
du réseau, le processus les erreurs, les erreurs de
transmission, les écarts de temps, les pertes de té-
légrammes et les télégrammes, qui ne correspon-
dent pas au comportement du systéme de I'appareil
d’automatisation (5) etindiquent une intervention ex-
terne, peut étre déterminé.

Dispositif d’automatisation (5) selon la revendication
1, caractérisé en ce que l'unité d’analyse et de
cloud (1) est congue de telle maniére que le démar-
rage du dispositif d’automatisation (5) et les para-
meétres de configuration qu’il contient peuvent étre
déterminés a partir de la données lues.

Dispositif d’automatisation avec un module d’analy-
se de réseau et un module de connexion au cloud,
caractérisé en ce que dans le dispositif d’automa-
tisation (5) une seule unité d’analyse et de cloud (1)
estintégrée en tant que module indépendant (2), ce
dispositif d’automatisation (5) étant connecté a un
réseau, qu’'un contrdleur de réseau Ethernet (4) dis-
posé dans le dispositif d’automatisation (5) a une
premiere interface (8) sous la forme d’'un UART, SPI,
SDIO, MAC, PCle, mémoire a double port, FIFO ou
similaire pour échanger une trame Ethernet avec
I'appareil d’automatisation (5) ou un commutateur
Ethernetinterne (8) du contrbéleur de réseau Ethernet
(4), en ce que le contrbleur de réseau Ethernet (4)
présente une deuxieme interface (9) vialaquelle tous
les ports Ethernet existants sont connectés a l'unité
d’analyse et de cloud (1) et que l'unité d’analyse et
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de cloud (1) est connectée a un cloud (C) via une
troisieme interface (10).

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que la premiere interface (8)
est congue de maniére a ce que des trames Ethernet
soient transmises indépendamment du protocole.

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les trames Ethernet sont
congues de maniere a pouvoir étre transmises par
I'appareil d’automatisation (5) et/ou le contréleur de
réseau (4) aux appareils d’automatisation (5) du ré-
seau et dont la réponse est congue de telle maniére
qu’elle est renvoyée sous forme de trame Ethernet
via la premiére interface (8).

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les trames Ethernet peu-
vent étre utilisées pour écrire et lire des données
dans les appareils d’automatisation connectés (5)
du réseau.

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les données lues et les
informations déterminées a partir de celles-ci par
I'unité d’analyse et de cloud (1) sont congues de ma-
niére appropriée pour pouvoir étre transférées a un
cloud (C) via une interface de connexion Ethernet
séparée en plus a la 3éme interface (10) et/ou via la
premiere interface (8) et le systéme de réseau con-
necte.

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les données lues sont en-
richies de métadonnées et congues de maniéere a
pouvoir étre transmises au cloud (C) sous une forme
lisible.

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les données lues ou les
informations obtenues a partir de celles-ci sont fil-
trées dans l'unité d’analyse et de cloud (1) configu-
rée de cette maniére en fonction de données d’ap-
pareil etde processus ou d’une fonction configurable
individuellement et en ce que I'unité d’analyse et de
cloud (1) est congue de telle maniére qu’elle peut
étre transmise sous une forme appropriée dans deux
clouds (C) ou sur différentes plates-formes a l'inté-
rieur d’un cloud (C).

Dispositif d’automatisation (5) selon la revendication
6, caractérisé en ce que les données lues ou les
informations obtenues a partir de celles-ci peuvent
étre traitées ultérieurement dans I'unité d’analyse et
de cloud (1) ainsi configurée et en ce que celles-ci
peuvent étre rechargées, mises a jour ou échangés
al'aide de modules logiciels chargés depuis le cloud
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(C), al'aide d’appareils d’automatisation (5) déjains-
tallés ou mis en service.

Dispositif d’automatisation (5) selon la revendication
1oularevendication 6, caractérisé en ce que l'unité
d’analyse etde cloud (1) comporte une unité centrale
de traitement (APC), qui est congue de telle maniére
que I'ensemble du processus entre le contrbleur de
réseau (4) et 'unité d’analyse et de cloud (1) com-
mandent et générent les trames Ethernet, qui sont
couplées dans et hors du réseau d’automatisation
via le contréleur de réseau (4) via une connexion (7),
que l'unité d’analyse et de cloud (1) comporte un
noyau d’analyseur (ANC), qui est congu de telle ma-
nieére qu’il analyse les trames Ethernet regues et les
données filtrées et les utilise pour former I'état de
I'appareil et du réseau, et cela dans I'unité d’analyse
et de cloud (1) un Edge Gateway Core (EGC) est
agenceé en tant que troisiéme interface (10), qui est
congu de telle maniere qu’il agrege les données et
les transmet au cloud (C) via divers connecteurs
cloud.

Dispositif d’automatisation (5) selon la revendication
14, caractérisé en ce que l'unité d’analyse et de
cloud (1) comporte un noyau de sécurité (SC), qui
est relié a une mémoire de clé (KM) et une premiére
mémoire locale (LM1) de I'analyse et cloud (1) et qui
estcongu de maniere a mettre en oeuvre un systeme
de sécurité encapsulé, qui gere les clés de sécurité,
chiffre et déchiffre les données et configure les pare-
feux (F), et qui est congu de maniére a pouvoir ac-
céder via un Core Connection Matrix (CM), agencé
dans l'unité d’analyse et de cloud (1), au Analyzer
Core (ANC), au Edge Gateway Core (EGC), au Ap-
plication Core (APC) et au Security Core (SC) en
écriture et lecture et que la matrice de connexion
centrale (CM) est congue avec le pare-feu (F) de
maniére a ce que celui-ci puisse agir comme une
matrice de connexion entre les unités d’analyse in-
dividuelles et 'unité de cloud (1) et une seconde mé-
moire locale (LM2).
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