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(57) An apparatus method comprising means for:

determining an available real space comprising a portion of a real space that comprises locations available to a user to
control a corresponding virtual location of a virtual user, via first-person perspective-mediated reality, wherein first-person
perspective-mediated reality creates a correspondence between a location and orientation of a user in real space to a
virtual location and virtual orientation of a virtual user;

determining a constrained virtual space comprising a portion of a virtual space that corresponds to the available real space;
determining available mediated reality content which comprises multiple representations of the virtual space when
observed from multiple virtual locations within the constrained virtual space;

automatically determining a sub-set of the available mediated reality content without requiring the user to change location
in the real space; and

causing rendering of at least some of the determined sub-set of the available virtual reality content to the user.
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Description
TECHNOLOGICAL FIELD

[0001] Embodiments of the present disclosure relate
to first-person perspective-mediated reality.

BACKGROUND

[0002] In first-person perspective-mediated reality a
user’s real point of view (location and orientation) deter-
mines the point of view (location and orientation) within
a virtual space of a virtual user. The point of view of the
virtual user determines a representation of a virtual space
rendered to the user.

BRIEF SUMMARY

[0003] According to various, but not necessarily all,
embodiments there is provided an apparatus comprising
means for:

determining an available real space comprising a
portion of areal space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

viafirst-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
virtual orientation of a virtual user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user.

[0004] In some but not necessarily all examples, the
apparatus comprises means for determining a boundary
of the available real space and determining a boundary
of the constrained virtual space that corresponds to the
available real space.

[0005] In some but not necessarily all examples, the
apparatus comprises means for determining a shape of
a boundary of the available real space and determining
a shape of a boundary of the constrained virtual space
that corresponds to the available real space and means
for determining a location of the boundary of the con-
strained virtual space within the virtual space.

[0006] In some but not necessarily all examples, the
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apparatus comprises means for determining the location
of the boundary of the constrained virtual space within
the virtual space and/or the scale factor for a mapping
from the available real space to the constrained virtual
space.

[0007] In some but not necessarily all examples, the
apparatus comprises means for providing a map to the
user than illustrates a boundary of the constrained virtual
space within the virtual space and provides an option for
the user to re-locate the constrained virtual space within
the virtual space and/or change a scale, but not a shape,
of the constrained virtual space within the virtual space.
[0008] In some but not necessarily all examples, the
determined sub-set of available mediated reality content
is limited to what can be seen by the user moving, without
interacting, within the determined available real space or
the determined sub-set of available mediated reality con-
tent is limited to what can be seen by the user moving,
with interacting, within the determined available real
space.

[0009] In some but not necessarily all examples, the
multiple representations of the virtual space include vir-
tual visual scenes that are representations of a virtual
visual space viewed from a location within the virtual
space and/or

sound scenes that are representations of a virtual sound
space listened to from a position within the virtual space.
[0010] In some but not necessarily all examples, auto-
matically determining a sub-set of the available mediated
reality content without requiring the user to change loca-
tion in the real space, generates a content for a panning
preview and wherein

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the user,
causes rendering of the panning preview without requir-
ing the user to change location in the real space.
[0011] In some but not necessarily all examples, the
sub-set of available mediated reality content comprises
a sub-set of the multiple representations of the virtual
space when observed from a sub-set of virtual locations
within the constrained virtual space, wherein the sub-set
of virtual locations are selected by the user during ren-
dering of a preview.

[0012] In some but not necessarily all examples, the
apparatus comprises means for selecting the sub-set of
virtual locations based on a gaze direction and gaze du-
ration during a preview.

[0013] According to various, but not necessarily all,
embodiments there is provided a method comprising:

determining an available real space comprising a
portion of a real space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

via first-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
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virtual orientation of a virtual user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user.

[0014] In some but not necessarily all examples, the
method occurs in response to switching to first-person
perspective-mediated reality from third person perspec-
tive-mediated reality.

[0015] According to various, but not necessarily all,
embodiments there is provided a computer program
comprising program instructions for causing an appara-
tus to perform at least the following:

determining an available real space comprising a
portion of areal space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

viafirst-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
virtual orientation of a virtual user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user.

[0016] In some but not necessarily all examples, the
computer program comprises program instructions for
causing an apparatus to perform at least the methods.
[0017] According to various, but not necessarily all,
embodiments there is provided a system comprising:

ahead mounted display apparatus, comprising a dis-
play thatis not a see-through display, and configured
to enable tracking of an orientation of a user wearing
the head mounted display apparatus; and

an apparatus comprising means for:
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determining an available real space comprising a
portion of a real space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

via first-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
virtual orientation of a virtual user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering, at the head mounted display ap-
paratus, of at least some of the determined sub-set
of the available virtual reality content to the user.

[0018] According to various, but not necessarily all,
embodiments there is provided examples as claimed in
the appended claims.

BRIEF DESCRIPTION

[0019] Some example embodiments will now be de-
scribed with reference to the accompanying drawings in
which:

FIGs. 1A, 1B, 2A, 2B, 3A, 3B show an example em-
bodiment of the subject matter described herein;
FIGs. 4A and 4B show an example embodiment of
the subject matter described herein;

FIGs. 5A and 5B show an example embodiment of
the subject matter described herein;

FIGs. 6A, 6B, 6C show example embodiments of the
subject matter described herein;

FIG. 7 shows an example embodiment of the subject
matter described herein;

FIG. 8 shows an example embodiment of the subject
matter described herein;

FIG. 9 shows an example embodiment of the subject
matter described herein;

FIG. 10 shows an example embodiment of the sub-
ject matter described herein;

FIG. 11 shows an example embodiment of the sub-
ject matter described herein;

FIG. 12 shows an example embodiment of the sub-
ject matter described herein;

FIG. 13 shows an example embodiment of the sub-
ject matter described herein;

FIG. 14 shows an example embodiment of the sub-
ject matter described herein;

FIGs. 14A, 15B and 15C show an example embod-
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iment of the subject matter described herein;

FIG. 16 shows an example embodiment of the sub-
ject matter described herein;

FIG. 17 shows an example embodiment of the sub-
ject matter described herein; and

FIG. 18 shows an example embodiment of the sub-
ject matter described herein.

DEFINITIONS

[0020] ‘“artificial environment" may be something that
has been recorded or generated.

[0021] ‘virtual visual space” refers to a fully or partially
artificial environment that may be viewed, which may be
three dimensional.

"virtual visual scene" refers to a representation of the
virtual visual space viewed from a particular point of view
(position) within the virtual visual space.

virtual visual object’ is a visible virtual object within a
virtual visual scene.

[0022] "sound space” (or "virtual sound space") refers
to an arrangement of sound sources in a three-dimen-
sional space. A sound space may be defined in relation
to recording sounds (a recorded sound space) and in
relation to rendering sounds (a rendered sound space).
"sound scene" (or "virtual sound scene") refers to a rep-
resentation of the sound space listened to from a partic-
ular point of view (position) within the sound space.
"sound object"refers to sound source that may be located
within the sound space. A source sound object repre-
sents a sound source within the sound space, in contrast
to a sound source associated with an object in the virtual
visual space. Arecorded sound objectrepresents sounds
recorded at a particular microphone or location. A ren-
dered sound object represents sounds rendered from a
particular location.

[0023] ‘virtual space"may mean a virtual visual space,
mean a sound space or mean a combination of a virtual
visual space and corresponding sound space. In some
examples, the virtual space may extend horizontally up
to 360° and may extend vertically up to 180°.

[0024] ‘'virtual scene"may mean a virtual visual scene,
mean a sound scene or mean a combination of a virtual
visual scene and corresponding sound scene.

‘virtual object’ is an object within a virtual scene, it may
be an artificial virtual object (e.g. a computer-generated
virtual object) or it may be an image of a real object in a
real space that is live or recorded. It may be a sound
object and/or a virtual visual object.

"Virtual position" is a position within a virtual space. It
may be defined using a virtual location and/or a virtual
orientation. It may be considered to be a movable ‘point
of view’.

[0025] "Correspondence” or ‘"corresponding” when
used in relation to a sound space and a virtual visual
space means that the sound space and virtual visual
space are time and space aligned, that is they are the
same space at the same time.
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"Correspondence"” or "corresponding” when used in re-
lation to a sound scene and a virtual visual scene (or
visual scene) means that the sound space and virtual
visual space (or visual scene) are corresponding and a
notional (virtual) listener whose point of view defines the
sound scene and a notional (virtual) viewer whose point
of view defines the virtual visual scene (or visual scene)
are at the same location and orientation, thatis they have
the same point of view (same virtual position).

[0026] “real space” (or "physical space") refers to a
real environment, which may be three dimensional.
"real scene" refers to a representation of the real space
from a particular point of view (position) within the real
space.

"real visual scene" refers to a visual representation of the
real space viewed from a particular real point of view
(position) within the real space.

[0027] "mediated reality” in this document refers to a
user experiencing, for example visually, a fully or partially
artificial environment (a virtual space) as a virtual scene
at least partially rendered by an apparatus to a user. The
virtual scene is determined by a point of view (virtual po-
sition) within the virtual space. Displaying the virtual
scene means providing a virtual visual scene in a form
that can be perceived by the user.

"augmented reality” in this document refers to a form of
mediated reality in which a user experiences a partially
artificial environment (a virtual space) as a virtual scene
comprising a real scene, for example a real visual scene,
of aphysical real environment (real space) supplemented
by one or more visual or audio elements rendered by an
apparatus to a user. The term augmented reality implies
a mixed reality or hybrid reality and does not necessarily
imply the degree of virtuality (vs reality) or the degree of
mediality;

"virtual reality” in this document refers to a form of medi-
ated reality in which a user experiences a fully artificial
environment (a virtual visual space) as a virtual scene
displayed by an apparatus to a user;

"virtual content"is content, additional to real content from
areal scene, if any, that enables mediated reality by, for
example, providing one or more artificial virtual objects.
"mediated reality content" is virtual content which ena-
bles a user to experience, for example visually, a fully or
partially artificial environment (a virtual space) as a virtual
scene. Mediated reality content could include interactive
content such as a video game or non-interactive content
such as motion video.

"augmented reality content"is a form of mediated reality
content which enables a user to experience, for example
visually, a partially artificial environment (a virtual space)
as a virtual scene. Augmented reality content could in-
clude interactive content such as a video game or non-
interactive content such as motion video.

"virtual reality content" is a form of mediated reality con-
tent which enables a user to experience, for example
visually, a fully artificial environment (a virtual space) as
a virtual scene. Virtual reality content could include inter-
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active content such as a video game or non-interactive
content such as motion video.

[0028] ‘perspective-mediated"” as applied to mediated
reality, augmented reality or virtual reality means that us-
er actions determine the point of view (virtual position)
within the virtual space, changing the virtual scene;
"first-person perspective-mediated” as applied to medi-
ated reality, augmented reality or virtual reality means
perspective-mediated with the additional constraint that
the user’s real point of view (location and/or orientation)
determines the point of view (virtual position) within the
virtual space of a virtual user,

"third person perspective-mediated" as applied to medi-
ated reality, augmented reality or virtual reality means
perspective-mediated with the additional constraint that
the user’s real point of view does not determine the point
of view (virtual position) within the virtual space;

"user interactive" as applied to mediated reality, aug-
mented reality or virtual reality means that user actions
at least partially determine what happens within the vir-
tual space;

"displaying" means providing in a form that is perceived
visually (viewed) by the user. "rendering" means provid-
ing in a form that is perceived by the user.

[0029] ‘virtual user" defines the point of view (virtual
position-location and/or orientation) in virfual space used
to generate a perspective-mediated sound scene and/or
visual scene. A virtual user may be a notional listener
and/or a notional viewer.

"notional listener" defines the point of view (virtual posi-
tion- location and/or orientation) in virtual space used to
generate a perspective-mediated sound scene, irrespec-
tive of whether or not a user is actually listening.
"notional viewer" defines the point of view (virtual posi-
tion- location and/or orientation) in virtual space used to
generate a perspective-mediated visual scene, irrespec-
tive of whether or not a user is actually viewing.

[0030] Three degrees of freedom (3DoF) describes
mediated reality where the virtual position is determined
by orientation only (e.g. the three degrees of three-di-
mensional orientation). In relation to first-person per-
spective-mediated reality, only the user’s orientation de-
termines the virtual position.

[0031] Six degrees of freedom (6DoF) describes me-
diated reality where the virtual position is determined by
both orientation (e.g. the three degrees of three-dimen-
sional orientation) and location (e.g. the three degrees
of three-dimensional location). In relation to first-person
perspective-mediated reality, both the user’s orientation
and the user’s location in the real space determine the
virtual position.

DETAILED DESCRIPTION

[0032] FIGs 1A-B, 2A-2B, 3A-3B illustrate the applica-
tion of a method to a situation where there is rendering
of mediated reality using virtual content. In this context,
mediated reality means the rendering of mediated reality
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for the purposes of achieving mediated reality, for exam-
ple, augmented reality or virtual reality. In these exam-
ples, the mediated reality is first-person perspective-me-
diated reality. It may or may not be user interactive. It
may be 3DoF or 6DoF.

[0033] FIGs. 1A, 2A, 3A illustrate at a first time a real
space 50, a sound space 20 and a visual space 60 re-
spectively. There is correspondence between the sound
space 20 and the virtual visual space 60. As illustrated
in FIG 1A, a user 51 in the real space 50 has a position
(point of view) defined by a location 52 and an orientation
53. The location is a three-dimensional location and the
orientation is a three-dimensional orientation. As illus-
trated in FIGs 2A, 3A avirtual user 71 in the virtual space
(sound space 20 and/or virtual visual space 60) has a
virtual position (virtual point of view) defined by a virtual
location 72 and a virtual orientation 73. The virtual loca-
tion 72 is a three-dimensional location and the virtual
orientation 73 is a three-dimensional orientation.

[0034] In 3DoF first-person perspective-mediated re-
ality, an orientation 53 of the user 51 controls a virtual
orientation 73 of a virtual user 71. There is a correspond-
ence between the orientation 53 and the virtual orienta-
tion 73 such that a change in the orientation 53 produces
the same change in the virtual orientation 73. The virtual
orientation 73 of the virtual user 71 in combination with
a virtual field of view 74 defines a virtual visual scene 75
within the virtual visual space 60. In some examples, it
may also define a virtual sound scene 76. A virtual visual
scene 75 is that part of the virtual visual space 60 that is
displayed to a user 51. A virtual sound scene 76 is that
part of the virtual sound space 20 that is rendered to a
user 51. The virtual sound space 20 and the virtual visual
space 60 correspond in that a position within the virtual
sound space 20 has an equivalent position within the
virtual visual space 60. In 3DoF mediated reality, a
change in the location 52 of the user 51 does not change
the virtual position 72 or virtual orientation 73 of the virtual
user 71.

[0035] In the example of 6DoF first-person perspec-
tive-mediated reality, the situation is as described for
3DoF andin addition itis possible to change the rendered
virtual sound scene 76 and the displayed virtual visual
scene 75 by movement of a location 52 of the user 51.
For example, there may be a mapping M between the
location 52 of the user 51 and the virtual location 72 of
the virtual user 71. A change in the location 52 of the
user 51 produces a corresponding change in the virtual
location 72 of the virtual user 71. A change in the virtual
location 72 of the virtual user 71 changes the rendered
sound scene 76 and also changes the rendered visual
scene 75.

[0036] This may be appreciated from FIGs. 1B, 2B and
3B which illustrate the consequences of a change in lo-
cation 52 and orientation 53 of the user 51 onrespectively
the rendered sound scene 76 (FIG. 2B) and the rendered
visual scene 75 (FIG. 3B).

[0037] In the example illustrated in FIG 4A, the real
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space 50 is constrained to an available real space 150.
The available real space 150 is that part of the real space
50 that the user 51 can have a location 52 within. The
user 51 cannot have a location 52 outside the available
real space 150. This therefore constrains 6DoF virtual
reality. As illustrated in FIG 4B, the available real space
150 has a corresponding constrained virtual space 152.
The constrained virtual space 152 is that part of the virtual
space (sound space 20 and/or virtual visual space 60)
that a virtual user 71 can have a virtual location 72 within.
[0038] It is possible to change the rendered virtual
sound scene 76 and/or the displayed virtual visual scene
75 by movement of a location 52 of the user 51 within
the available real space 150. For example, there is a
mapping M between the location 52 of the user 51 in the
available real space 150 and the virtual location 72 of the
virtual user 71 in the constrained virtual space 152. This
mapping creates a correspondence between the availa-
ble real space 150 and the constrained virtual space 152.
A change in the location 52 of the user 51 within the
available real space 150 produces a corresponding
change in the virtual location 72 of the virtual user 71
within the constrained virtual space 152. A change in the
virtual location 72 of the virtual user 71 within the con-
strained virtual space 152 changes the rendered sound
scene 76 and also changes the rendered visual scene
75. The virtual user 71 cannot have a virtual location 72
outside the constrained virtual space 152 without a
change in the mapping M that creates correspondence
between the real space 50 and the virtual space.
[0039] The available real space 150 comprises a
boundary 160, enclosing a volume defining the available
real space 150. The constrained virtual space 152 that
corresponds to the available real space 150 via the map-
ping M comprises a boundary 162, enclosing a volume
defining the constrained virtual space 152.

[0040] It is only within the available real space 150,
that a location 52 and orientation 53 of the user 51 de-
termines areal point of view (position) of the user 51 that
is mapped to a virtual point of view (virtual position) of
the virtual user 71 within the constrained virtual space
152. The virtual point of view of the virtual user 72 deter-
mines the rendered virtual content. The location 52 and
orientation 53 are typically three-dimensional butin some
examples may be two-dimensional.

[0041] The boundary 160 of the available real space
150 corresponds to the boundary 162 of the constrained
virtual space 152 via the mapping M.

[0042] FIG 5A illustrates a top-perspective view of an
example of an available real space 150. In this example
the real space 50 includes a room 110 that includes fur-
niture 112. At least some of the floor space 114 is not
available to the user 51 because it is blocked by furniture
112. The available floor space 116 is the available real
space 150 in two-dimensions.

[0043] FIG 5B illustrates a top-perspective view of an
example of a constrained virtual space 152 that corre-
sponds to the available real space 150 illustrated in FIG
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5A. In this example the virtual space extends beyond the
boundary 162 of the constrained virtual space 152.
[0044] FIG 6A, 6B and FIG 6C illustrate that different
mappings M can be used to define different correspond-
ences between the available real space 150 and the con-
strained virtual space 152.

[0045] Each different mapping uses an orientation ref-
erence mapping to map an origin orientation of the user
51 to an origin virtual orientation of the virtual user 71.
Changes in orientation 53 of the user 51 are measured
relative to the origin orientation. Changes in virtual ori-
entation 73 of the virtual user 71 are effected relative to
the origin virtual orientation. The orientation reference
mapping orients the constrained virtual space 152 cor-
responding to the available real space 150 within the vir-
tual space.

[0046] Each different mapping uses an orientation
mapping that maps changes in the orientation 53 of the
user 51 to changes in the orientation 73 of the virtual user
71. The orientation mapping is exact and maps changes
in the orientation 53 of the user 51 to the same changes
in the orientation 73 of the virtual user 71. If an orientation
53 of the user 51 is defined by a polar angle (6) and an
azimuthal angle (¢) (from the origin orientation) and a
virtual orientation 73 of the virtual user 71 can be defined
by a polar angle (8’) and an azimuthal angle (¢’)(from the
virtual origin orientation), then a change in the orientation
53 of the user 51 is defined by a change in the polar angle
(AB) and a change in the azimuthal angle (Ap) and a
change in the virtual orientation 73 of the virtual user 71
can be defined by a change in the polar angle (A6’) and
a change in the azimuthal angle (A¢’). The mapping M
in this example, is such that A6 = A0’ & Ap = A@'.
[0047] Each different mapping uses a location refer-
ence mapping to map an origin location of the user 51 to
an origin virtual location of the virtual user 71. Changes
in location 52 of the user 51 are measured relative to the
originlocation. Changes in virtual location 72 of the virtual
user 71 are effected relative to the origin virtual location.
The location reference mapping re-locates the con-
strained virtual space 152 corresponding to the available
real space 150 within the virtual space.

[0048] Each different mapping uses a change in loca-
tion mapping (a scale mapping) to map changes in the
location 52 of the user 51 to changes in the virtual position
72 of the virtual user 71. The scale mapping re-sizes the
constrained virtual space 152 corresponding to the avail-
able real space 150 within the virtual space. If a location
52 of the user 51 is defined by a Cartesian co-ordinate
(X, y, z) then a virtual location 72 of the virtual user 71
can be defined by corresponding Cartesian coordinates
(X', ¥, Z'). A change in the location 52 of the user 51 is
defined by a change in one or more of the coordinates
(Ax, Ay, Az) and a change in the virtual position 72 of the
virtual user 71 can be defined by a change in one or more
of the coordinates (AX’, Ay’, AZ’). The mapping M in this
example, is such that Ax =k,. AX’, Ay= ky.Ay’ ,Az=Kk,.AZ,
where ki, ky, k,, are independent, and possibly different,
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constants defined by the mapping M. In some but not
necessarily all examples the mapping M is isomorphic
and k= k= k. In some but not necessarily all example
the scaling is exact (1 to 1) i.e. k,= k= k,=1.

[0049] The illustrated mappings M differ in that they
have different orientation reference mappings and/or lo-
cation reference mappings and/or different scale map-
pings.

[0050] FIG 6A illustrate a first mapping M that has a
first orientation reference mapping, a first location map-
ping and a first scale mapping.

[0051] FIG 6B illustrate a second mapping M that has
a second orientation reference mapping (different to the
first orientation reference mapping), a second location
mapping (different to the first location mapping) and the
first scale mapping. The constrained virtual space 152
has been re-oriented and re-located but not re-sized
compared to FIG 6A. In other examples it could only be
re-oriented or only re-located.

[0052] FIG 6B illustrate a third mapping M that has the
first orientation reference mapping, a third location map-
ping (different to the first location mapping and the sec-
ond location mapping) and a second scale mapping (dif-
ferent to the first scale mapping). The constrained virtual
space 152 has been re-located and re-sized compared
to FIG 6A but not re-oriented. In other examples it could
only be re-located or only re-sized.

[0053] FIG 7 illustrates an example of a method 200.
[0054] The method 200 comprises, at block 202, de-
termining an available real space 150 comprising a por-
tion of a real space 50 that comprises locations 52 avail-
able to a user 51 to control a corresponding virtual loca-
tion 72 of a virtual user 71, via first-person perspective-
mediated reality.

[0055] As previously explained, first-person perspec-
tive-mediated reality creates a correspondence between
alocation 52 and orientation 53 of a user 51 in real space
50 to a virtual location 72 and virtual orientation 73 of a
virtual user 71.

[0056] The method 200 comprises, at block 204, de-
termining a constrained virtual space 152 comprising a
portion of a virtual space 20, 60 that corresponds to the
available real space 150.

[0057] The method 200 comprises, at block 206, de-
termining available mediated reality content which com-
prises multiple representations of the virtual space 20,
60 when observed from multiple virtual locations 72 with-
in the constrained virtual space 152. The multiple repre-
sentations may be virtual visual scenes, sound scenes
orvirtual visual scenes and corresponding sound scenes.
[0058] An example of available mediated reality con-
tent 170 is described later with respect to FIG 10.
[0059] The method 200 comprises, at block 208, au-
tomatically determining a sub-set 174 of the available
mediated reality content 170 without requiring the user
51 to change location 52 in the real space 50.

[0060] The method 200 comprises, atblock 210, caus-
ing rendering of at least some of the determined sub-set
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174 of the available virtual reality content to the user 51.
[0061] FIG. 8 illustrates, in more detail, an example of
blocks 202 and 204 of the method 200.

[0062] In this example, at block 202, the method 200
determines the available real space 150 by determining
aboundary 160 of the available real space. At block 204,
the method 200 determines the constrained virtual space
152 by determining a boundary 162 of the constrained
virtual space 152 that corresponds to the boundary 160
of the available real space 150.

[0063] Determining the boundary 162 of the con-
strained virtual space 152 comprises, at block 202, de-
termining a shape of the boundary 160 of the available
real space 150 and at block 210 determining a shape of
the boundary 162 of the constrained virtual space 152
that corresponds to the shape of the boundary 160 of the
available real space 150. The method also comprises at
block 212, determining an orientation of the boundary
162 of the constrained virtual space 152 within the virtual
space. The method also comprises at block 214, deter-
mining a location of the boundary 162 of the constrained
virtual space 152 within the virtual space. The method
200 may also comprise, at block 216, determining a scale
factor for a mapping from the available real space 150
to the constrained virtual space 152.

[0064] The shape of the boundary 160 of the available
real space 150 can, for example, be determined by sens-
ing the presence of obstructions using transmitted sig-
nals, for example ultrasound signals, or by a user 51 trac-
ing out the boundary 160 via user movement. This may
be achieved by using a pointer device that the user points
to the boundary 160 at floor level, the location and ori-
entation of the pointing device being converted to the
boundary 160 at floor level. This may be alternatively be
achieved by using a tracking device that the user carries
over the boundary 160 at floor level, the location of the
tracking device being converted to a trace of the bound-
ary 160 at floor level.

[0065] Itwill be appreciated from the foregoing descrip-
tion that block 210 may be based upon an isomorphic
mapping M from the available real space 150 to the con-
strained virtual space 152. Thus the shape of the bound-
ary in the real space is also the same shape of the bound-
ary 162 in the virtual space. The block 212 is based upon
the orientation reference mapping of the mapping M be-
tween the available real space 150 and the constrained
virtual space 152. The block 214 is based upon the lo-
cation mapping of the mapping M between the available
real space 150 and the constrained virtual space 152.
The block 216 is based upon the scale mapping of the
mapping M between the available real space 150 and
the constrained virtual space 152.

[0066] The mapping M may be automatically optimized
for one or more different criteria. For example, the map-
ping M may be optimized in dependence upon the avail-
able mediated reality content defined by the constrained
virtual space 152. The constrained virtual space 152
may, for example, be defined so that the available me-
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diated reality content 170 is content that satisfies one or
more criteria such as duration, interactive, rating, etc.
[0067] The mapping M can therefore be determined
automatically as part of the method 200.

[0068] Insome examples it may be desirable to enable
the user 51 to define or to adjust the mapping M between
the available real space 150 and the constrained virtual
space 152, so that the user 51 can, in effect, control the
constrained virtual space 152 and, as a consequence,
the available mediated reality content 170.

[0069] FIG. 9illustrates an example of a user interface
300 that is configured to enable a user 51 to control, by
defining or adjusting, the mapping M between the avail-
able real space 150 and the constrained virtual space
152. The user interface 300 comprises a map 302 that
illustrates the virtual space. The user interface includes,
as an overlay on the map 302, a representation of the
constrained virtual space 152. In this example, the
boundary 162 of the constrained virtual space 152 is il-
lustrated within the map 302.

[0070] The user interface 300 provides user input con-
trols 310.

[0071] In this example but not necessarily all exam-
ples, the user input controls 310 comprise a user input
control 312 for controlling the orientation reference map-
ping. This enables the user 51 to change an orientation
of the constrained virtual space 152 within the map 302
of the virtual space.

[0072] In this example but not necessarily all exam-
ples, the user input controls 310 comprises a user input
control 314 for controlling the location reference map-
ping. This enables the user 51 to change a location of
the constrained virtual space 152 within the map 302 of
the virtual space.

[0073] In this example but not necessarily all exam-
ples, the user input controls 310 comprises a user input
control 316 for controlling a scale mapping. This enables
the user 51 to resize the constrained virtual space 152
within the map 302 of the virtual space.

[0074] The userinput controls may be any suitable de-
tector that enables a user 51 to provide a control input
such as a touch screen that displays the map 302. A
simultaneous two-point contact on the touch screen over
the constrained virtual space 152 within the map 302 may
be used to re-size the constrained virtual space 152 (e.g.
by increasing the separation distance between the two
points of simultaneous contact) and/or reorient the con-
strained virtual space 152 (e.g. by rotating the two-points
of simultaneous contact), and/or re-locate the con-
strained virtual space 152 (e.g. by sliding movement of
the two points of simultaneous contact).

[0075] Theuserinterface 300 therefore provides a map
302 to the user 51 that illustrates a boundary 162 of the
constrained virtual space 152 within the virtual space and
provides one or more options for the user 51 to relocate
and/or resize and/or reorient the constrained virtual
space 152 within the virtual space. It will be appreciated
that the options maintain the isomorphism between the
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real space and the virtual space. Thus although the val-
ues of k,, ky, and k, may, in some examples, be varied
they remain equal to each other.

[0076] In some examples, it may be possible for the
user 51 to provide a user input that voluntarily changes
the available real space 150 and therefore cause a con-
sequential variation in the constrained virtual space 152.
[0077] In some, but not necessarily all, examples, the
user interface 300 may additionally or alternatively be
used to enable a user 51 to control the sub-set 174 of
the available mediated reality content 170. For example,
if the available mediated reality content 170 comprises
representations of the virtual space observable from vir-
tual locations, the user interface 300 may allow the user
51 to determine preferred representations of the virtual
space observable from preferred virtual locations. In
some examples, the user may be able to define the sub-
set 174 of the available mediated reality content 170 by
indicating a first set of the preferred locations that are
within the constrained virtual space 152 and indicating a
second set of the preferred locations that are outside the
constrained virtual space 152.

[0078] FIG. 10 illustrates a relationship between the
constrained virtual space 152 and its boundary 162 and
the available mediated reality content 170.

[0079] In some but not necessarily all examples, the
available mediated reality content 170 comprises content
that can be seen by the user 51 moving, without inter-
acting, within the determined available real space 150.
This content is seen by the user 51 moving within the
determined available real space 150. In some examples,
the available mediated reality content 170 is limited to
only content that can be seen by the user 51 moving,
without interacting, within the determined available real
space 150.

[0080] In some but not necessarily all examples, the
available mediated reality content 170 comprises content
170A that is both visible to and accessible by the virtual
user 71 moving within the constrained virtual space 152.
This content can be seen by the user 51 moving within
the determined available real space 150. In some exam-
ples, the available mediated reality content 170 is limited
to only content that is both visible to and accessible 170A
by the virtual user 71.

[0081] In some but not necessarily all examples, the
available mediated reality content 170 comprises what
is visible to the virtual user 71 moving within the con-
strained virtual space 152. This corresponds to the con-
tent 170A, 170B that can be seen by the user moving
within the determined available real space 150. It in-
cludes the content 170A that is visible and accessible
and the content 170B that is visible but not accessible.
The user 51 (or virtual user 71) cannot interact with con-
tent that is not accessible.

[0082] Inthe illustrated example the determined avail-
able mediated reality content 170 includes content that
is visible content, renderable as a consequence of action
by the user 51 within the determined available real space
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150 and accessible content, renderable for interaction
as a consequence of action by the user 51 within the
determined available space 150. The determined avail-
able mediated reality content 170 comprises multiple rep-
resentations of the virtual space when observed from
multiple locations within the constrained virtual space
152. The multiple representations of the virtual space
152 may, for example, include virtual visual scenes that
are representations of a virtual visual space viewed from
a location within the virtual space and/or sound scenes
that are representations of a virtual sound space listened
to from a position within the virtual space. In some, but
not necessarily all, examples, the multiple representa-
tions of the virtual space include virtual visual scenes that
are video representations of a virtual visual space.
[0083] In theillustrated example the determined avail-
able mediated reality content 170 does not include con-
tent 172 that is not visible or not accessible.

[0084] FIGS 11 and 12 illustrate an example of the op-
eration of block 208 of the method 200. In this example
the method comprises, at block 208, automatically de-
termining a sub-set 174 of the available mediated reality
content 170 without requiring the user 51 to change lo-
cation 52 in the real space 50. In this example, the sub-
set 174 of the available mediated reality content 170 is
a preview of the available mediated reality content 170.
The block 208 therefore automatically creates a preview.
[0085] As the available mediated reality content only
comprises representations of the virtual space observa-
ble from multiple virtual locations within the constrained
virtual space 152, the sub-set 174 of the available medi-
ated reality content 170 only comprises representations
ofthe virtual space observable from virtual locations with-
in the constrained virtual space 152. Therefore all the
content promised by the preview is viewable by the user
51 by moving only within the available real space 150,
after the preview is exited and the previewed content is
selected either manually or automatically. The preview
contains only those parts of the content that are visible
from different locations within the available real space
150. In some example, the preview may be generated
from the content by analysis of the content and in other
examples the preview may be generated by editing an
existing preview of the content to remove unviewable
content by analysis of the existing preview.

[0086] Inthe example illustratedin FIG 11, the preview
is a panning preview 180. The block 208 of method 200
(not illustrated), generates content for a panning preview
180 and block 210 of method 200 (not illustrated) causes
rendering of the panning preview 180 without requiring
the user 51 to change location 52 in the real space 50.
The sub-set 174 of the available mediated reality content
170, that controls the panning preview, comprises mul-
tiple representations of the virtual space that are observ-
able from some or all orientations 73 along a trail 181 of
virtual locations 72.

[0087] In some examples, the trail 181 is wholly within
the constrained virtual space 152. In other examples, the
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trail 181 is partially or wholly outside the constrained vir-
tual space 152. Where the trail 181 is outside the con-
strained virtual space 152, the sub-set 174 of the avail-
able mediated reality content 170, that control the pan-
ning preview, comprises multiple representations of the
virtual space that are observable from orientations 73,
along the trail 181 of virtual locations 72, that are directed
towards the constrained virtual space 152.

[0088] Inthe exampleillustratedin FIG 11, the panning
preview 180 is created as a fly-through trail 181. In this
fly-through trail, the virtual location 72 of the virtual user
71 that determines a rendered representation of the vir-
tual space, moves automatically along the trail 181. In
some examples during rendering of the panning preview
as afly-throughtrail 181, changes in the virtual orientation
73 of the virtual user 71 that determine the rendered rep-
resentation of the virtual space (e.g. virtual visual scene)
correspond to changes in the orientation 53 of the user
51 as the virtual user 71 moves automatically along the
trail 181. In other examples of a fly-through trail 181, the
virtual orientation 73 of the virtual user 71 changes au-
tomatically as the virtual user 71 moves automatically
along the trail 181 and is not dependent upon changes
in the orientation 53 of the user 51.

[0089] FIG 12 illustrates a different example, in which
the sub-set 174 of the available mediated reality content
170, that controls the preview, comprises multiple repre-
sentations of the virtual space when observed from spe-
cific discrete virtual locations 182 within the constrained
virtual space 152. In this example the specific discrete
virtual locations are a set of preferred locations 182 within
the constrained virtual space 152.

[0090] In some but not necessarily all examples, the
sub-set 174 of the available mediated reality content 170,
that controls the preview, comprises multiple represen-
tations of the virtual space when observed from specific
discrete virtual locations 182 within the constrained vir-
tual space 152 at specific orientations.

[0091] In the example illustrated in FIG 12, in the pre-
view, the virtual location 72 of the virtual user 71 that
determines a rendered representation of the virtual
space, moves automatically from location 182 to location
182. In some examples during rendering of the preview,
changes in the virtual orientation 73 of the virtual user 71
that determine the rendered representation of the virtual
space (e.g. virtual visual scene) correspond to changes
in the orientation 53 of the user 51 as the virtual user 71
moves automatically from location 182 to location 182.
In other examples, the virtual orientation 73 of the virtual
user 71 changes automatically as the virtual user 71
moves automatically from location 182 to location 182
and is not dependent upon changes in the orientation 53
of the user 51.

[0092] The examples illustrated in FIGS 13 to 15 de-
scribe examples in which the sub-set 174 of the available
mediated reality content 170 is automatically determined
during rendering of a preview. In these examples, the
sub-set 174 of available mediated reality content 170
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comprises a sub-set of the multiple representations of
the virtual space when observed from a sub-set of virtual
locations within the constrained virtual space 152. The
sub-set of virtual locations 182 are selected by the user
during rendering of a preview. The selected virtual loca-
tions 182 and the available real space 150 determines
the constrained virtual space 152.

[0093] FIG 13illustrates an example of the method 200
in which a preview is used to determine the sub-set of
the available mediated reality content 170.

[0094] The method 200, at block 202, determines the
available real space 150. Next, at blocks 204, 206, the
method determines a constrained virtual space 152 that
corresponds to the available real space 150 and deter-
mines available mediated reality content 170. The avail-
able mediated reality content 170 comprises multiple rep-
resentations of the virtual space when observed from
multiple virtual locations within the constrained virtual
space 152. The representations caninclude virtual visual
scenes and/or sound scenes.

[0095] Next, at block 208, the method automatically
determines a sub-set 174 of the available mediated re-
ality content 170 without requiring the user 51 to change
location 52 in the real space 50. In this example the block
208 comprises, at block 220, generation of a preview
based on the available mediated reality content 170. This
preview is rendered to the user 51. The sub-set 174 of
the available mediated reality content 170 is determined,
at block 222, during rendering of the preview. The deter-
mination is based upon which portions of the available
mediated reality content 170 attract the user’s attention.
This can for example be determined by monitoring where
and for how long a user looks at particular available me-
diated reality content 170. The content that is most pop-
ular based on this monitoring, is then included in the sub-
set 174 of the available mediated reality content 170.
Finally, at block 210, the method 200 causes rendering
of at least some of the determined sub-set 174 of the
available virtual reality content to the user 51. This can
for example be achieved by redetermining the con-
strained virtual space 152 that corresponds to the avail-
able real space 150 such thatthe new available mediated
reality content observable from the virtual locations within
the new constrained virtual space 152 are determined
by the sub-set 174 of the available mediated reality con-
tent. This corresponds to a re-location of the constrained
virtual space 152. The constrained virtual space 152
may, in addition, be reoriented and/or resized.

[0096] The operation of the method of FIG 13 may be
further understood by reference to FIGS 14 and 15A, 15B
and 15C. FIG 14 illustrates an initial placement of a con-
strained virtual space 152, having a boundary 162, rela-
tive to particular content 190 in the virtual space. FIG 15A
illustrates a trajectory 192 of a fly-through that may be
used to generate a preview of the content 190. FIG 15B
illustrates a direction 194 in which the user looks, relative
to the trajectory 192, during the preview. It can be seen
that the directions 194 point towards a particular portion
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190A of the content 190. In this example, the user looks
towards particular interactive objects 197.FIG 15C illus-
trates a reorientation and/or relocation and/or re-sizing
of the constrained virtual space 152 as a consequence
of the user’s attention towards the portion 190A of the
content 190. In the example illustrated, there is a reori-
entation and relocation of the constrained virtual space
152 as a consequence of the user’s attention towards
the portion 190A. It can be seen that the constrained
virtual space 152 has been positioned and oriented such
that it overlaps with the portion of the virtual space that
corresponds to the portion of the content 190A.

[0097] Consequently, the sub-set 174 of available me-
diated reality content 190 corresponds to the portion
190A and comprises a sub-set of the multiple represen-
tations of the virtual space when observed from a sub-
setof virtual locations within the constrained virtual space
152, wherein the sub-set of virtual locations are selected
by the user during rendering of the preview. In this ex-
ample the selecting of the sub-set of virtual locations is
based upon a gaze direction (the direction in which the
user 51 is looking) and gaze duration (time period during
which user 51 is looking in a particular direction) during
the preview.

[0098] FIG 16 illustrates an example of a controller
300. Implementation of a controller 300 may be as con-
troller circuitry. The controller 300 may be implemented
in hardware alone, have certain aspects in software in-
cluding firmware alone or can be a combination of hard-
ware and software (including firmware).

[0099] As illustrated in FIG 16 the controller 300 may
be implemented using instructions that enable hardware
functionality, for example, by using executable instruc-
tions of a computer program 306 in a general-purpose
or special-purpose processor 302 that may be stored on
acomputer readable storage medium (disk, memory etc)
to be executed by such a processor 302.

[0100] The processor 302 is configured to read from
and write to the memory 304. The processor 302 may
also comprise an output interface via which data and/or
commands are output by the processor 302 and an input
interface via which data and/or commands are input to
the processor 302.

[0101] The memory 304 stores a computer program
306 comprising computer program instructions (compu-
ter program code) that controls the operation of the ap-
paratus 310 when loaded into the processor 302. The
computer program instructions, of the computer program
306, provide the logic and routines that enables the ap-
paratus to perform the methods illustrated in FIGS 7, 8
and 13. The processor 302 by reading the memory 304
is able to load and execute the computer program 306.
[0102] The apparatus 310 therefore comprises:

at least one processor 302; and

at least one memory 304 including computer pro-
gram code

the at least one memory 304 and the computer pro-
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gram code configured to, with the at least one proc-
essor 302, cause the apparatus 310 at least to per-
form: determining an available real space compris-
ing a portion of a real space that comprises locations
available to a user to control a corresponding virtual
location of a virtual user, via first-person perspective-
mediated reality, wherein first-person perspective-
mediated reality creates a correspondence between
a location and orientation of a user in real space to
a virtual location and virtual orientation of a virtual
user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user.

[0103] This operation may be configured to occur in
response to switching to first-person perspective-medi-
ated reality from third person perspective-mediated re-
ality. Thatisitis a calibration step in setting up first-person
perspective-mediated reality.

[0104] As illustrated in FIG 17, the computer program
306 may arrive at the apparatus 310 via any suitable
delivery mechanism 308. The delivery mechanism 308
may be, for example, a machine readable medium, a
computer-readable medium, a non-transitory computer-
readable storage medium, a computer program product,
a memory device, a record medium such as a Compact
Disc Read-Only Memory (CD-ROM) or a Digital Versatile
Disc (DVD) or a solid state memory, an article of manu-
facture that comprises or tangibly embodies the compu-
ter program 306. The delivery mechanism may be a sig-
nal configured to reliably transfer the computer program
306. The apparatus 310 may propagate or transmit the
computer program 306 as a computer data signal.
[0105] Computer program instructions for causing an
apparatus to perform at least the following or for perform-
ing at least the following:

determining an available real space comprising a
portion of areal space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

viafirst-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
virtual orientation of a virtual user;

determining a constrained virtual space comprising
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a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user.

[0106] The computer program instructions may be
comprised in a computer program, a non-transitory com-
puter readable medium, a computer program product, a
machine readable medium. In some but not necessarily
all examples, the computer program instructions may be
distributed over more than one computer program.
[0107] Although the memory 304 is illustrated as a sin-
gle component/circuitry it may be implemented as one
or more separate components/circuitry some or all of
which may be integrated/removable and/or may provide
permanent/semi-permanent/ dynamic/cached storage.
[0108] Although the processor 302 is illustrated as a
single component/circuitry it may be implemented as one
or more separate components/circuitry some or all of
which may be integrated/removable. The processor 302
may be a single core or multi-core processor.

[0109] References to 'computer-readable storage me-
dium’, ‘computer program product’, ‘tangibly embodied
computer program’ etc. or a’controller’,’computer’, ’proc-
essor’ etc. should be understood to encompass not only
computers having different architectures such as single
/multi- processor architectures and sequential (Von Neu-
mann)/parallel architectures but also specialized circuits
such as field-programmable gate arrays (FPGA), appli-
cation specific circuits (ASIC), signal processing devices
and other processing circuitry. References to computer
program, instructions, code etc. should be understood to
encompass software for a programmable processor or
firmware such as, for example, the programmable con-
tent of a hardware device whether instructions for a proc-
essor, or configuration settings for a fixed-function de-
vice, gate array or programmable logic device etc.
[0110] As used in this application, the term ’circuitry’
may refer to one or more or all of the following:

(a) hardware-only circuitry implementations (such as
implementations in only analog and/or digital circuit-
ry) and

(b) combinations of hardware circuits and software,
such as (as applicable):

(i) a combination of analog and/or digital hard-
ware circuit(s) with software/firmware and

(ii) any portions of hardware processor(s) with
software (including digital signal processor(s)),
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software, and memory(ies) that work together
to cause an apparatus, such as a mobile phone
or server, to perform various functions and

(c) hardware circuit(s) and or processor(s), such as
a microprocessor(s) or a portion of a microproces-
sor(s), that requires software (e.g. firmware) for op-
eration, but the software may not be present when
it is not needed for operation.

[0111] This definition of circuitry applies to all uses of
this term in this application, including in any claims. As
a further example, as used in this application, the term
circuitry also covers an implementation of merely a hard-
ware circuit or processor and its (or their) accompanying
software and/or firmware. The term circuitry also covers,
for example and if applicable to the particular claim ele-
ment, a baseband integrated circuit for a mobile device
orasimilarintegrated circuitin a server, a cellular network
device, or other computing or network device.

[0112] The blocks illustrated in the FIGS 7, 8 and 13
may represent steps in a method and/or sections of code
in the computer program 306. The illustration of a partic-
ular order to the blocks does not necessarily imply that
there is a required or preferred order for the blocks and
the order and arrangement of the block may be varied.
Furthermore, it may be possible for some blocks to be
omitted.

[0113] FIG 18 illustrates an example of a system 500
comprising the apparatus 310 and a head mounted dis-
play apparatus 502.

[0114] The head mounted display apparatus 502 com-
prises a display 504 that is not a see-through display.
The display is configured to display virtual reality content,
for example, a virtual visual scene. The head mounted
display apparatus 502 can, in some examples, comprise
audio output device(s) 506. The audio output device(s)
506 is/are configured to render virtual reality content, for
example, a sound scene.

[0115] The head mounted display apparatus 502 is
configured to enable tracking of an orientation 53 of a
user 51 wearing the head mounted display apparatus
502. In this example, the head mounted display appara-
tus 502 comprises positioning circuitry 508 that enables
tracking of a location 52 and enables tracking of a head
orientation 53 of the user 51 wearing the head mounted
apparatus 502.

[0116] Theapparatus 502 is,forexample as previously
described. In some examples, it comprises means for:

determining an available real space comprising a
portion of areal space that comprises locations avail-
able to a user to control a corresponding virtual lo-
cation of a virtual user,

viafirst-person perspective-mediated reality, where-
in first-person perspective-mediated reality creates
a correspondence between a location and orienta-
tion of a user in real space to a virtual location and
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virtual orientation of a virtual user;

determining a constrained virtual space comprising
a portion of a virtual space that corresponds to the
available real space;

determining available mediated reality content which
comprises multiple representations of the virtual
space when observed from multiple virtual locations
within the constrained virtual space;

automatically determining a sub-set of the available
mediated reality content without requiring the user
to change location in the real space; and

causing rendering, using the display 504 of the head
mounted display apparatus 502, of at least some of
the determined sub-set of the available virtual reality
content to the user.

[0117] Where a structural feature has been described,
it may be replaced by means for performing one or more
ofthe functions of the structural feature whether that func-
tion or those functions are explicitly or implicitly de-
scribed.

[0118] As used here ‘'module’ refers to a unit or appa-
ratus that excludes certain parts/components that would
be added by an end manufacturer or a user. The control-
ler 300 my be a module, for example.

[0119] The term 'comprise’ is used in this document
with an inclusive not an exclusive meaning. That is any
reference to X comprising Y indicates that X may com-
prise only one Y or may comprise more than one Y. If it
is intended to use 'comprise’ with an exclusive meaning
then it will be made clear in the context by referring to
"comprising only one.." or by using "consisting".

[0120] In this description, reference has been made to
various examples. The description of features or func-
tions in relation to an example indicates that those fea-
tures or functions are present in that example. The use
of the term ’example’ or 'for example’ or ’can’ or ‘'may’ in
the text denotes, whether explicitly stated or not, that
such features or functions are present in at least the de-
scribed example, whether described as an example or
not, and that they can be, but are not necessarily, present
in some of or all other examples. Thus 'example’, 'for
example’, 'can’ or ‘may’ refers to a particular instance in
a class of examples. A property of the instance can be a
property of only that instance or a property of the class
or a property of a sub-class of the class that includes
some but notall oftheinstances inthe class. Itis therefore
implicitly disclosed that a feature described with refer-
ence to one example but not with reference to another
example, can where possible be used in that other ex-
ample as part of a working combination but does not nec-
essarily have to be used in that other example.

[0121] Although embodiments have been described in
the preceding paragraphs with reference to various ex-
amples, it should be appreciated that modifications to the
examples given can be made without departing from the
scope of the claims. Features described in the preceding
description may be used in combinations other than the
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combinations explicitly described above.

[0122] Although functions have been described with
reference to certain features, those functions may be per-
formable by other features whether described or not.
[0123] Althoughfeatureshave been described with ref-
erence to certain embodiments, those features may also
be present in other embodiments whether described or
not.

[0124] The term ’a’ or 'the’ is used in this document
with an inclusive not an exclusive meaning. That is any
reference to X comprising a/the Y indicates that X may
comprise only one Y or may comprise more than one Y
unless the context clearly indicates the contrary. If it is
intended to use 'a’ or 'the’ with an exclusive meaning
then it will be made clear in the context. In some circum-
stances the use of 'at least one’ or 'one or more’ may be
used to emphasis an inclusive meaning but the absence
of these terms should not be taken to infer and exclusive
meaning.

[0125] The presence of a feature (or combination of
features) in a claim is a reference to that feature or (com-
bination of features) itself and also to features that
achieve substantially the same technical effect (equiva-
lent features). The equivalent features include, for exam-
ple, features that are variants and achieve substantially
the same resultin substantially the same way. The equiv-
alent features include, for example, features that perform
substantially the same function, in substantially the same
way to achieve substantially the same result.

[0126] In this description, reference has been made to
various examples using adjectives or adjectival phrases
to describe characteristics of the examples. Such a de-
scription of a characteristic in relation to an example in-
dicates that the characteristic is present in some exam-
ples exactly as described and is present in other exam-
ples substantially as described.

[0127] Whilst endeavoring in the foregoing specifica-
tion to draw attention to those features believed to be of
importance it should be understood that the Applicant
may seek protection via the claims in respect of any pat-
entable feature or combination of features hereinbefore
referred to and/or shown in the drawings whether or not
emphasis has been placed thereon.

Claims
1. An apparatus comprising means for:

determining an available real space comprising
aportion of a real space that comprises locations
available to a user to control a corresponding
virtual location of a virtual user,

via first-person perspective-mediated reality,
wherein first-person perspective-mediated real-
ity creates a correspondence between alocation
and orientation of a user in real space to a virtual
location and virtual orientation of a virtual user;
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determining a constrained virtual space com-
prising a portion of a virtual space that corre-
sponds to the available real space;
determining available mediated reality content
which comprises multiple representations of the
virtual space when observed from multiple vir-
tual locations within the constrained virtual
space;

automatically determining a sub-set of the avail-
able mediated reality content without requiring
the userto changelocation in the real space; and
causing rendering of at least some of the deter-
mined sub-set of the available virtual reality con-
tent to the user.

An apparatus as claimed in claim 1, comprising
means for determining a boundary of the available
real space and determining a boundary of the con-
strained virtual space that corresponds to the avail-
able real space.

An apparatus as claimed in claim 1 or 2, comprising
means for determining a shape of a boundary of the
available real space and determining a shape of a
boundary of the constrained virtual space that cor-
responds to the available real space and means for
determining a location of the boundary of the con-
strained virtual space within the virtual space.

An apparatus as claimed in claim 2 or 3 comprising
means for determining the location of the boundary
of the constrained virtual space within the virtual
space and/or the scale factor for a mapping from the
available real space to the constrained virtual space.

An apparatus as claimed in any preceding claim,
comprising means for providing a map to the user
than illustrates a boundary of the constrained virtual
space within the virtual space and provides an option
for the user to re-locate the constrained virtual space
within the virtual space and/or change a scale, but
not a shape, of the constrained virtual space within
the virtual space.

An apparatus as claimed in any preceding claim,
wherein the determined sub-set of available mediat-
ed reality content is limited to what can be seen by
the user moving, without interacting, within the de-
termined available real space or the determined sub-
set of available mediated reality content is limited to
what can be seen by the user moving, with interact-
ing, within the determined available real space.

An apparatus as claimed in any preceding claim,
wherein the multiple representations of the virtual
space include virtual visual scenes that are repre-
sentations of a virtual visual space viewed from a
location within the virtual space and/or
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sound scenes that are representations of a virtual
sound space listened to from a position within the
virtual space.

An apparatus as claimed in any preceding claim,
wherein automatically determining a sub-set of the
available mediated reality content without requiring
the user to change location in the real space, gen-
erates a content for a panning preview and wherein
causing rendering of at least some of the determined
sub-set of the available virtual reality content to the
user, causes rendering of the panning preview with-
out requiring the user to change location in the real
space.

An apparatus as claimed in any preceding claim,
wherein the sub-set of available mediated reality
content comprises a sub-set of the multiple repre-
sentations of the virtual space when observed from
a sub-set of virtual locations within the constrained
virtual space, wherein the sub-set of virtual locations
are selected by the user during rendering of a pre-
view.

An apparatus as claimed in any preceding claim,
comprising means for selecting the sub-set of virtual
locations based on a gaze direction and gaze dura-
tion during a preview.

A method comprising:

determining an available real space comprising
aportion of a real space that comprises locations
available to a user to control a corresponding
virtual location of a virtual user,

via first-person perspective-mediated reality,
wherein first-person perspective-mediated real-
ity creates a correspondence between alocation
and orientation of a userin real space to a virtual
location and virtual orientation of a virtual user;
determining a constrained virtual space com-
prising a portion of a virtual space that corre-
sponds to the available real space;
determining available mediated reality content
which comprises multiple representations of the
virtual space when observed from multiple vir-
tual locations within the constrained virtual
space;

automatically determining a sub-set of the avail-
able mediated reality content without requiring
the userto change locationin the real space; and
causing rendering of at least some of the deter-
mined sub-set of the available virtual reality con-
tent to the user.

Amethod as claimedin claim 11, wherein the method
as claim claimed in claim 11, occurs in response to
switching to first-person perspective-mediated real-
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ity from third person perspective-mediated reality.

13. A computer program comprising program instruc-

tions for causing an apparatus to perform at least
the following:

determining an available real space comprising
aportion of areal space that comprises locations
available to a user to control a corresponding
virtual location of a virtual user,

via first-person perspective-mediated reality,
wherein first-person perspective-mediated real-
ity creates a correspondence between alocation
and orientation of a user in real space to a virtual
location and virtual orientation of a virtual user;
determining a constrained virtual space com-
prising a portion of a virtual space that corre-
sponds to the available real space;
determining available mediated reality content
which comprises multiple representations of the
virtual space when observed from multiple vir-
tual locations within the constrained virtual
space;

automatically determining a sub-set of the avail-
able mediated reality content without requiring
the userto changelocation in the real space;and
causing rendering of at least some of the deter-
mined sub-set of the available virtual reality con-
tent to the user.

14. A computer program as claimed in claim 13, com-

prising program instructions for causing an appara-
tus to perform at least the method as claimed in claim
12.

15. A system comprising:

a head mounted display apparatus, comprising
a display that is not a see-through display, and
configured to enable tracking of a orientation of
a user wearing the head mounted display appa-
ratus; and

an apparatus comprising means for:

determining an available real space com-
prising a portion of a real space that com-
prises locations available to a userto control
a corresponding virtual location of a virtual
user,

via first-person perspective-mediated real-
ity, wherein first-person perspective-medi-
ated reality creates a correspondence be-
tween a location and orientation of a user
in real space to a virtual location and virtual
orientation of a virtual user;

determining a constrained virtual space
comprising a portion of a virtual space that
corresponds to the available real space;
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determining available mediated reality con-
tent which comprises multiple representa-
tions of the virtual space when observed
from multiple virtual locations within the
constrained virtual space;

automatically determining a sub-set of the
available mediated reality content without
requiring the user to change location in the
real space; and

causing rendering, atthe head mounted dis-
play apparatus, of at least some of the de-
termined sub-set of the available virtual re-
ality content to the user.
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