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Description

BACKGROUND

[0001] The present technology relates to the operation
of memory devices.
[0002] Semiconductor memory devices have become
more popular for use in various electronic devices. For
example, non-volatile semiconductor memory is used in
cellular telephones, digital cameras, personal digital as-
sistants, mobile computing devices, non-mobile comput-
ing devices and other devices.
[0003] A charge-storing material such as a floating
gate or a charge-trapping material can be used in such
memory devices to store a charge which represents a
data state. A charge-trapping material can be arranged
vertically in a three-dimensional (3D) stacked memory
structure, or horizontally in a two-dimensional (2D) mem-
ory structure. One example of a 3D memory structure is
the Bit Cost Scalable (BiCS) architecture which compris-
es a stack of alternating conductive and dielectric layers.
[0004] A memory device includes memory cells which
may be arranged in memory strings, for instance, where
select gate transistors are provided at the ends of the
memory string to selectively connect a channel of the
memory string to a source line or bit line. However, var-
ious challenges are presented in operating such memory
devices.
[0005] WO2017/0069869 A1 describes a word-line de-
pendent channel pre-charge for a memory device.

SUMMARY OF THE INVENTION

[0006] The invention is defined in the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007]

FIG. 1 is a block diagram of an example memory
device.
FIG. 2 is a block diagram depicting one embodiment
of the sense block 51 of FIG. 1.
FIG. 3 depicts another example block diagram of the
sense block 51 of FIG. 1.
FIG. 4 depicts an example circuit for providing volt-
ages to blocks of memory cells.
FIG. 5 is a perspective view of a memory device 500
comprising a set of blocks in an example 3D config-
uration of the memory structure 126 of FIG. 1.
FIG. 6A depicts an example cross-sectional view of
a portion of one of the blocks of FIG. 5.
FIG. 6B depicts an example transistor 650.
FIG. 6C depicts a close-up view of the region 622 of
the stack of FIG. 6A.
FIG. 7 depicts an example view of NAND strings in
sub-blocks in a 3D configuration which is consistent
with FIG. 6A.

FIG. 8 depicts additional detail of the sub-blocks
SB0-SB3 of FIG. 7.
FIG. 9 depicts a portion of the memory string 700n
of FIG. 7 and 8 during a pre-charge phase of a pro-
gram operation, along with a plot 950 of a voltage in
the channel 700a, showing a disturb of the SGD tran-
sistor 842.
FIG. 10 depicts a plot of the portion of the memory
string of FIG. 9A during a program phase of a pro-
gramming operation, along with a plot 960 of a volt-
age in the channel 700a, showing a disturb of the
dummy memory cell 845.
FIG. 11 depicts an example threshold voltage (Vth)
distribution of a set of memory cells connected to a
selected word line after a programming operation,
where four data states are used.
FIG. 12 depicts an example Vth distribution of a set
of memory cells connected to a selected word line
after a programming operation, where eight data
states are used.
FIG. 13A depicts a process for programming data
memory cells in which a disturb countermeasure can
be implemented.
FIG. 13B depicts a plot of various scenarios in im-
plementing the programming process of FIG. 13A.
FIG. 14 depicts a series of program loops in an ex-
ample programming operation, consistent with FIG.
13A.
FIG. 15A depicts plots of various voltages which can
be used in a programming operation consistent with
FIG. 13A and 13B, where a ramp up of VddO is con-
current with a ramp up of Vwl.
FIG. 15B depicts a plot of various voltages which
can be used in a programming operation consistent
with FIG. 13A and 13B, where a ramp up of VddO
is delayed relative to a ramp up of Vwl.
FIG. 16A depicts a plot of a delay in the ramp up of
the voltage of a dummy word line relative to a ramp
up of the voltage of data word lines during the pro-
gram phase of a program loop, as a function of a
selected word line WLn position, consistent with FIG.
13A and 13B.
FIG. 16B depicts a plot of a ramp up rate for the ramp
up of a voltage of a dummy word line and data word
lines during the program phase of a program loop,
as a function of a selected word line WLn position,
consistent with FIG. 13A and 13B.
FIG. 16C depicts a plot of a voltage of a dummy word
line during the pre-charge of a program phase, as a
function of a selected word line WLn position, con-
sistent with FIG. 13A and 13B.

DETAILED DESCRIPTION

[0008] Apparatuses and techniques are described for
reducing disturbs of select gate transistors and dummy
memory cells in a memory device.
[0009] In some memory devices, memory cells are
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joined to one another such as in NAND strings in a block
or sub-block. Each NAND string comprises a number of
memory cells connected in series between one or more
drain-end select gate transistors (referred to as SGD
transistors), on a drain-end of the NAND string which is
connected to a bit line, and one or more source-end select
gate transistors (referred to as SGS transistors), on a
source-end of the NAND string or other memory string
which is connected to a source line. Further, the memory
cells can be arranged with a common control gate line
(e.g., word line) which acts a control gate. A set of word
lines extends from the source side of a block to the drain
side of a block. Memory cells can be connected in other
types of strings and in other ways as well.
[0010] In a 3D memory structure, the memory cells
may be arranged in vertical memory strings in a stack,
where the stack comprises alternating conductive and
dielectric layers. The conductive layers act as word lines
which are connected to the memory cells. Each memory
string may have the shape of a pillar which intersects
with the word lines to form the memory cells.
[0011] The memory cells can include data memory
cells, which are eligible to store user data, and dummy
or non-data memory cells which are ineligible to store
user data. A dummy word line is connected to a dummy
memory cell. One or more dummy memory cells may be
provided at the drain and/or source ends of a string of
memory cells to provide a gradual transition in the chan-
nel voltage gradient.
[0012] During a programming operation, the memory
cells are programmed according to a word line program-
ming order. For example, the programming may start at
the word line at the source side of the block and proceed
to the word line at the drain side of the block. In one
approach, each word line is completely programmed be-
fore programming a next word line. For example, a first
word line, WL0, is programmed using one or more pro-
gramming passes until the programming is completed.
Next, a second word line, WL1, is programmed using one
or more programming passes until the programming is
completed, and so forth. A programming pass may in-
clude a set of increasing program voltages which are
applied to the word line in respective program loops or
program-verify iterations, such as depicted in FIG. 14.
Verify operations may be performed after each program
voltage to determine whether the memory cells have
completed programming. When programming is com-
pleted for a memory cell, it can be locked out from further
programming while programming continues for other
memory cells in subsequent program loops.
[0013] The memory cells may also be programmed ac-
cording to a sub-block programming order, where mem-
ory cells connected to a word line are programmed in
one sub-block, then a next sub-block and so forth.
[0014] Each memory cell may be associated with a da-
ta state according to write data in a program command.
Based on its data state, a memory cell will either remain
in the erased state or be programmed to a programmed

data state. For example, in a one bit per cell memory
device, there are two data states including the erased
state and the programmed state. In a two-bit per cell
memory device, there are four data states including the
erased state and three higher data states referred to as
the A, B and C data states (see FIG. 11). In a three-bit
per cell memory device, there are eight data states in-
cluding the erased state and seven higher data states
referred to as the A, B, C, D, E, F and G data states (see
FIG. 12). In a four-bit per cell memory device, there are
sixteen data states including the erased state and fifteen
higher data states. The data states may be referred to
as the S0-S15 data states where SO is the erased state.
[0015] After the memory cells are programmed, the da-
ta can be read back in a read operation. A read operation
can involve applying a series of read voltages to a word
line while sensing circuitry determines whether cells con-
nected to the word line are in a conductive or non-con-
ductive state. If a cell is in a non-conductive state, the
Vth of the memory cell exceeds the read voltage. The
read voltages are set at levels which are expected to be
between the threshold voltage levels of adjacent data
states. During the read operation, the voltages of the un-
selected word lines are ramped up to a read pass level
which is high enough to place the unselected data and
dummy memory cells in a strongly conductive state, to
avoid interfering with the sensing of the selected memory
cells.
[0016] To ensure proper program, erase and read op-
erations in a memory string, the Vth of the SGD transis-
tors and the dummy memory cells should be in a specified
range. However, it has been observed that the Vth can
increase over time due to disturbs. Specifically, at the
end of a pre-charge phase of a program loop of a program
operation, a channel gradient (plot 950b) is created be-
tween the SGD transistor and an adjacent dummy mem-
ory cell which results in a disturb or Vth upshift of the
SGD transistor. See FIG. 9. In this channel gradient, a
channel voltage of the SGD transistor (plot 950c) is great-
er than a channel voltage of the dummy memory cell (plot
950a). Also, at a start of a program phase of the program
loop, a channel gradient is created between the SGD
transistor and an adjacent dummy memory cell which
results in a disturb of the dummy memory cell. See FIG.
10. In this channel gradient (plot 960d), a channel voltage
of the SGD transistor (plot 960e) is lower than a channel
voltage of the dummy memory cell (plot 960c). These
disturbs can accumulate over time and increase the Vth
above an acceptable level.
[0017] Techniques provided herein address the above
and other issues. In one approach, a ramp up of the volt-
age of the dummy word line is delayed relative to a ramp
up of a voltage of the data word lines in the program
phase. See plots 1560, 1570 and 1580 in FIG. 15B. This
provides time for the channel voltage of the SGD tran-
sistor to increase before the channel voltage of the SGD
transistor increases due to the ramp up of the voltage of
the SGD transistor, so that the channel gradient (plot
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960d) at the end of the pre-charge phase is reduced. The
voltage of the data word lines can ramp up without a
delay so that the overall programming time is not in-
creased.
[0018] However, a disturb may also occur for the drain-
side data memory cell 847. To address this, another pos-
sible approach involves a first dummy memory cell 845
adjacent to the SGD transistor 842 and connected to a
word line WLDDO and a second dummy memory cell
846 adjacent to the drain-side data word line WLL10
and/or the first dummy memory cell 845 and connected
to a dummy word line WLDD1. The first dummy memory
cell has a delay in the ramp up of the voltage as described
above while the voltage of the second dummy memory
cell 846 can be maintained at an elevated level through-
out the pre-charge phase and the program phase. See
plot 1580 in FIG. 15B. This tends to shift the disturb from
the drain-side data memory cell 847 to the second dum-
my memory cell 846.
[0019] In other aspects, the above-mentioned disturb
countermeasures are implemented as a function of the
position of the selected data memory cell in a memory
string. For example, the disturb countermeasure may be
used when a position of the selected data memory cell
in the memory string is among a subset of memory cells
adjacent to a source-end of the memory string but not
when the position of the selected data memory cell in the
memory string is among a subset of memory cells adja-
cent to a drain-end of the memory string. This helps avoid
a reduction in the channel boosting level during the pro-
gram phase. In one option, the delay in the ramp up
and/or the ramp up rate of the voltage of the dummy
memory cells is a function of the selected word line po-
sition. See FIG. 16A and 16B. The peak level of the volt-
ages of the dummy word lines in the pre-charge phase
can also be set as a function of the selected word line
position. See FIG. 16C.
[0020] The strength of the disturb countermeasure can
also be adjusted as a function of the position of the se-
lected data memory cell in the memory string. For exam-
ple, the disturb countermeasure can have a relatively
greater strength when the selected data memory cell is
relatively close to the source-end of the memory string.
See FIG. 16A to 16C.
[0021] These and other features are discussed further
below.
[0022] FIG. 1 is a block diagram of an example memory
device. The memory device 100, such as a non-volatile
storage system, may include one or more memory die
108. The memory die 108 includes a memory structure
126 of memory cells, such as an array of memory cells,
control circuitry 110, and read/write circuits 128. The
memory structure 126 is addressable by word lines via
a row decoder 124 and by bit lines via a column decoder
132. The read/write circuits 128 include multiple sense
blocks 51, 52, ... 53 (sensing circuitry) and allow a page
of memory cells to be read or programmed in parallel.
Typically a controller 122 is included in the same memory

device 100 (e.g., a removable storage card) as the one
or more memory die 108. The controller may be separate
from the memory die. Commands and data are trans-
ferred between the host 140 and controller 122 via a data
bus 120, and between the controller and the one or more
memory die 108 via lines 118.
[0023] The memory structure can be 2D or 3D. The
memory structure may comprise one or more array of
memory cells including a 3D array. The memory structure
may comprise a monolithic 3D memory structure in which
multiple memory levels are formed above (and not in) a
single substrate, such as a wafer, with no intervening
substrates. The memory structure may comprise any
type of non-volatile memory that is monolithically formed
in one or more physical levels of arrays of memory cells
having an active area disposed above a silicon substrate.
The memory structure may be in a non-volatile memory
device having circuitry associated with the operation of
the memory cells, whether the associated circuitry is
above or within the substrate.
[0024] The control circuitry 110 cooperates with the
read/write circuits 128 to perform memory operations on
the memory structure 126, and includes a state machine
112, an on-chip address decoder 114 and a power control
module 116. The state machine 112 provides chip-level
control of memory operations. A storage region 113 may
be provided, e.g., for operational parameters and soft-
ware/code. In one embodiment, the state machine is pro-
grammable by the software. In other embodiments, the
state machine does not use software and is completely
implemented in hardware (e.g., electrical circuits).
[0025] The on-chip address decoder 114 provides an
address interface between that used by the host or a
memory controller to the hardware address used by the
decoders 124 and 132. The power control module 116
controls the power and voltages supplied to the word
lines, select gate lines, bit lines and source lines during
memory operations. It can include drivers for data and
dummy word lines, SGS and SGD transistors and source
lines. See also FIG. 4. The sense blocks can include bit
line drivers, in one approach.
[0026] In some implementations, some of the compo-
nents can be combined. In various designs, one or more
of the components (alone or in combination), other than
memory structure 126, can be thought of as at least one
control circuit which is configured to perform the tech-
niques described herein including the steps of the proc-
esses described herein. For example, a control circuit
may include any one of, or a combination of, control cir-
cuitry 110, state machine 112, decoders 114 and 132,
power control module 116, sense blocks 51, 52, ..., 53,
read/write circuits 128, controller 122, and so forth.
[0027] The off-chip controller 122 (which in one em-
bodiment is an electrical circuit) may comprise a proces-
sor 122c, storage devices (memory) such as ROM 122a
and RAM 122b and an error-correction code (ECC) en-
gine 245. The ECC engine can correct a number of read
errors.
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[0028] A memory interface 122d may also be provided.
The memory interface, in communication with ROM,
RAM and processor, is an electrical circuit that provides
an electrical interface between controller and memory
die. For example, the memory interface can change the
format or timing of signals, provide a buffer, isolate from
surges, latch I/O and so forth. The processor can issue
commands to the control circuitry 110 (or any other com-
ponent of the memory die) via the memory interface 122d.
[0029] The storage device comprises code such as a
set of instructions, and the processor is operable to ex-
ecute the set of instructions to provide the functionality
described herein. Alternatively or additionally, the proc-
essor can access code from a storage device 126a of
the memory structure, such as a reserved area of mem-
ory cells in one or more word lines.
[0030] For example, code can be used by the controller
to access the memory structure such as for program-
ming, read and erase operations. The code can include
boot code and control code (e.g., a set of instructions).
The boot code is software that initializes the controller
during a booting or startup process and enables the con-
troller to access the memory structure. The code can be
used by the controller to control one or more memory
structures. Upon being powered up, the processor 122c
fetches the boot code from the ROM 122a or storage
device 126a for execution, and the boot code initializes
the system components and loads the control code into
the RAM 122b. Once the control code is loaded into the
RAM, it is executed by the processor. The control code
includes drivers to perform basic tasks such as control-
ling and allocating memory, prioritizing the processing of
instructions, and controlling input and output ports.
[0031] Generally, the control code can include instruc-
tions to perform the functions described herein including
the steps of the flowcharts discussed further below, and
provide the voltage waveforms including those discussed
further below. A control circuit can be configured to ex-
ecute the instructions to perform the functions described
herein.
[0032] In one embodiment, the host is a computing de-
vice (e.g., laptop, desktop, smartphone, tablet, digital
camera) that includes one or more processors, one or
more processor readable storage devices (RAM, ROM,
flash memory, hard disk drive, solid state memory) that
store processor readable code (e.g., software) for pro-
gramming the one or more processors to perform the
methods described herein. The host may also include
additional system memory, one or more input/output in-
terfaces and/or one or more input/output devices in com-
munication with the one or more processors.
[0033] Other types of non-volatile memory in addition
to NAND flash memory can also be used.
[0034] Semiconductor memory devices include vola-
tile memory devices, such as dynamic random access
memory ("DRAM") or static random access memory
("SRAM") devices, non-volatile memory devices, such
as resistive random access memory ("ReRAM"), electri-

cally erasable programmable read only memory ("EEP-
ROM"), flash memory (which can also be considered a
subset of EEPROM), ferroelectric random access mem-
ory ("FRAM"), and magnetoresistive random access
memory ("MRAM"), and other semiconductor elements
capable of storing information. Each type of memory de-
vice may have different configurations. For example,
flash memory devices may be configured in a NAND or
a NOR configuration.
[0035] The memory devices can be formed from pas-
sive and/or active elements, in any combinations. By way
of non-limiting example, passive semiconductor memory
elements include ReRAM device elements, which in
some embodiments include a resistivity switching stor-
age element, such as an anti-fuse or phase change ma-
terial, and optionally a steering element, such as a diode
or transistor. Further by way of non-limiting example, ac-
tive semiconductor memory elements include EEPROM
and flash memory device elements, which in some em-
bodiments include elements containing a charge storage
region, such as a floating gate, conductive nanoparticles,
or a charge storage dielectric material.
[0036] Multiple memory elements may be configured
so that they are connected in series or so that each ele-
ment is individually accessible. By way of non-limiting
example, flash memory devices in a NAND configuration
(NAND memory) typically contain memory elements con-
nected in series. A NAND string is an example of a set
of series-connected transistors comprising memory cells
and select gate transistors.
[0037] A NAND memory array may be configured so
that the array is composed of multiple strings of memory
in which a string is composed of multiple memory ele-
ments sharing a single bit line and accessed as a group.
Alternatively, memory elements may be configured so
that each element is individually accessible, e.g., a NOR
memory array. NAND and NOR memory configurations
are examples, and memory elements may be otherwise
configured.
[0038] The semiconductor memory elements located
within and/or over a substrate may be arranged in two or
three dimensions, such as a 2D memory structure or a
3D memory structure.
[0039] In a 2D memory structure, the semiconductor
memory elements are arranged in a single plane or a
single memory device level. Typically, in a 2D memory
structure, memory elements are arranged in a plane
(e.g., in an x-y direction plane) which extends substan-
tially parallel to a major surface of a substrate that sup-
ports the memory elements. The substrate may be a wa-
fer over or in which the layer of the memory elements are
formed or it may be a carrier substrate which is attached
to the memory elements after they are formed. As a non-
limiting example, the substrate may include a semicon-
ductor such as silicon.
[0040] The memory elements may be arranged in the
single memory device level in an ordered array, such as
in a plurality of rows and/or columns. However, the mem-
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ory elements may be arrayed in non-regular or non-or-
thogonal configurations. The memory elements may
each have two or more electrodes or contact lines, such
as bit lines and word lines.
[0041] A 3D memory array is arranged so that memory
elements occupy multiple planes or multiple memory de-
vice levels, thereby forming a structure in three dimen-
sions (i.e., in the x, y and z directions, where the z direc-
tion is substantially perpendicular and the x and y direc-
tions are substantially parallel to the major surface of the
substrate).
[0042] As a non-limiting example, a 3D memory struc-
ture may be vertically arranged as a stack of multiple 2D
memory device levels. As another non-limiting example,
a 3D memory array may be arranged as multiple vertical
columns (e.g., columns extending substantially perpen-
dicular to the major surface of the substrate, i.e., in the
y direction) with each column having multiple memory
elements. The columns may be arranged in a 2D config-
uration, e.g., in an x-y plane, resulting in a 3D arrange-
ment of memory elements with elements on multiple ver-
tically stacked memory planes. Other configurations of
memory elements in three dimensions can also consti-
tute a 3D memory array.
[0043] By way of non-limiting example, in a 3D NAND
memory array, the memory elements may be coupled
together to form a NAND string within a single horizontal
(e.g., x-y) memory device level. Alternatively, the mem-
ory elements may be coupled together to form a vertical
NAND string that traverses across multiple horizontal
memory device levels. Other 3D configurations can be
envisioned wherein some NAND strings contain memory
elements in a single memory level while other strings
contain memory elements which span through multiple
memory levels. 3D memory arrays may also be designed
in a NOR configuration and in a ReRAM configuration.
[0044] Typically, in a monolithic 3D memory array, one
or more memory device levels are formed above a single
substrate. Optionally, the monolithic 3D memory array
may also have one or more memory layers at least par-
tially within the single substrate. As a non-limiting exam-
ple, the substrate may include a semiconductor such as
silicon. In a monolithic 3D array, the layers constituting
each memory device level of the array are typically
formed on the layers of the underlying memory device
levels of the array. However, layers of adjacent memory
device levels of a monolithic 3D memory array may be
shared or have intervening layers between memory de-
vice levels.
[0045] 2D arrays may be formed separately and then
packaged together to form a non-monolithic memory de-
vice having multiple layers of memory. For example, non-
monolithic stacked memories can be constructed by
forming memory levels on separate substrates and then
stacking the memory levels atop each other. The sub-
strates may be thinned or removed from the memory de-
vice levels before stacking, but as the memory device
levels are initially formed over separate substrates, the

resulting memory arrays are not monolithic 3D memory
arrays. Further, multiple 2D memory arrays or 3D mem-
ory arrays (monolithic or non-monolithic) may be formed
on separate chips and then packaged together to form a
stacked-chip memory device.
[0046] Associated circuitry is typically required for op-
eration of the memory elements and for communication
with the memory elements. As non-limiting examples,
memory devices may have circuitry used for controlling
and driving memory elements to accomplish functions
such as programming and reading. This associated cir-
cuitry may be on the same substrate as the memory el-
ements and/or on a separate substrate. For example, a
controller for memory read-write operations may be lo-
cated on a separate controller chip and/or on the same
substrate as the memory elements.
[0047] One of skill in the art will recognize that this tech-
nology is not limited to the 2D and 3D exemplary struc-
tures described but covers all relevant memory structures
within the spirit and scope of the technology as described
herein and as understood by one of skill in the art.
[0048] FIG. 2 is a block diagram depicting one embod-
iment of the sense block 51 of FIG. 1. An individual sense
block 51 is partitioned into one or more core portions,
referred to as sense modules 180 or sense amplifiers,
and a common portion, referred to as a managing circuit
190. In one embodiment, there will be a separate sense
module 180 for each bit line and one common managing
circuit 190 for a set of multiple, e.g., four or eight, sense
modules 180. Each of the sense modules in a group com-
municates with the associated managing circuit via data
bus 172. Thus, there are one or more managing circuits
which communicate with the sense modules of a set of
storage elements.
[0049] Sense module 180 comprises sense circuitry
170 that performs sensing by determining whether a con-
duction current in a connected bit line is above or below
a predetermined threshold level. Sense module 180 also
includes a bit line latch 182 that is used to set a voltage
condition on the connected bit line. For example, a pre-
determined state latched in bit line latch 182 will result in
the connected bit line being pulled to a state designating
program inhibit (e.g., 1.5-3 V). As an example, a flag=0
can inhibit programming, while flag=1 does not inhibit
programming.
[0050] Managing circuit 190 comprises a processor
192, four example sets of data latches 194-197 and an
I/O Interface 196 coupled between the set of data latches
194 and data bus 120. One set of data latches can be
provide for each sense module, and data latches identi-
fied by LDL and UDL may be provided for each set. In
some cases, additional data latches may be used. LDL
stores a bit for a lower page of data, and UDL stores a
bit for an upper page of data. This is in a four-level or
two-bits per storage element memory device. One addi-
tional data latch per bit line can be provided for each
additional data bit per storage element.
[0051] Processor 192 performs computations, such as
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to determine the data stored in the sensed storage ele-
ment and store the determined data in the set of data
latches. Each set of data latches 194-197 is used to store
data bits determined by processor 192 during a read op-
eration, and to store data bits imported from the data bus
120 during a programming operation which represent
write data meant to be programmed into the memory. I/O
interface 196 provides an interface between data latches
194-197 and the data bus 120.
[0052] During reading, the operation of the system is
under the control of state machine 112 that controls the
supply of different control gate voltages to the addressed
storage element. As it steps through the various prede-
fined control gate voltages corresponding to the various
memory states supported by the memory, the sense
module 180 may trip at one of these voltages and a cor-
responding output will be provided from sense module
180 to processor 192 via bus 172. At that point, processor
192 determines the resultant memory state by consider-
ation of the tripping event(s) of the sense module and
the information about the applied control gate voltage
from the state machine via input lines 193. It then com-
putes a binary encoding for the memory state and stores
the resultant data bits into data latches 194-197. In an-
other embodiment of the managing circuit 190, bit line
latch 182 serves double duty, both as a latch for latching
the output of the sense module 180 and also as a bit line
latch as described above.
[0053] Some implementations can include multiple
processors 192. In one embodiment, each processor 192
will include an output line (not depicted) such that each
of the output lines is wired-OR’d together. In some em-
bodiments, the output lines are inverted prior to being
connected to the wired-OR line. This configuration ena-
bles a quick determination during the program verification
process of when the programming process has complet-
ed because the state machine receiving the wired-OR
can determine when all bits being programmed have
reached the desired level. For example, when each bit
has reached its desired level, a logic zero for that bit will
be sent to the wired-OR line (or a data one is inverted).
When all bits output a data 0 (or a data one inverted),
then the state machine knows to terminate the program-
ming process. Because each processor communicates
with eight sense modules, the state machine needs to
read the wired-OR line eight times, or logic is added to
processor 192 to accumulate the results of the associat-
ed bit lines such that the state machine need only read
the wired-OR line one time. Similarly, by choosing the
logic levels correctly, the global state machine can detect
when the first bit changes its state and change the algo-
rithms accordingly.
[0054] During program or verify operations, the data
to be programmed (write data) is stored in the set of data
latches 194-197 from the data bus 120, in the LDL and
UDL latches, in a two-bit per storage element implemen-
tation. In a three-bit per storage element implementation,
an additional data latch may be used. The programming

operation, under the control of the state machine, com-
prises a series of programming voltage pulses applied
to the control gates of the addressed storage elements.
Each program pulse is followed by a read back (verify)
to determine if the storage element has been pro-
grammed to the desired memory state. In some cases,
processor 192 monitors the read back memory state rel-
ative to the desired memory state. When the two are in
agreement, the processor 192 sets the bit line latch 182
so as to cause the bit line to be pulled to a state desig-
nating program inhibit. This inhibits the storage element
coupled to the bit line from further programming even if
program pulses appear on its control gate. In other em-
bodiments the processor initially loads the bit line latch
182 and the sense circuitry sets it to an inhibit value during
the verify process.
[0055] Each set of data latches 194-197 may be im-
plemented as a stack of data latches for each sense mod-
ule. In one embodiment, there are three data latches per
sense module 180. In some implementations, the data
latches are implemented as a shift register so that the
parallel data stored therein is converted to serial data for
data bus 120, and vice versa. All the data latches corre-
sponding to the read/write block of storage elements can
be linked together to form a block shift register so that a
block of data can be input or output by serial transfer. In
particular, the bank of read/write modules is adapted so
that each of its set of data latches will shift data in to or
out of the data bus in sequence as if they are part of a
shift register for the entire read/write block.
[0056] The data latches identify when an associated
storage element has reached certain mileposts in a pro-
gramming operations. For example, latches may identify
that a storage element’s Vth is below a particular verify
level. The data latches indicate whether a storage ele-
ment currently stores one or more bits from a page of
data. For example, the LDL latches can be used to store
a lower page of data. An LDL latch is flipped (e.g., from
0 to 1) when a lower page bit is stored in an associated
storage element. A UDL latch is flipped when an upper
page bit is stored in an associated storage element. This
occurs when an associated storage element completes
programming, e.g., when its Vth exceeds a target verify
level such as VvA, VvB or VvC.
[0057] FIG. 3 depicts another example block diagram
of the sense block 51 of FIG. 1. The column control cir-
cuitry can include multiple sense blocks, where each
sense block performs sensing, e.g., read, program verify
or erase verify operations for multiple memory cells via
respective bit lines. In one approach, a sense block com-
prises multiple sense circuits, also referred to as sense
amplifiers. Each sense circuit is associated with data
latches and caches. For example, the example sense
circuits 350a, 351a, 352a and 353a are associated with
caches 350c, 351c, 352c and 353c, respectively.
[0058] In one approach, different subsets of bit lines
can be sensed using different respective sense blocks.
This allows the processing load which is associated with
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the sense circuits to be divided up and handled by a re-
spective processor in each sense block. For example, a
sense circuit controller 360 can communicate with the
set, e.g., sixteen, of sense circuits and latches. The sense
circuit controller may include a pre-charge circuit 361
which provides a voltage to each sense circuit for setting
a pre-charge voltage. The sense circuit controller may
also include a memory 362 and a processor 363.
[0059] FIG. 4 depicts an example circuit for providing
voltages to blocks of memory cells. In this example, a
row decoder 401 provides voltages to word lines and
select gates of each block in set of blocks 410. The set
could be in a plane and includes blocks BLK_0 to BLK_8.
The row decoder provides a control signal to pass gates
422 which connect the blocks to the row decoder. Typi-
cally, operations, e.g., program, read or erase, are per-
formed on one selected block at a time. The row decoder
can connect global control lines 402 to local control lines
403. The control lines represent conductive paths. Volt-
ages are provided on the global control lines from voltage
drivers 420. The voltage sources or drivers may provide
voltages to switches 421 which connect to the global con-
trol lines. Pass gates 424 are controlled to pass voltages
from the voltage drivers 420 to the switches 421.
[0060] The voltage drivers 420 can provide voltages
on word lines (WL), SGS control gates and SGD control
gates, for example. Specifically, the voltage drivers 420
can include separate SGS and SGD drivers for each sub-
block. For example, SGS drivers 445, 445a, 445b and
445c, and SGD drivers 446, 446a, 446b and 446c can
be provided for SB0, SB1, SB2 and SB3, respectively,
such as in FIG. 7 and 8. The voltage drivers can also
include a selected data WL driver 447, an unselected
data WLs driver 447a, and a dummy WL driver 447b. In
some case, different dummy word limes can be driven
at different levels.
[0061] The various components, including the row de-
coder, may receive commands from a controller such as
the state machine 112 or the controller 122 to perform
the functions described herein.
[0062] A source line voltage driver 430 provides the
voltage Vsl to the source lines/diffusion region in the sub-
strate via control lines 432. For example, an erase voltage
can be provided to the substrate in an erase operation.
In one approach, the source diffusion region 433 is com-
mon to the blocks. A set of bit lines 442 is also shared
by the blocks. A bit line voltage driver 440 provides volt-
ages to the bit lines.
[0063] FIG. 5 is a perspective view of a memory device
500 comprising a set of blocks in an example 3D config-
uration of the memory structure 126 of FIG. 1. On the
substrate are example blocks BLK0, BLK1, BLK2 and
BLK3 of memory cells (storage elements) and peripheral
areas with circuitry for use by the blocks. The peripheral
area 504 runs along an edge of each block while the
peripheral area 505 is at an end of the set of blocks. The
pass gates for a voltage driver of the SGS transistors
may be located in this peripheral area 505, in one ap-

proach. In this case, the blocks BLK0, BLK1, BLK2 and
BLK3 are at progressively further distances from the pass
gates. The circuitry can include voltage drivers which can
be connected to control gate layers, bit lines and source
lines of the blocks. In one approach, control gate layers
at a common height in the blocks are commonly driven.
The substrate 501 can also carry circuitry under the
blocks, and one or more lower metal layers which are
patterned in conductive paths to carry signals of the cir-
cuitry. The blocks are formed in an intermediate region
502 of the memory device. In an upper region 503 of the
memory device, one or more upper metal layers are pat-
terned in conductive paths to carry signals of the circuitry.
Each block comprises a stacked area of memory cells,
where alternating levels of the stack represent word lines.
In one possible approach, each block has opposing tiered
sides from which vertical contacts extend upward to an
upper metal layer to form connections to conductive
paths. While four blocks are depicted as an example, two
or more blocks can be used, extending in the x- and/or
y-directions.
[0064] In one possible approach, the blocks are in a
plane, and the length of the plane, in the x-direction, rep-
resents a direction in which signal paths to word lines
extend in the one or more upper metal layers (a word line
or SGD line direction), and the width of the plane, in the
y-direction, represents a direction in which signal paths
to bit lines extend in the one or more upper metal layers
(a bit line direction). The z-direction represents a height
of the memory device. The blocks could also be arranged
in multiple planes.
[0065] FIG. 6A depicts an example cross-sectional
view of a portion of one of the blocks of FIG. 5. The block
comprises a stack 610 of alternating conductive and di-
electric layers. In this example, the conductive layers
comprise two SGD layers, one SGS layer, two source
side dummy word line layers (or word lines) WLDS1 and
WLDS0, two drain side dummy word line layers WLDD1
and WLDD0, and eleven data word line layers (or data
word lines) WLL0-WLL10. WLL0 is a source side data
word line and WLDS1 is a dummy word line layer which
is adjacent to the source side data word line. WLDS0 is
another dummy word line layer which is adjacent to
WLDS1. WLL10 is a drain side data word line and
WLDD1 is a dummy word line layer which is adjacent to
the drain side data word line. WLDDO is another dummy
word line layer which is adjacent to WLDD1. The dielec-
tric layers are labelled as DL1-1L19. Further, regions of
the stack which comprise NAND strings NS1 and NS2
are depicted. Each NAND string encompasses a memory
hole 618 or 619 which is filled with materials which form
memory cells adjacent to the word lines. Region 622 of
the stack is shown in greater detail in FIG. 6C.
[0066] The stack includes a substrate 611. In one ap-
proach, a portion of the source line SL comprises an n-
type source diffusion layer 611a in the substrate which
is in contact with a source end of each string of memory
cells in a block. An erase voltage may be applied to this
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layer in an erase operation The n-type source diffusion
layer 611a is formed in a p-type well region 611b, which
in turn is formed in an n-type well region 611c, which in
turn is formed in a p-type semiconductor substrate 611d,
in one possible implementation. The n-type source diffu-
sion layer may be shared by all of the blocks in a plane,
in one approach.
[0067] NS1 has a source-end 613 at a bottom 616b of
the stack 616 and a drain-end 615 at a top 616a of the
stack. Metal-filled slits 617 and 620 may be provided pe-
riodically across the stack as interconnects which extend
through the stack, such as to connect the source line to
a line above the stack. The slits may be used during the
formation of the word lines and subsequently filled with
metal. A portion of a bit line BL0 is also depicted. A con-
ductive via 621 connects the drain-end 615 to BL0.
[0068] In one approach, the block of memory cells
comprises a stack of alternating control gate and dielec-
tric layers, and the memory cells are arranged in vertically
extending memory holes in the stack.
[0069] In one approach, each block comprises a ter-
raced edge in which vertical interconnects connect to
each layer, including the SGS, WL and SGD layers, and
extend upward to horizontal paths to voltage drivers.
[0070] FIG. 6B depicts an example transistor 650. The
transistor comprises a control gate CG, a drain D, a
source S and a channel CH and may represent a memory
cell or a select gate transistor, for example.
[0071] FIG. 6C depicts a close-up view of the region
622 of the stack of FIG. 6A. Memory cells are formed at
the different levels of the stack at the intersection of a
word line layer and a memory hole. In this example, SGD
transistors 680 and 681 are provided above dummy
memory cells 682 and 683 and a data memory cell MC.
A number of layers can be deposited along the sidewall
(SW) of the memory hole 630 and/or within each word
line layer, e.g., using atomic layer deposition. For exam-
ple, each pillar 699 or column which is formed by the
materials within a memory hole can include a charge-
trapping layer 663 or film such as silicon nitride (Si3N4)
or other nitride, a tunneling layer 664, a channel 665 (e.g.,
comprising polysilicon), and a dielectric core 666. A word
line layer can include a blocking oxide/block high-k ma-
terial 660, a metal barrier 661, and a conductive metal
662 such as Tungsten as a control gate. For example,
control gates 690, 691, 692, 693 and 694 are provided.
In this example, all of the layers except the metal are
provided in the memory hole. In other approaches, some
of the layers can be in the control gate layer. Additional
pillars are similarly formed in the different memory holes.
A pillar can form a columnar active area (AA) of a NAND
string.
[0072] Each memory string comprises a channel which
extends continuously from one or more source-end se-
lect gate transistors to one or more drain-end select gate
transistors.
[0073] When a memory cell is programmed, electrons
are stored in a portion of the charge-trapping layer which

is associated with the memory cell. These electrons are
drawn into the charge-trapping layer from the channel,
and through the tunneling layer. The Vth of a memory
cell is increased in proportion to the amount of stored
charge. During an erase operation, the electrons return
to the channel.
[0074] Each of the memory holes can be filled with a
plurality of annular layers comprising a blocking oxide
layer, a charge trapping layer, a tunneling layer and a
channel layer. A core region of each of the memory holes
is filled with a body material, and the plurality of annular
layers are between the core region and the word line in
each of the memory holes.
[0075] The NAND string can be considered to have a
floating body channel because the length of the channel
is not formed on a substrate. Further, the NAND string
is provided by a plurality of word line layers above one
another in a stack, and separated from one another by
dielectric layers.
[0076] FIG. 7 depicts an example view of NAND strings
in sub-blocks in a 3D configuration which is consistent
with FIG. 6A. Each sub-block includes multiple NAND
strings, where one example NAND string is depicted. For
example, SB0, SB1, SB2 and SB3 comprise example
NAND strings 700n, 710n, 720n and 730n, respectively.
The NAND strings have data word lines, dummy word
lines and select gate lines consistent with FIG. 6A. In a
block BLK, each sub-block comprises a set of NAND
strings which extend in the x direction and which have a
common SGD line. The NAND strings 700n, 710n, 720n
and 730n are in sub-blocks SB0, SB1, SB2 and SB3,
respectively. Programming of the block may occur based
on a word line programming order. One option is to pro-
gram the memory cells in different portions of a word line
which are in the different sub-blocks, one sub-block at a
time, before programming the memory cells of the next
word line. Another option programs all of the memory
cells in one sub-block, one word line at a time, before
programming the memory cells of the next sub-block.
The word line programming order may start at WL0, the
source-end word line and end at WLL10, the drain-end
word line, for example.
[0077] The NAND strings 700n, 710n, 720n and 730n
have channels 700a, 710a, 720a and 730a, respectively.
[0078] Additionally, NAND string 700n includes SGS
transistor 701, dummy memory cells 702 and 703, data
memory cells 704, 705, 706, 707, 708, 709, 710, 711,
712, 713 and 714, dummy memory cells 715 and 716,
and SGD transistors 717 and 718.
[0079] NAND string 710n includes SGS transistor 721,
dummy memory cells 722 and 723, data memory cells
724, 725, 726, 727, 728, 729, 730, 731, 732, 733 and
734, dummy memory cells 735 and 736, and SGD tran-
sistors 737 and 738.
[0080] NAND string 720n includes SGS transistor 741,
dummy memory cells 742 and 743, data memory cells
744, 745, 746, 747, 748, 749, 750, 751, 752, 753 and
754, dummy memory cells 755 and 756, and SGD tran-
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sistors 757 and 758.
[0081] NAND string 730n includes SGS transistor 761,
dummy memory cells 762 and 763, data memory cells
764, 765, 766, 767, 768, 769, 770, 771, 772, 773 and
774, dummy memory cells 775 and 776, and SGD tran-
sistors 777 and 778.
[0082] One or more SGD transistors are provided at
the drain-end of each memory string, and one or more
SGS transistors are provided at the source-end of each
memory string. The SGD transistors in SB0, SB1, SB2
and SB3 may be driven by separate control lines
SGD0(0) and SGD1(0), SGD0(1) and SGD1(1),
SGD0(2) and SGD1(2), and SGD0(3) and SGD1(3), re-
spectively, in one approach. In another approach, all of
the SGD transistors in a sub-block are connected and
commonly driven. The SGS transistors in SB0, SB1, SB2
and SB3 may be driven by control lines SGS(0), SGS(1),
SGS(2) and SGS(3), respectively.
[0083] FIG. 8 depicts additional detail of the sub-blocks
SB0-SB3 of FIG. 7. Example memory cells are depicted
which extend in the x direction along word lines in each
sub-block. Each memory cell is depicted as a cube for
simplicity. SB0 includes NAND strings 700n, 701n, 702n
and 703n. SB1 includes NAND strings 710n, 711n, 712n
and 713n. SB2 includes NAND strings 720n, 721n, 722n
and 723n. SB3 includes NAND strings 730n, 731n, 732n
and 733n. Bit lines are connected to sets of NAND strings.
For example, a bit line BL0 is connected to NAND strings
700n, 710n, 720n and 730n, a bit line BL1 is connected
to NAND strings 701n, 711n, 721n and 731n, a bit line
BL2 is connected to NAND strings 702n, 712n, 722n and
732n, and a bit line BL3 is connected to NAND strings
703n, 713n, 723n and 733n. Sensing circuitry may be
connected to each bit line. For example, sensing circuitry
780, 781, 782 and 783 is connected to bit lines BL0, BL1,
BL2 and BL3. A bit line voltage driver may be provided
with the sensing circuitry.
[0084] Programming and reading can occur for select-
ed cells in one word line and one sub-block at a time.
This allows each selected cell to be controlled by a re-
spective bit line and/or source line. For example, a set
of memory cells 801, which includes an example memory
cell 847, is connected to WLL10 in SB0. This is the drain-
end data word line. WLL0 is the source-end data word
line. A set of memory cells may be programmed or read
concurrently. An additional set of memory cells is con-
nected to WLL10 in each of the other sub-blocks SB1-
SB3. For example, a set of memory cells 820, which in-
cludes an example memory cell 857, is connected to
WLL10 in SB1.
[0085] In this example, the source line SL or source
region is driven at a voltage Vsl by the source line voltage
driver 430.
[0086] Each memory string includes one or more SGD
transistors at the drain-end and one or more SGS tran-
sistors at the source end. In this case, there are two SGD
transistors and one SGS transistor per string. Each SGD
transistor may be connected to separate control line lay-

er, as in FIG. 7, so that it can be driven separately, or the
two or more SGD transistors in a string may have their
control gates connected and commonly driven. For ex-
ample, SB0 has sets of SGD transistors 840 and 839,
with example SGD transistors 841 and 842, respectively,
in the memory string 700n. SB0 also has a set of SGS
transistors 843, with an example SGS transistor 844 in
the memory string 700n. Similarly, SB1 has sets of SGD
transistors 860 and 849, with example SGD transistors
851 and 852, respectively, in the memory string 710n.
SB1 also has a set of SGS transistors 853, with an ex-
ample SGS transistor 854 in the memory string 710n.
[0087] The memory string 700n includes SGD transis-
tors 841 and 842 connected to select gate control lines
SGD0(0) and SGD1(0), respectively, dummy memory
cells 845 and 846 connected to WLDDO and WLDD1,
respectively, and data memory cells 847 and 848 con-
nected to WLL10 and WLL9, respectively. See also FIG.
9A to 9C. The memory string 710n includes SGD tran-
sistors 851 and 852 connected to select gate control lines
SGD0(1) and SGD1(1) (see FIG. 7), respectively, dummy
memory cells 855 and 856 connected to WLDDO and
WLDD1, respectively, and data memory cells 857 and
858 connected to WLL10 and WLL9, respectively.
[0088] As described further below, e.g., in FIG. 13A, a
decision can be made to perform a disturb countermeas-
ure based on the position of the selected data memory
cell among the data memory cells in a memory string (or,
similarly, the position of the selected word line WLn
among a set of word lines). In one approach, a disturb
countermeasure is performed when a position of the se-
lected data memory cell in the memory string is among
a subset of memory cells 890 adjacent to a source-end
of the memory string, and the disturb countermeasure is
not performed when the position of the selected data
memory cell in the memory string is among a subset of
memory cells 891 adjacent to a drain-end of the memory
string. In this example, the memory cells of the subset
890 are connected to WLL0-WLL6 and the memory cells
of the subset 891 are connected to WLL7-WLL10. In the
examples of FIG. 16A to 16C, a transition word line WLx
may be WLL6, WLx1 may be WLL8 and WLx2 may be
WLL9. See also FIG. 16A t o16C. The use of eleven data
word lines WLLO-WLL10 is a simplified example. In a
more realistic example, 48 or 64 word lines might be
used, for instance. In the case of 64 word lines WLL0-
WLL63, the subset of data memory cells adj acent to the
source-end of the memory string could include WLL0-
WLL50, and the subset of data memory cells adjacent to
the drain-end of the memory string could include WLL51-
WLL63. Example values of WLx, WLx1 and WLx2 are
WLL50, WLL54 and WLL58, respectively.
[0089] FIG. 9 depicts a portion of the memory string
700n of FIG. 7 and 8 during a pre-charge phase of a
program operation, along with a plot 950 of a voltage in
the channel 700a, showing a disturb of the SGD transistor
842. The plot 950 of the voltage corresponds to a time
such as t2 in the pre-charge phase in FIG. 15A and 15B.

17 18 



EP 3 669 365 B1

11

5

10

15

20

25

30

35

40

45

50

55

The memory string can be in a selected or unselected
sub-block.
[0090] In FIG. 9 and 10, a portion of the memory string
700n and its channel 700a and charge trapping layer
700ctl are depicted. See also FIG. 7 and 8. The portion
of the memory string shown includes the SGD transistors
841 and 842 connected to SGD0(0) and SGD1(0), re-
spectively, the dummy memory cells 845 and 846 con-
nected to WLDD0 and WLDD1, respectively, and the da-
ta memory cells 847 and 848 connected to WLL10 and
WLL9, respectively. The remaining data memory cells
and the SGS transistor extend to the left in the figure.
[0091] In the memory string 700n, the SGD transistors
841 and 842 are adjacent to channel portions 915 and
914, respectively, and charge trapping layer portions
915a and 914a, respectively. The dummy memory cells
845 and 846 are adjacent to channel portions 913 and
912, respectively, and charge trapping layer portions
913a and 912a, respectively. The data memory cells 847
and 848 are adjacent to channel portions 911 and 910,
respectively, and charge trapping layer portions 911a
and 910a, respectively. Two drain-end dummy memory
cells are provided as an example. In practice, one or more
drain-end dummy memory cells can be provided in each
memory string. Also, two SGD transistors are provided
as an example. In practice, one or more SGD transistors
can be provided in each memory string. The drain-end
dummy memory cell 845 which is most susceptible to
disturb as described herein is adjacent to a SGD transis-
tor 842, and the SGD transistor 842 which is most sus-
ceptible to disturb as described herein is adjacent to a
dummy memory cell 845.
[0092] Each select gate transistor or memory cell has
a threshold voltage (Vth) and a control gate or word line
voltage. Typical values can include Vth=2.5 V for the
SGD transistors and Vth=2 V for the dummy memory
cells. The Vth of a data memory cell can vary based on
whether the cell is programed, and if it is programmed,
based on its data state. Generally, the programming of
the cells is random so that a memory string will have cells
in different states.
[0093] The disturb scenarios of FIG. 9 and 10 have
been seen in a 3D memory device which comprises a
stack of alternating conductive and dielectric layers, such
as in the BiCS architecture. In particular, disturbs have
been seen for the SGD transistor and the adjacent dum-
my memory cell after program-erase cycling in the block.
It has been found that this occurs during program, during
the pre-charge phase, and right after the pre-charge
phase finishes, at the start of the program phase. During
the pre-charge phase, the dummy word line bias may be
kept at a steady state level such as 0 V. As a result,
initially the channel potential under DDO (e.g., WLDDO
or the dummy memory cell 845) is pushed to a low level.
This occurs because the Vth of the DDO dummy memory
cells is above 0 V. This is preferred is some situations to
improve SGD cycling down-shift behavior. The negative
channel potential under the DDO dummy memory cell

(e.g., -2 V) and the positive channel pre-charge potential
(e.g., 2 V) under the SGD transistor can cause electron
generation and subsequent electron injection into SGD
transistor. During pre-charge, if the bias on DDO is high-
er, the channel potential difference between DDO (plot
950a) and SGD (plot 950c) is smaller, and the injection
disturb to the SGD transistor is reduced. Accordingly,
one approach to reducing a disturb of the SGD transistor
is to make the bias on DDO higher.
[0094] In an example scenario, in the pre-charge
phase, at t0-t2, assume that the voltages on SGD0(0)
and SGD1(0) are driven at 6 V, and that the voltages on
WLDD0, WLDD1, WLL10 and WLL9 are driven at Vcg=0
V. See also FIG. 15A and 15B. With Vbl at a positive
level such as 2 V, the SGD transistors are in a conductive
state and pass the voltage to the channel portions 914
and 915 (plot 950c). The dummy memory cells are in a
non-conductive state such that the channel voltage is
about equal to the control gate voltage minus the Vth.
Thus, the channel portions 912 and 913 have a voltage
of about 0-2=-2 V (see plot 950a). A gradient represented
by plot 950b of about 4 V is therefore created. This gen-
erates electron-hole pairs in the channel, where the elec-
trons (-) are drawn into the charge trapping layer portion
914a, causing a disturb of the transistor 842. The holes
are represented by (+).
[0095] At t2-t3, Vsgd is decreased to a level such as
2.5 V for a selected sub-block or 0 V for an unselected
sub-block. See FIG. 15A. Also, at t4, VddO and Vdd1
start to ramp up to 3 V and 6 V, respectively, creating the
situation of FIG. 10. The voltages provided are examples.
VddO and Vdd1 are the voltages on the dummy word
lines WLDDO and WLDD1, respectively. As shown in
FIG. 7, WLDDO may be the top dummy word line in a
stack and/or the dummy word line adjacent to an SGD
line. The dummy memory cells in WLDD0 are adjacent
to SGD transistors. WLDD1 is adjacent to both WLDDO
and the drain-end data word line WLL10, in one ap-
proach. Vdd1 may represent the voltage on this word line
and any other drain-end dummy word lines, other than
WLDDO. For example, there could be a third drain-end
dummy word.
[0096] FIG. 10 depicts a plot of the portion of the mem-
ory string of FIG. 9A during a program phase of a pro-
gramming operation, along with a plot 960 of a voltage
in the channel 700a, showing a disturb of the dummy
memory cell 845. The plot 960 of the voltage corresponds
to a time such as just after t4 in the program phase of
FIG. 15A and 15B. The memory string can be in an un-
selected sub-block or the memory string can be an un-
selected (locked out) memory string in a selected sub-
block.
[0097] Right after the pre-charge phase, the SGD bias
of the unselected sub-blocks returns to 0 V, and subse-
quently VddO ramps up to about 3 V. At that moment,
the channel potential under SGD is pushed down close
to about -2.5 V, while the channel potential under DDO
is increased to about 1 V. The channel layer portions 914

19 20 



EP 3 669 365 B1

12

5

10

15

20

25

30

35

40

45

50

55

and 915 of the SGD transistors become non-conductive
at t4 so that the channel voltage is about 0-2.5=-2.5 V
(plot 960e). The channel layer portions 912 and 913 are
raised to about 6-2=4 V and 3-2=1 V, respectively (plots
960a and 960c, respectively). This channel potential dif-
ference can cause electron generation inside the poly-
silicon channel, leading to hot electron injection into the
DDO dummy memory cell in this case instead of the SGD
transistor as in FIG. 9. Specifically, a gradient represent-
ed by plot 960d of about 3.5 V is created between the
dummy memory cell 845 and the SGD transistor 842.
This generates electron-hole pairs, where the electrons
are drawn into the charge trapping layer portion 913a,
causing a disturb of the dummy memory cell 845. If VddO
is lower, the channel potential difference between DDO
and SGD is smaller, and the injection disturb to the DDO
dummy memory cell is reduced. Accordingly, one ap-
proach to reducing a disturb of the DDO dummy memory
cell is to reduce VddO.
[0098] Also, a gradient represented by plot 960b of
about 3 V is created between the dummy memory cells
846 and 845. This generates electron-hole pairs, where
the electrons are drawn into the charge trapping layer
portion 912a, causing a disturb of the dummy memory
cell 846.
[0099] The waveforms depicted in FIG. 15B help re-
duce the above-mentioned disturbs. In particular, the dis-
turb of the dummy memory cell 845 which is adjacent to
the SGD transistor 842 is more of a concern than the
disturb of the dummy memory cell 846 which is adjacent
to the drain-end data memory cell 847 or the drain-end
data word line WLL10. This is because the disturb of the
dummy memory cell 845 increases the disturb of the SGD
transistor 842 but the SGD transistors are not normally
erased in a block erase operation. In contrast, the dummy
memory cells are typically erased in a block erase oper-
ation so that the disturbs are removed. Moreover, the
disturb of the SGD transistor 842 increases the disturb
of the dummy memory cell 845, so there is a feedback
cycle of disturbs with these two adj acent transistors. The
disturb of the dummy memory cell 846 is not part of this
feedback cycle so it is less of a concern.
[0100] FIG. 11 depicts an example threshold voltage
(Vth) distribution of a set of memory cells connected to
a selected word line after a programming operation,
where four data states are used. A Vth distribution 1100
is provided for erased (Er) state memory cells. Three Vth
distributions 1110, 1112 and 1114 represent assigned
data states A, B and C, respectively, which are reached
by memory cells when their Vth exceeds the verify volt-
age VvA, VvB or VvC, respectively. This example uses
four data states. Other numbers of data states can be
used as well, such as eight or sixteen. Read voltages
VrA, VrB and VrC are used to read data from a set of
cells having this Vth distribution. These verify voltages
and read voltages are examples of control gate read lev-
els of the selected word line voltage. VvEr is an erase-
verify voltage for use in an erase operation.

[0101] During a programming operation, the final Vth
distribution can be achieved by using one or more pro-
gramming passes. Each pass may use incremental step
pulse programming, for instance. During a programming
pass, program loops are performed for a selected word
line. A program loop comprises a program portion in
which a program voltage is applied to the word line fol-
lowed by a verify portion in which one or more verify tests
are performed. Each programmed state has a verify volt-
age which is used in the verify test for the state.
[0102] A single-pass programming operation involves
one sequence of multiple program-verify operations (or
program loops) which are performed starting from an in-
itial Vpgm level and proceeding to a final Vpgm level until
the threshold voltages of a set of selected memory cells
reach the verify voltages of the assigned data states. All
memory cells may initially be in the erased state at the
beginning of the programming pass. After the program-
ming pass is completed, the data can be read from the
memory cells using read voltages which are between the
Vth distributions. At the same time, a read pass voltage,
Vread pass (e.g., 9 V), also referred to as Vread, is ap-
plied to the remaining word lines. By testing whether the
Vth of a given memory cell is above or below one or more
of the read reference voltages, the system can determine
the data state which is represented by a memory cell.
These voltages are demarcation voltages because they
demarcate between Vth ranges of different data states.
[0103] Moreover, the data which is programmed or
read can be arranged in pages. For example, with four
data states, or two bits per cell, two pages of data can
be stored. An example encoding of bits for the Er, A, B
and C states is 11, 10, 00 and 01, respectively, in the
format of upper page (UP) bit/lower page (LP) bit. A lower
page read may use VrA and VrC and an upper page read
may use VrB.
[0104] FIG. 12 depicts an example Vth distribution of
a set of memory cells connected to a selected word line
after a programming operation, where eight data states
are used. Single-pass or multi-pass programming may
be used to obtain this Vth distribution. Based on the write
data as indicated, the cells which are to remain in the Er
state are represented by the Vth distribution 1200. The
cells which are to be programmed to the A, B, C, D, E,
F and G states using verify voltages of VvA, VvB, VvC,
VvD, VvE, VvF and VvG, respectively, are represented
by the Vth distributions 1201, 1202, 1203, 1204, 1205,
1206 and 1207, respectively. Each data state represents
three bits of data as indicated. Read voltages VrA, VrB,
VrC, VrD, VrE, VrF and VrG can be used for reading the
states of the cells in a read operation. These verify volt-
ages and read voltages are examples of control gate read
levels of the selected word line voltage. Other example
programming operations may use additional data states
and/or programming passes. For example, sixteen data
state are possible.
[0105] With eight data states, or three bits per cell,
three pages of data can be stored. An example encoding
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of bits for the A, B, C, D, E, F and G states is 111, 110,
100, 000, 010, 011, 001 and 101, respectively. The data
of the lower page can be determined by reading the mem-
ory cells using read voltages of VrA and VrE. The data
of the middle page can be determined by reading the
memory cells using read voltages of VrB, VrD and VrF.
The data of the upper page can be determined by reading
the memory cells using read voltages of VrC and VrG.
[0106] FIG. 13A depicts a process for programming
data memory cells in which a disturb countermeasure
can be implemented See also FIG. 15A and 15B. Step
1300 begins a program operation or pass. In one ap-
proach, a programming operation comprises one or more
program passes. Step 1301 sets an initial program volt-
age (Vpgm). See, e.g., FIG. 14 and Vpgm_init. Step 1302
begins a program loop. Step 1303 performs a pre-charge
phase. In this phase, a bit line voltage Vbl such as 2 V
is passed to the channels of the selected and unselected
memory strings. This provides some boosting of the
channels and removes residue electrons to facilitate
boosting in the program phase. Step 1304 includes per-
forming a program phase. In this phase, a program volt-
age or pulse is applied to a selected word line and a pass
voltage is applied to the unselected word lines (e.g., the
unselected data and dummy word lines). The selected
word line could be one of WL0-WL10 in FIG. 7 or 8, for
instance. This step also includes setting a program or
inhibit status for the memory cells connected to the se-
lected word line. A cell with an inhibit status has the as-
sociated bit line of the memory string set to a high level,
e.g., 2-3 V which inhibits programming. A cell with a pro-
gram status has the associated bit line of the memory
string set to a low level, e.g., 0 V, which allows program-
ming.
[0107] Step 1305 includes performing a verify phase,
e.g., one or more verify tests, for the selected memory
cells. This can involve applying a voltage at one or more
control gate read levels (e.g., plot 1501) to the selected
memory cells via the selected word line while applying a
voltage at a read pass level (e.g., plot 1500c) to unse-
lected word lines while sensing the memory cells. The
sensing of a memory cell can involve detecting a level of
a current in the associated memory string. The verify test
determines whether each selected memory cell is in a
conductive or non-conductive state. A decision step 1306
determines whether the verify tests are passed. If deci-
sion step 1306 is true, the program operation or pass is
completed at step 1308. If the decision step 1306 is false,
step 1307 increments Vpgm, and another program loop
begins at step 1302. In a given program loop, a verify
test may be performed for one or more assigned data
states. For each assigned data state, the corresponding
verify test is passed if all, or nearly all, of the memory
cells which have the assigned data state pass the verify
test. For example, the verify test may be passed if all, or
nearly all, of the memory cells which have the assigned
data state have a Vth greater than the control gate read
level. This may be indicated by a current in the memory

string exceeding a specified level as measured by a de-
cay in the bit line voltage.
[0108] Steps 1303 and 1304 can include deciding
whether to perform a disturb countermeasure based on
the position of the selected data memory cell among the
data memory cells in a memory string (or, similarly, the
position of the selected word line WLn among a set of
word lines) (step 1310). In one approach, a disturb coun-
termeasure is performed when a position of the selected
data memory cell in the memory string is among a subset
of memory cells adjacent to a source-end of the memory
string, and the disturb countermeasure is not performed
when the position of the selected data memory cell in the
memory string is among a subset of memory cells adj
acent to a drain-end of the memory string. See the ex-
ample subsets 890 and 891 of FIG. 8. This avoids a neg-
ative impact to the channel boosting when the selected
memory cell is near the drain-end of the memory string.
Channel boosting tends to be more difficult in this situa-
tion because the capacitance of the portion of the channel
on the drain side of the selected memory string is rela-
tively small and is therefore harder to boost by capacitive
coupling from a ramp up of the word line voltages. The
disturb countermeasures such a delaying the ramp up of
the dummy word line voltage may be less helpful in this
situation and can therefore be omitted or reduced in
strength.
[0109] In one option, a disturb countermeasure is per-
formed in each program loop of a programming opera-
tion. However, other options are possible. For example,
a disturb countermeasure can be performed for fewer
than all program loops of a programming operation. Also,
as mentioned, the disturb countermeasure can be per-
formed during programming of fewer than all data word
lines of a block.
[0110] FIG. 13B depicts a plot of various scenarios in
implementing the programming process of FIG. 13A.
Three different options are depicted in the top row. Block
1320a depicts a first option for: Vdd0/Vdd1=0 V during
pre-charge phase (see plot 1520a in FIG. 15A) followed
by a ramp up during program phase. This approach can
provide sufficient boosting for the pre-charge phase is
some situations. It also maximizes the channel coupling
up in the pre-charge phase when Vwl is ramped up to
Vpass. See also FIG. 15A and 15B, where time periods
t0-t2, t2-t6 and t6-t9 represent a pre-charge phase 1590,
a program phase 1591 and a verify phase 1592, respec-
tively.
[0111] Block 1320b depict a second option for:
Vdd0/Vdd1>0 V (see plots 1530a, 1540a, 1550a, 1560a,
1570a, 1580a in FIG. 15A and 15B) during pre-charge
phase followed by ramp down to minimum level (see plots
1540b, 1560b, 1570b and 1580b) followed by a ramp up
during the program phase. This approach can facilitate
channel boosting by providing the dummy memory cells
in a more strongly conductive state during the pre-
charge. Also, by ramping down Vdd0/Vdd1 (VddO and
Vdd1), a large voltage swing is preserved when
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Vdd0/Vdd1 subsequently ramps up to maximize capac-
itive coupling up of the channels of the memory strings
in the unselected sub-blocks and the channels of the un-
selected memory strings in the selected sub-blocks.
However, the disturb problem mentioned at the outset
can still occur without further countermeasures.
[0112] If Vdd0 and Vdd1 are not ramped down, as in
plot 1530, the channel coupling up in the pre-charge
phase is reduced when Vwl is ramped up to Vpass.
[0113] Block 1320c depicts a third option for: Vdd0=0
V during pre-charge phase see (plot 1520a in FIG. 15A)
followed by a ramp up during the program phase, and
Vdd1>0 V during the pre-charge and program phases
(no ramp down) (see plot 1580e in FIG. 15B). This ap-
proach treats VddO and Vdd1 differently, recognizing
that the DDO memory cell is adjacent to a SGD transistor
and therefore has a special concern with disturbs, as
mentioned. In one approach, VddO is kept low, e.g., at
0 V, during the pre-charge phase while Vdd1 is elevated
and can remain at an elevated level while transitioning
from the pre-charge phase to the program phase. Vdd1
can remain at the elevated level (or more than one ele-
vated, positive voltage) throughout all or most of the pre-
charge and program phase. This approach helps reduce
disturb on the SGD transistors while also avoiding a dis-
turb of the last data memory cell, e.g., on WLL10 in the
example of FIG. 7 and 8.
[0114] One or more of the options of blocks 1321 to
1327 can be used in connection with blocks 1320a and
1320b. Block 1321 involves ramping up VddO and Vdd1
after Vwl during the program phase. See FIG. 15B and
plots 1560 and 1570. The start of the ramp up of VddO
and Vdd1 at t4b can be after the start of the ramp up of
Vwl at t4 or even after the completion of the ramp up of
Vwl. Vwl represents the voltages of the data word lines,
including a selected data word line and unselected data
word lines. In one approach, the data word lines are
ramped up to Vpass together at a start of the program
phase (at t4 in plot 1500) while Vwl_sel, the voltage of
the selected data word line is subsequently ramped high-
er to a peak level of Vpgm (at t5 in plot 1500) in the
program phase.
[0115] Block 1322 involves ramping up VddO after
ramping up Vdd1, and ramping up Vdd1 after ramping
up Vwl, during the program phase. VddO is also ramped
up after ramping up Vwl. See FIG. 15B and plot 1560.
The start of the ramp up of VddO can be after the start
of the ramp up of Vdd1 or even after the completion of
the ramp up of Vdd1, and the start of the ramp up of Vdd1
can be after the start of the ramp up of Vwl or even after
the completion of the ramp up of Vwl. The delay in ram-
ping up VddO allows time for the channel voltage of the
SGD transistors to increase to an equilibrium state. The
delay in ramping up Vdd1 can be less than the delay in
ramping up VddO as a compromise between reducing
the disturb of the SGD transistor and avoiding a disturb
of the WLDD10 data memory cell.
[0116] Block 1323 involves ramping up VddO and

Vdd1 at a lower rate than Vwl during the program phase.
See FIG. 15B and plots 1570f and 1570g. Ramping up
these voltages at a lower rate has a similar result as de-
laying the ramp up. In one option, VddO and Vdd1 are
ramped up concurrently at the lower rate. The lower rate
may be the same for VddO and Vdd1, in one approach.
The start of the ramping up of VddO and Vdd1 can be
after, or even concurrent with, the start of the ramping
up of Vwl.
[0117] Block 1324 involves ramping up VddO at a low-
er rate than Vdd1 during the program phase. See FIG.
15B and plots 1570f and 1570c. The ramp up rate of
Vdd1 can be lower than, or the same as, the ramp up
rate of Vwl during the program phase, for instance. The
ramping up VddO can be concurrent with (as shown in
plot 1570) or after the ramping up of Vdd1.
[0118] Block 1325 sets the ramp up rate of VddO and
Vdd1 during the program phase based on the WLn po-
sition. See FIG. 16B. For example, the ramp up rate can
be relatively lower when WLn is relatively close to the
source-end of the memory strings.
[0119] Block 1326 sets the delay in the ramp up of Vdd0
and Vdd1 relative to the ramp up in Vwl based on the
WLn position during the program phase. See FIG. 16A.
For example, the delay can be relatively higher when
WLn is relatively close to the source-end of the memory
strings.
[0120] Block 1327 sets the level (magnitude) of VddO
and Vdd1 during the pre-charge phase based on the WLn
position. See FIG. 16C. For example, the level can be
relatively higher when WLn is relatively close to the
source-end of the memory strings. Using a higher level
for VddO and Vdd1 can increase the channel boosting
level during the pre-charge phase. The level is reduced
for programming the higher word lines, closer to the drain-
end of the memory strings. As mentioned, this avoids a
negative impact to the channel boosting when the select-
ed memory cell is near the drain-end of the memory
string.
[0121] One or more of the options of blocks 1331 to
1335 can be used in connection with block 1320c. Block
1331 involves ramping up VddO after ramping up Vwl,
during the program phase. A ramp up in Vdd1 may be
avoided by keeping Vdd1 at an elevated level as stated
at block 1320c. See plot 1580.
[0122] Block 1332 involves ramping up VddO at a low-
er rate than Vwl during the program phase. See plot
1580f.
[0123] Block 1333 sets the ramp up rate of VddO during
the program phase based on the WLn position. For ex-
ample, the ramp up rate can be relatively lower when
WLn is relatively close to the source-end of the memory
strings. See FIG. 16B.
[0124] Block 1334 sets the delay in the ramp up of Vd-
dO relative to the ramp up in Vwl based on the WLn po-
sition during the program phase. For example, the delay
(t4b-t4 in FIG. 15B) can be relatively higher when WLn
is relatively close to the source-end of the memory
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strings. See FIG. 16A.
[0125] Block 1335 sets the level of VddO during the
pre-charge phase based on the WLn position. For exam-
ple, the level can be relatively higher when WLn is rela-
tively close to the source-end of the memory strings. See
FIG. 16C.
[0126] FIG. 14 depicts a series of program loops in an
example programming operation, consistent with FIG.
13A. The pulse train 1400 includes a series of program
pulses 1401-1415 that are applied to a word line selected
for programming. The pulse train 1400 is an example of
a second set of step-wise increasing program voltages.
A pulse train typically includes program pulses which in-
crease stepwise in amplitude in one or more program
loops or program loops of a programming pass using a
fixed or varying step size. In some cases, the program
pulses increase in each program loop after the first. A
new pulse train can be applied in each programming
pass, starting at an initial level and ending at a final level
which does not exceed a maximum allowed level. The
initial levels can be the same or different in different pro-
gramming passes. The final levels can also be the same
or different in different programming passes. The step
size can be the same or different in the different program-
ming passes. In some cases, a smaller step size is used
in a final programming pass to reduce Vth distribution
widths.
[0127] Vpgm_init is the initial program voltage. One,
two or three verify pulses are provided after each program
pulse as an example, based on the assigned data states
which are being verified. For example, an A-state verify
pulse 1420 (VvA) is applied in program loops 1-3, A-state
and B-state verify pulses 1421 (VvA and VvB, respec-
tively) are applied in program loops 4-6, A-state, B-state
and C-state verify pulses 1422 (VvA, VvB and VvC, re-
spectively) are applied in program loops 7 and 8, B-state
and C-state verify pulses 1423 are applied in program
loops 9-11, and a C-state verify pulse 1424 is applied in
program loops 12-15.
[0128] FIG. 15A depicts plots of various voltages which
can be used in a programming operation consistent with
FIG. 13A and 13B, where a ramp up of VddO is concur-
rent with a ramp up of Vwl. The vertical dimension de-
notes voltage and the horizontal dimension denotes time.
The period of time depicted corresponds to one program
loop. In the pre-charge phase 1590, a positive voltage
(Vbl) is provided to the channels of the memory strings
to remove residue electrons and to provide a small
amount of boosting such as 1-2 V. The SGD transistors
are in a strongly conductive state at this time. In the pro-
gram phase 1591, the data word line voltages are ramped
up. In one approach, the selected and unselected data
word line voltages are ramped up at the same time (start-
ing at t4) to a pass voltage level, Vpass. This ramp up
provides a capacitive coupling up of the channels of the
memory strings in the unselected blocks. The selected
data word line voltage is then ramped up further (starting
at t5) to the peak level of Vpgm. In the verify phase 1592,

one or more verify tests are performed by applying one
or more control gate read voltages on WLn and, for each
read voltage, sensing the conductive state of the memory
cells in the selected strings of the selected sub-block.
[0129] A plot 1500 depicts voltages on a selected word
line and unselected word lines. Plot 1500a is used during
the pre-charge phase for the data word lines. Plots 1500b
and 1500d are used for the selected word line during the
program phase. Plots 1500b and 1500c are used for the
unselected word lines during the program phase. At the
end of the program phase, the voltages of the selected
data word line start to ramp down at t6, e.g., to 0 V. At
the end of the verify phase, the voltages of the unselected
data word lines start to ramp down at t9, e.g., to 0 V.
[0130] Plot 1501 is used on the selected word lines
during the verify phase. In this example, the verify test
uses VvA from t7-t8 and VvB from t8-t9.
[0131] A plot 1510 depicts one example of voltages
Vsgd_sel and Vsgd_unsel on the SGD transistors of se-
lected and unselected sub-blocks, respectively. In the
pre-charge phase, Vsgd_sel and Vsgd_unsel are set to
a fairly high level such as 6 V (plot 1510a) which provides
the SGD transistors in a strongly conductive state. This
allows the bit line voltage to be passed to the channel.
Vsgd_sel is then decreased to a reduced level such as
2.5 V (plot 1510b) which is still high enough to provide
the SGD_sel transistors in a conductive state for the se-
lected memory strings in the selected sub-block. How-
ever, it is low enough that the SGD_sel transistors can
be provided in a non-conductive state for the locked out
memory strings in the selected sub-block, by raising Vbl
for those memory strings. Thus, the drain-end select gate
transistor is in a conductive state during the pre-charge
phase and the program phase, for the selected memory
strings. Vsgd_unsel is decreased to a reduced level such
as 0 V (plot 1510c) which provides the SGD_unsel tran-
sistors in a non-conductive state for the memory strings
in the unselected sub-blocks.
[0132] A plot 1520 depicts one example of voltages
VddO and Vdd1 on the dummy word lines. VddO and
Vdd1=0 V during the pre-charge phase (plot 1520a). Dur-
ing the program phase, VddO and Vdd1 are ramped up
starting at t4 to relatively low and high levels such as 3
V and 6 V, respectively (plots 1520c and 1520b, respec-
tively). Plots 1520, 1530, 1540, 1560, 1570 and 1580
provide an example of a technique in which, in the pro-
gram phase, a peak level to which the voltage of the
second dummy memory cell is ramped up (e.g., 6 V) is
higher than a peak level to which the voltage of the first
dummy memory cell is ramped up (e.g., 3 V).
[0133] A plot 1530 depicts another example of the volt-
ages VddO and Vdd1. VddO and Vdd1 are set to a mod-
erate, positive level such as 2.5 V during the pre-charge
phase (plot 1530a). During the program phase, VddO
and Vdd1 are ramped up starting at t4 from the moderate
level to 3 V and 6 V, respectively (plots 1530c and 1530b,
respectively).
[0134] A plot 1540 depicts another example of the volt-
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ages VddO and Vdd1. VddO and Vdd1 are set to a mod-
erate, positive level such as 2.5 V during the pre-charge
phase (plot 1540a) and then ramped back down, e.g., to
0 V (plot 1540b). The ramp down can begin at t1, before
the ramp down of Vsgd a t4. During the program phase,
VddO and Vdd1 are ramped up starting at t4 from 0 V to
3 V and 6 V, respectively (plots 1540d and 1540c, re-
spectively).
[0135] A plot 1550 depicts an example of Vbl, bit line
voltage. In the pre-charge phase, Vbl is ramped up to a
positive level such as 2 V (plot 1550a). Vbl can then be
kept at the positive level during the pre-charge phase
(plot 1550b) for the unselected memory strings which are
locked out from programming in the current program
loop. Vbl can be lowered to 0 V (plot 1550c) for the se-
lected memory strings which are not locked out from pro-
gramming in the current program loop.
[0136] FIG. 15B depicts a plot of various voltages
which can be used in a programming operation consist-
ent with FIG. 13A and 13B, where a ramp up of VddO is
delayed relative to a ramp up of Vwl. The time line is the
same as in FIG. 15A except that additional time points
t4a and t4b are added after t4 and before t5. A plot 1560
depicts another example of the voltages VddO and Vdd1.
VddO and Vdd1 are set to a moderate, positive level
Vpeak, such as 2.5 V, during the pre-charge phase (plot
1560a) and then ramped back down, e.g., to 0 V or other
minimum level (plot 1560b). During the program phase,
Vdd1 is ramped up starting at t4a from 0 V to a higher
level such as 6 V (plot 1560c) and kept at this higher level
during the program phase and the verify phase (plot
1560e). This is after the ramp up of the voltage of the
data word lines at t4. VddO is ramped up starting at t4b
from 0 V to a lower level such as 3 V (plot 1560d) and
kept at this higher level during the program phase and
the verify phase (plot 1560f). This is after the ramp up of
Vdd1. In one option, as shown, the ramp up rate is the
same for Vdd1 and VddO at t4a and t4b, respectively.
[0137] A plot 1570 depicts another example of the volt-
ages VddO and Vdd1. VddO and Vdd1 are set to a mod-
erate, positive level Vpeak, such as 2.5 V, during the pre-
charge phase (plot 1570a) and then ramped back down,
e.g., to 0 V or other minimum level (plot 1570b). During
the program phase, Vdd1 is ramped up starting at t4b
from 0 V to a higher level such as 6 V (plot 1570c, or
plots 1570f and 1570g) and kept at this higher level during
the program phase and the verify phase (plot 1570e).
This is after the ramp up of the voltage of the data word
lines at t4. VddO is also ramped up starting at t4b from
0 V to a lower level such as 3 V (plot 1570f) and kept at
this higher level during the program phase and the verify
phase (plot 1570d). This is the same time as the ramp
up of Vdd1. In one option, the ramp up rate is lower for
VddO (plot 1570f) than for Vdd1 (plot 1570c). In another
option, the ramp up rate is the same for VddO (plot 1570f)
and Vdd1 (plot 1570f and 1570g).
[0138] A plot 1580 depicts another example of the volt-
ages VddO and Vdd1. VddO is ramped up to a moderate,

positive level Vpeak, such as 2.5 V, during the pre-charge
phase (plot 1580a) and then ramped back down, e.g., to
0 V or other minimum level (plot 1580b). During the pro-
gram phase, VddO is ramped up starting at t4b from 0 V
to a higher level such as 3 V (plot 1580c) and kept at this
level during the program phase and the verify phase (plot
1580d). In contrast, Vdd1 is ramped up to a relatively
high level such as 6 V, during the pre-charge phase (plot
1580e) and kept at this level during the program phase
and the verify phase.
[0139] Plot 1580 provides an example of a technique
in which, in the pre-charge phase, a peak level to which
the voltage of the second dummy memory cell is ramped
up (e.g., 6 V) is higher than a peak level to which the
voltage of the first dummy memory cell is ramped up (e.g.,
Vpeak such as 2.5 V).
[0140] Plots 1540, 1560, 1570 and 1580 provide an
example of a technique in which a control circuit is con-
figured to provide the voltage of the first dummy memory
cell at a first positive peak level (e.g., 2.5 V or Vpeak)
during the pre-charge phase, and then lower the voltage
of the first dummy memory cell from the first positive peak
level to a minimum level (e.g., 0 V or Vmin) before the
ramp up of the voltage of the first dummy memory cell in
the program phase.
[0141] FIG. 16C shows that the first positive peak level
can be relatively lower when the selected data memory
cell is relatively close to the drain-end of the memory
string.
[0142] Plot 1580 provides an example of a technique
in which a control circuit is configured to provide a voltage
of the second dummy memory cell at a second positive
peak level (e.g., 6 V) during the pre-charge phase and
the program phase without lowering the voltage of the
second dummy memory cell when the voltage of the first
dummy memory cell is lowered from the first positive peak
level (Vpeak) to the minimum level. In this technique, the
second positive peak level can be greater than the first
positive peak level.
[0143] FIG. 16C provides an example of a technique
in which the performing the pre-charge phase comprises
biasing the drain-end at a positive voltage (Vbl) while
providing a voltage of the first dummy memory cell at a
first specified level (Vdd0_pre), wherein the first specified
level is based on a position (WLn) of the selected data
memory cell in the memory string. The first specified level
is a positive voltage (see plots 1540a, 1560a, 1570a and
1580a) and is relatively high when the selected data
memory cell is relatively far (WLn<=WLx) from the drain-
end of the memory string, and the first specified level is
a ground voltage (see plots 1560g, 1570h and 1580g)
when the selected data memory cell is relatively close
(WLn>WLx1 to the drain-end of the memory string. The
technique further includes providing a voltage of a sec-
ond dummy memory cell at a second specified level
(Vdd1_pre) which is greater than the first specified level
while the voltage of the first dummy memory cell is pro-
vided at the first specified level (Vdd0_pre).
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[0144] In the approaches of FIG. 15B, first, all drain-
end dummy word line voltages are increased to a certain
level which is high enough to provide a sufficient channel
pre-charge. Before Vsgd decreases at t2, the dummy
word line voltage decreases at t1 back to 0 V or other
sufficiently low level (e.g., low enough to provide a large
voltage swing in the program phase). After the pre-
charge phase is completed, the dummy word line volt-
ages do not ramp up together with the data word line
voltages. Instead, the dummy word line voltages ramp
up with a certain delay (e.g., several microseconds) after
the data word line voltages ramp up. In this way, when
Vsgd_unsel in the unselected subblocks ramps down to
0 V at t2 (plot 1510), and the channel voltage of these
SGD transistors is pushed to a negative level, the DDO
channel potential is not lifted up immediately. During the
delay, holes will be generated inside the polysilicon chan-
nel and move to the channel portion of the SGD transistor.
This will increase the channel potential there. When Vd-
dO and the associated channel potential start to increase
at t4, the SGD channel potential is less negative than it
would be without the delay. In this way, channel potential
difference between DDO and SGD and the electron in-
jection to DDO can be reduced. During the delay to ramp
up Vdd0, the SGD channel potential recovers from the
negative level. However, the data word line voltages can
be ramped up without being delayed, ensuring that boost-
ing during the program phase is not delayed and there-
fore there is no penalty in the overall programming time.
[0145] A potential disadvantage to the delay is that,
when the voltage of the last, drain-end data word line
ramps up, the channel voltage of the neighboring dummy
word line may still be low. In this case, injection disturb
can occur in the memory cells of the drain-end data word
line. One solution is to keep the voltage high on the dum-
my word line WLDD1 which is adjacent to the drain-end
data word line. This helps reduce the injection type of
disturb on the drain-end data word line when data word
line voltages ramp up in the program phase. Instead, the
injection disturb may occur more easily on WLDD1 when
VddO decreases at the end of the pre-charge phase.
However, since the dummy memory cells are typically
erased during the normal block erase of a program-erase
cycle, the injection disturb there will not cause a negative
impact.
[0146] Regarding FIG. 16A to 16C, as mentioned, the
disturb countermeasures can be omitted or weakened
when the selected word line is close to the drain-end of
the block or memory strings. Tests indicate that when
very high (drain-end) word lines are programmed, if the
drain-end dummy word line voltages are ramped up dur-
ing the pre-charge phase, such as shown by plots 1530a,
1540a, 1560a, 1570a and 1580a, the channel boosting
potential will have a negative impact in the program
phase. This negative impact may occur regardless of
whether the drain-end dummy word line voltages are
ramped back down after the pre-charge phase. One so-
lution is to reduce or omit the ramp up of the drain-end

dummy word line voltages during the pre-charge phase
as shown in FIG. 16C.
[0147] It is also possible to reduce or omit the delay in
the ramp up, or the reduction in the ramp up rate, for the
drain-end dummy word line voltages in the program
phase, as shown in FIG. 16A and 16B, respectively. This
can help avoid a potential reduction in channel boosting.
As mentioned, channel boosting tends to be more difficult
when the capacitance of the portion of the channel on
the drain side of the selected memory string is relatively
small and is therefore harder to boost by capacitive cou-
pling from a ramp up of the word line voltages. Omitting
or reducing the delay in the ramp up, or the reduction in
the ramp up rate, can help avoid a reduction in channel
boosting when seeking to reduce disturbs of the dummy
memory cells and SGD transistors.
[0148] It is also possible to implement one or more, but
not all of, the solutions of FIG. 16A to 16C. For example,
the voltages during pre-charge can be attenuated as in
FIG. 16A without the delay in the ramp up, or the reduction
in the ramp up rate, as in FIG. 16A and a 16B, respec-
tively. Or, the voltages during pre-charge can be atten-
uated as in FIG. 16A, and the ramp up rate can be atten-
uated as in FIG. 16B, while keeping the delay in the ramp
up at a fixed level independent of WLn. Other variations
are possible as well.
[0149] FIG. 16A depicts a plot of a delay in the ramp
up of the voltage of a dummy word line relative to a ramp
up of the voltage of data word lines during the program
phase of a program loop, as a function of a selected word
line WLn position, consistent with FIG. 13A and 13B. The
delay for DDO and DD1 is tdd0 and tdd1, respectively.
DD1 denotes WLDD1 or the dummy memory cell 846,
for instance. The delay can be based on the start of the
ramp up. The vertical axis represents a delay and the
horizontal axis represents the selected word line position
WLn. WLn can range from the source-end to a drain-end
of a set of word lines or a block, e.g., from WLL0 to WLL10
in the case of eleven word lines or from WLL0-WLL63 in
the case of 64 word lines. WLx denotes a word line po-
sition at which a transition in the delay occurs. WLx1 de-
notes a word line position between WLx and the drain-
end, and WLx2 denotes a word line position between
WLx1 and the drain end.
[0150] Plot 1600 shows that tdd0 is at a maximum level
when WLn is between the source-end and WLx, then
begins to decrease as WLn is further on the drain side
of WLx. tdd0 may reach 0 V when WLn=WLx2, in one
approach, in which case the disturb countermeasure of
providing the delay is no longer used. Plot 1602 shows
that tdd1 is at a maximum, but lower than the maximum
of tdd0, when WLn is between the source-end and WLx,
then begins to decrease as WLn is further on the drain
side of WLx (WLn>WLx). tdd1 may reach 0 V when
WLn=WLx1, in one approach, in which case the disturb
countermeasure of providing the delay is no longer used.
Other options are possible. For example, the maximum
value of tdd0 and tdd1 may be the same. Also, the tran-
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sition word line can be different for tdd0 and tdd1. Also,
WLx1 can be the same as or different than WLx2. WLx1
and WLx2 can also be customized for tdd0 and tdd1. In
another option, one or more steps can be used in the
transition of tdd0 and tdd1 rather than a gradual change
as shown. Also, tdd0 and/or tdd1 can reach a minimum
level which is a positive value instead of 0 V as
WLn>WLx.
[0151] FIG. 16A provides an example of a technique
in which, in the program phase, a delay (tdd0) between
a start of the ramp up of the voltage of the first dummy
memory cell after the start of the ramp up of the voltage
of the second dummy memory cell is relatively larger
when the selected data memory cell is relatively further
from the drain-end of the memory string.
[0152] FIG. 16B depicts a plot of a ramp up rate for the
ramp up of a voltage of a dummy word line and data word
lines during the program phase of a program loop, as a
function of a selected word line WLn position, consistent
with FIG. 13A and 13B. The ramp up rate for the data
word lines is rWLdata and for the dummy word lines DDO
and DD1 is rdd0 and rdd1, respectively. In one approach,
rWLdata is greater than rdd1 and rdd0. The vertical axis
represents the rate and the horizontal axis represents
the selected word line position WLn. WLn can range from
the source-end to a drain-end of a set of word lines or a
block. WLx denotes a word line position at which a tran-
sition in the delay occurs.
[0153] Plot 1610 shows that rWLdata is independent
of WLn, in one approach, rdd1 and rdd0 can also be
independent of WLn (plot 1612) for WLn>WLx and they
can decrease when the selected word line is closer to
the source-end on the source side of WLx (WLn<WLx)
Moreover, this decrease can be greater for rdd0 (plot
1614) than rdd1 (plot 1613), in one approach. Lowering
the ramp up rate has a similar effect as increasing the
delay, as mentioned. Other options are possible. For ex-
ample, the transition word line can be different for rdd0
and rdd 1.
[0154] FIG. 16C depicts a plot of a voltage of a dummy
word line during the pre-charge of a program phase, as
a function of a selected word line WLn position, consistent
with FIG. 13A and 13B. The maximum level of the pre-
charge voltage for DDO and DD1 is Vdd0_pre and
Vdd1_pre, respectively. The vertical axis represents the
voltage and the horizontal axis represents the selected
word line position WLn. WLn can range from the source-
end to a drain-end of a set of word lines or a block. WLx
denotes a word line position at which a transition in the
voltage occurs.
[0155] Plot 1620 shows an option in which Vdd1 is at
a maximum level when WLn<=WLx, then decreases
when WLn>WLx, eventually reaching 0 V at WLx2. Plot
1622 shows an option in which Vdd0_pre is at a maximum
level (which is less than the maximum level of Vdd1)
when WLn<=WLx then decreases when WLn>WLx,
eventually reaching 0 V at WLx1.
[0156] Other options are possible. For example, the

maximum levels of Vdd0_pre and Vdd1_pre may be the
same. Also, the transition word line can be different for
Vdd0_pre and Vdd1_pre. Also, WLx1 can be the same
as or different than WLx2. In another option, one or more
steps can be used in the transition of the pre-charge val-
ues of Vdd0_pre and Vdd1_pre rather than a gradual
change as shown for WLn>WLx. Also, the pre-charge
values of Vdd0_pre and/or Vdd1_pre can reach a mini-
mum level which is a positive voltage instead of 0 V as
WLn>WLx.
[0157] The foregoing detailed description of the inven-
tion has been presented for purposes of illustration and
description. It is not intended to be exhaustive or to limit
the invention to the precise form disclosed. Many modi-
fications and variations are possible in light of the above
teachings. The described embodiments were chosen in
order to best explain the principles of the invention and
its practical application, to thereby enable others skilled
in the art to best utilize the invention in various embodi-
ments and with various modifications as are suited to the
particular use contemplated. It is intended that the scope
of the invention be defined by the claims appended here-
to.

Claims

1. An apparatus, comprising:

a NAND string (NS1, NS2, 700n-703n, 710n-
713n, 720n-723n, 730n-733n) comprising a
drain-end select gate transistor (717, 737, 757,
777) at a drain-end (615) of the NAND string, a
selected data memory cell (704, 724, 744, 764),
unselected data memory cells (705-714,
725-734, 745-754, 765-774), and a first dummy
memory cell (716, 736, 756, 776) adjacent to
the drain-end select gate transistor, wherein
each memory cell is connected to a respective
word line;
a bit line connected (BL0-BL3) to the drain-end;
and
a control circuit (110, 122, 132) configured to, in
a program loop for the selected data memory
cell:

perform a pre-charge phase (1590) in which
the bit line has a positive voltage and the
drain-end select gate transistor is in a con-
ductive state;
the apparatus characterised by the control
circuit being configured to:
after the pre-charge phase, perform a pro-
gram phase (1591) in which, before a pro-
gram pulse (1500d) is applied to the word
line of the selected data memory cell, a start
of a ramp up of a voltage (1560c, 1560d,
1570c, 1570g) applied to the word line of
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the first dummy memory cell is after a start
of a ramp up of a voltage (1500b) applied
to the word lines of the unselected data
memory cells when a position of the select-
ed data memory cell in the NAND string is
among a subset (890) of memory cells ad-
jacent to a source-end (613) of the NAND
string.

2. The apparatus of claim 1, wherein:
the start of the ramp up of the voltage (1520b, 1530b,
1540c) applied to the word line of the first dummy
memory cell is concurrent with the start of the ramp
up of the voltage applied to the word lines of the
unselected data memory cells when the position of
the selected data memory cell in the NAND string is
among a subset (891) of memory cells adjacent to
the drain-end of the NAND string.

3. The apparatus of claim 1 or 2, wherein:
a rate (rdd0) of the ramp up of the voltage applied
to the word line of the first dummy memory cell is
lower than a rate (rWLdata) of the ramp up of the
voltage applied to the word lines of the unselected
data memory cells.

4. The apparatus of any one of claims 1 to 3, wherein:
a delay (tdd0, tddl) between the start of the ramp up
of the voltage applied to the word line of the first
dummy memory cell and the start of the ramp up of
the voltage applied to the word lines of the unselect-
ed data memory cells is larger when the selected
data memory cell is further from the drain-end of the
NAND string.

5. The apparatus of any one of claims 1 to 4, further
comprising:

a second dummy memory cell (715, 735, 755,
775) adjacent to the first dummy memory cell;
wherein the control circuit is configured to, in the
program phase, start a ramp up of a voltage
(1560c) applied to the word line of the second
dummy memory cell before the start of the ramp
up of the voltage applied to the word line of the
first dummy memory cell, and after the start of
the ramp up of the voltage applied to the word
lines of the unselected data memory cells.

6. The apparatus of any one of claims 1 to 5, further
comprising:

a second dummy memory cell (715, 735, 755,
775) adjacent to the first dummy memory cell;
wherein the control circuit is configured to, in the
program phase, provide a rate (rdd0) of the ramp
up for the voltage applied to the word line of the
first dummy memory cell which is lower than a

rate (rddl) of a ramp up of the voltage applied to
the word line of the second dummy memory cell.

7. The apparatus of claim 6, wherein:
the rate of the ramp up for the voltage applied to the
word line of the first dummy memory cell is lower
than a rate (rWLdata) of the ramp up of the voltage
applied to the word lines of the unselected data mem-
ory cells.

8. The apparatus of any one of claims 1 to 7, further
comprising:

a second dummy memory cell (715, 735, 755,
775) adjacent to the first dummy memory cell;
wherein, in the program phase, a peak level (Vd-
dl) to which the voltage applied to the word line
of the second dummy memory cell is ramped up
is higher than a peak level (VddO) to which the
voltage applied to the word line of the first dum-
my memory cell is ramped up.

9. The apparatus of any one of claims 1 to 8, further
comprising: a second dummy memory cell (715, 735,
755, 775) adjacent to the first dummy memory cell;
wherein, in the program phase, a delay (tdd0, tddl)
between a start of the ramp up of the voltage applied
to the word line of the first dummy memory cell after
the start of the ramp up of the voltage applied to the
word line of the second dummy memory cell is larger
when the selected data memory cell is further from
the drain-end of the NAND string.

10. The apparatus of any one of claims 1 to 9, further
comprising:

a second dummy memory cell (715, 735, 755,
775) adjacent to the first dummy memory cell;
wherein, in the pre-charge phase, a peak level
(Vddl) to which the voltage applied to the word
line of the second dummy memory cell is ramped
up is higher than a peak level (VddO) to which
the voltage applied to the word line of the first
dummy memory cell is ramped up.

11. The apparatus of any one of claims 1 to 10, wherein:
the control circuit is configured to provide the voltage
applied to the word line of the first dummy memory
cell at a first positive peak level (Vpeak) during the
pre-charge phase, and then lower the voltage ap-
plied to the word line of the first dummy memory cell
from the first positive peak level to a minimum level
(Vmin) before the ramp up of the voltage applied to
the word line of the first dummy memory cell in the
program phase.

12. The apparatus of claim 11, further comprising:
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a second dummy memory cell (715, 735, 755,
775) adjacent to the first dummy memory cell;
wherein the control circuit is configured to pro-
vide a voltage applied to the word line of the
second dummy memory cell at a second positive
peak level (Vddl) during the pre-charge phase
and the program phase without lowering the volt-
age applied to the word line of the second dum-
my memory cell when the voltage applied to the
word line of the first dummy memory cell is low-
ered from the first positive peak level to the min-
imum level, and
the second positive peak level is greater than
the first positive peak level.

Patentansprüche

1. Einrichtung, umfassend:

eine NAND-Zeichenfolge (NS1, NS2, 700n-
703n, 710n-713n, 720n-723n, 730n-733n), um-
fassend einen Drain-Ende-Auswahlgatetransis-
tor (717, 737, 757, 777) an einem Drain-Ende
(615) der NAND-Zeichenfolge, eine ausgewähl-
te Datenspeicherzelle (704, 724, 744, 764),
nicht ausgewählte Datenspeicherzellen
(705-714, 725-734, 745-754, 765-774) und eine
erste Dummy-Speicherzelle (716, 736, 756,
776), die an den Drain-Ende-Auswahlgatetran-
sistor angrenzt, wobei jede Speicherzelle mit ei-
ner entsprechenden Wortleitung verbunden ist;
eine mit dem Drain-Ende verbundene Bitleitung
(BL0-BL3); und
eine Steuerschaltung (110, 122, 132), die in ei-
ner Programmschleife für die ausgewählte Da-
tenspeicherzelle konfiguriert ist zum:

Durchführen einer Vorladephase (1590), in
der die Bitleitung eine positive Spannung
aufweist und der Drain-Ende-Auswahlgate-
transistor sich in einem leitenden Zustand
befindet;
wobei die Einrichtung dadurch gekenn-
zeichnet ist, dass die Steuerschaltung
konfiguriert ist zum:
Durchführen einer Programmphase (1591)
nach der Vorladephase, in der, bevor ein
Programmimpuls (1500d) an die Wortlei-
tung der ausgewählten Datenspeicherzelle
angelegt wird, ein Beginn eines Anstiegs ei-
ner an die Wortleitung der ersten Dummy-
Speicherzelle angelegten Spannung
(1560c, 1560d, 1570c, 1570g) nach einem
Beginn eines Anstiegs einer an die Wortlei-
tungen der nicht ausgewählten Datenspei-
cherzellen angelegten Spannung (1500b)
erfolgt, wenn eine Position der ausgewähl-

ten Datenspeicherzelle in der NAND-Zei-
chenfolge zu einer Untergruppe (890) von
Speicherzellen gehört, die an das Quelle-
nende (613) der NAND-Zeichenfolge an-
grenzen.

2. Einrichtung nach Anspruch 1, wobei:
der Beginn des Anstiegs der an die Wortleitung der
ersten Dummy-Speicherzelle angelegten Spannung
(1520b, 1530b, 1540c) gleichzeitig mit dem Beginn
des Anstiegs der an die Wortleitungen der nicht aus-
gewählten Datenspeicherzellen angelegten Span-
nung erfolgt, wenn die Position der ausgewählten
Datenspeicherzelle in der NAND-Zeichenfolge zu ei-
ner Untergruppe (891) von Speicherzellen gehört,
die an das Drain-Ende der NAND-Zeichenfolge an-
grenzen.

3. Einrichtung nach Anspruch 1 oder 2, wobei:
wobei eine Rate (rddO) des Anstiegs der an die Wort-
leitung der ersten Dummy-Speicherzelle angelegten
Spannung niedriger ist als eine Rate (rWLdata) des
Anstiegs der an die Wortleitungen der nicht ausge-
wählten Datenspeicherzellen angelegten Span-
nung.

4. Einrichtung nach einem der Ansprüche 1 bis 3, wo-
bei:
eine Verzögerung (tddO, tdd1) zwischen dem Be-
ginn des Anstiegs der an die Wortleitung der ersten
Dummy-Speicherzelle angelegten Spannung und
dem Beginn des Anstiegs der an die Wortleitungen
der nicht ausgewählten Datenspeicherzellen ange-
legten Spannung größer ist, wenn die ausgewählte
Datenspeicherzelle weiter von dem Drain-Ende der
NAND-Zeichenfolge entfernt ist.

5. Einrichtung nach einem der Ansprüche 1 bis 4, wei-
ter umfassend:

eine zweite Dummy-Speicherzelle (715, 735,
755, 775), die an die erste Dummy-Speicherzel-
le angrenzt;
wobei die Steuerschaltung so konfiguriert ist,
dass sie in der Programmphase einen Anstieg
einer an die Wortleitung der zweiten Dummy-
Speicherzelle angelegten Spannung (1560c)
vor dem Beginn des Anstiegs der an die Wort-
leitung der ersten Dummy-Speicherzelle ange-
legten Spannung und nach dem Beginn des An-
stiegs der an die Wortleitungen der nicht aus-
gewählten Datenspeicherzellen angelegten
Spannung beginnt.

6. Einrichtung nach einem der Ansprüche 1 bis 5, wei-
ter umfassend:

eine zweite Dummy-Speicherzelle (715, 735,
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755, 775), die an die erste Dummy-Speicherzel-
le angrenzt;
wobei die Steuerschaltung so konfiguriert ist,
dass sie in der Programmphase eine Rate (rd-
dO) des Anstiegs der an die Wortleitung der ers-
ten Dummy-Speicherzelle angelegten Span-
nung bereitstellt, die niedriger ist als eine Rate
(rdd1) eines Anstiegs der an die Wortleitung der
zweiten Dummy-Speicherzelle angelegten
Spannung.

7. Einrichtung nach Anspruch 6, wobei:
die Rate des Anstiegs der an die Wortleitung der
ersten Dummy-Speicherzelle angelegten Spannung
niedriger ist als eine Rate (rWLdata) des Anstiegs
der an die Wortleitungen der nicht ausgewählten Da-
tenspeicherzellen angelegten Spannung.

8. Einrichtung nach einem der Ansprüche 1 bis 7, wei-
ter umfassend:

eine zweite Dummy-Speicherzelle (715, 735,
755, 775), die an die erste Dummy-Speicherzel-
le angrenzt;
wobei in der Programmphase ein Spitzenpegel
(Vdd1), auf den die an die Wortleitung der zwei-
ten Dummy-Speicherzelle angelegte Spannung
ansteigt, höher ist als ein Spitzenpegel (VddO),
auf den die an die Wortleitung der ersten Dum-
my-Speicherzelle angelegte Spannung an-
steigt.

9. Einrichtung nach einem der Ansprüche 1 bis 8, wei-
ter umfassend: eine zweite Dummy-Speicherzelle
(715, 735, 755, 775), die an die erste Dummy-Spei-
cherzelle angrenzt;
wobei in der Programmphase eine Verzögerung (td-
dO, tdd1) zwischen einem Beginn des Anstiegs der
an die Wortleitung der ersten Dummy-Speicherzelle
angelegten Spannung nach dem Beginn des An-
stiegs der an die Wortleitung der zweiten Dummy-
Speicherzelle angelegten Spannung größer ist,
wenn die ausgewählte Datenspeicherzelle weiter
von dem Drain-Ende der NAND-Zeichenfolge ent-
fernt ist.

10. Einrichtung nach einem der Ansprüche 1 bis 9, wei-
ter umfassend:

eine zweite Dummy-Speicherzelle (715, 735,
755, 775), die an die erste Dummy-Speicherzel-
le angrenzt;
wobei in der Vorladephase ein Spitzenpegel
(Vdd1), auf den die an die Wortleitung der zwei-
ten Dummy-Speicherzelle angelegte Spannung
ansteigt, höher ist als ein Spitzenpegel (VddO),
auf den die an die Wortleitung der ersten Dum-
my-Speicherzelle angelegte Spannung an-

steigt.

11. Einrichtung nach einem der Ansprüche 1 bis 10, wo-
bei:
die Steuerschaltung so konfiguriert ist, dass sie die
an die Wortleitung der ersten Dummy-Speicherzelle
angelegte Spannung während der Vorladephase auf
einem ersten positiven Spitzenpegel (Vpeak) bereit-
stellt und dann die an die Wortleitung der ersten
Dummy-Speicherzelle angelegte Spannung vor
dem Anstieg der an die Wortleitung der ersten Dum-
my-Speicherzelle angelegten Spannung in der Pro-
grammphase von dem ersten positiven Spitzenpe-
gel auf einen Minimalpegel (Vmin) absenkt.

12. Einrichtung nach Anspruch 11, weiter umfassend:

eine zweite Dummy-Speicherzelle (715, 735,
755, 775), die an die erste Dummy-Speicherzel-
le angrenzt;
wobei die Steuerschaltung so konfiguriert ist,
dass sie eine an die Wortleitung der zweiten
Dummy-Speicherzelle angelegte Spannung auf
einem zweiten positiven Spitzenpegel (Vdd1)
während der Vorladephase und der Programm-
phase bereitstellt, ohne die an die Wortleitung
der zweiten Dummy-Speicherzelle angelegte
Spannung abzusenken, wenn die an die Wort-
leitung der ersten Dummy-Speicherzelle ange-
legte Spannung von dem ersten positiven Spit-
zenpegel auf den Minimalpegel abgesenkt wird,
und
der zweite positive Spitzenpegel größer ist als
der erste positive Spitzenpegel.

Revendications

1. Appareil, comprenant :

une chaîne NON-ET (NS1, NS2, 700n-703n,
710n-713n, 720n-723n, 730n-733n) compre-
nant un transistor à grille de sélection d’extré-
mité de drain (717, 737, 757, 777) au niveau
d’une extrémité de drain (615) de la chaîne
NON-ET, une cellule de mémoire de données
sélectionnée (704, 724, 744, 764), des cellules
de mémoire de données non sélectionnées
(705-714, 725-734, 745-754, 765-774), et une
première cellule de mémoire factice (716, 736,
756, 776) adjacente au transistor à grille de sé-
lection d’extrémité de drain, dans lequel chaque
cellule de mémoire est connectée à une ligne
de mots respective ;
une ligne de bits connectée (BL0-BL3) à l’extré-
mité de drain ; et
un circuit de commande (110, 122, 132) confi-
guré pour, dans une boucle de programme pour
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la cellule de mémoire de données sélectionnée :

effectuer une phase de précharge (1590)
dans laquelle la ligne de bits présente une
tension positive et le transistor à grille de
sélection d’extrémité de drain est dans un
état conducteur ;
l’appareil caractérisé par le circuit de com-
mande étant configuré pour :
après la phase de précharge, effectuer une
phase de programme (1591) dans laquelle,
avant qu’une impulsion de programme
(1500d) soit appliquée à la ligne de mots de
la cellule de mémoire de données sélection-
née, un début d’une augmentation d’une
tension (1560c, 1560d, 1570c, 1570g) ap-
pliquée à la ligne de mots de la première
cellule de mémoire factice intervient après
un début d’une augmentation d’une tension
(1500b) appliquée aux lignes de mots des
cellules de mémoire de données non sélec-
tionnées lorsqu’une position de la cellule de
mémoire de données sélectionnée dans la
chaîne NON-ET fait partie d’un sous-en-
semble (890) de cellules de mémoire adja-
centes à une extrémité de source (613) de
la chaîne NON-ET.

2. Appareil selon la revendication 1, dans lequel :
le début de l’augmentation de la tension (1520b,
1530b, 1540c) appliquée à la ligne de mots de la
première cellule de mémoire factice coïncide avec
le début de l’augmentation de la tension appliquée
aux lignes de mots des cellules mémoire de données
non sélectionnées lorsque la position de la cellule
de mémoire de données sélectionnée dans la chaîne
NON-ET se trouve parmi un sous-ensemble (891)
de cellules de mémoire adjacentes à l’extrémité de
drain de la chaîne NON-ET.

3. Appareil selon la revendication 1 ou 2, dans lequel :
une vitesse (rddO) de l’augmentation de la tension
appliquée à la ligne de mots de la première cellule
de mémoire factice est inférieure à une vitesse (rWL-
data) de l’augmentation de la tension appliquée aux
lignes de mots des cellules de mémoire de données
non sélectionnées.

4. Appareil selon l’une quelconque des revendications
1 à 3, dans lequel :
un retard (tddO, tdd1) entre le début de l’augmenta-
tion de la tension appliquée à la ligne de mots de la
première cellule de mémoire factice et le début de
l’augmentation de la tension appliquée aux lignes de
mots des cellules mémoire de données non sélec-
tionnées est plus grand lorsque la cellule de mémoire
de données sélectionnée est plus éloignée de l’ex-
trémité de drain de la chaîne NON-ET.

5. Appareil selon l’une quelconque des revendications
1 à 4, comprenant en outre :

une seconde cellule de mémoire factice (715,
735, 755, 775) adjacente à la première cellule
de mémoire factice ;
dans lequel le circuit de commande est configu-
ré pour, dans la phase de programme, débuter
une augmentation d’une tension (1560c) appli-
quée à la ligne de mots de la seconde cellule de
mémoire factice avant le début de l’augmenta-
tion de la tension appliquée à la ligne de mots
de la première cellule de mémoire factice, et
après le début de l’augmentation de la tension
appliquée aux lignes de mots des cellules de
mémoire de données non sélectionnées.

6. Appareil selon l’une quelconque des revendications
1 à 5, comprenant en outre :

une seconde cellule de mémoire factice (715,
735, 755, 775) adjacente à la première cellule
de mémoire factice ;
dans lequel le circuit de commande est configu-
ré pour, dans la phase de programme, fournir
une vitesse (rddO) de l’augmentation pour la
tension appliquée à la ligne de mots de la pre-
mière cellule de mémoire factice qui est inférieu-
re à une vitesse (rdd1) d’une augmentation de
la tension appliquée à la ligne de mots de la
seconde cellule de mémoire factice.

7. Appareil selon la revendication 6, dans lequel :
la vitesse de l’augmentation de la tension appliquée
à la ligne de mots de la première cellule de mémoire
factice est inférieure à une vitesse (rWLdata) de
l’augmentation de la tension appliquée aux lignes de
mots des cellules de mémoire de données non sé-
lectionnées.

8. Appareil selon l’une quelconque des revendications
1 à 7, comprenant en outre :

une seconde cellule de mémoire factice (715,
735, 755, 775) adjacente à la première cellule
de mémoire factice ;
dans lequel, dans la phase de programme, un
niveau de crête (Vdd1) auquel la tension appli-
quée à la ligne de mots de la seconde cellule de
mémoire factice est augmentée est supérieur à
un niveau de crête (VddO) auquel la tension ap-
pliquée à la ligne de mots de la première cellule
de mémoire factice est augmentée.

9. Appareil selon l’une quelconque des revendications
1 à 8, comprenant en outre : une seconde cellule de
mémoire factice (715, 735, 755, 775) adjacente à la
première cellule de mémoire factice ;
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dans lequel, dans la phase de programme, un retard
(tddO, tdd1) entre un début de l’augmentation de la
tension appliquée à la ligne de mots de la première
cellule de mémoire factice après le début de l’aug-
mentation de la tension appliquée à la ligne de mots
de la seconde cellule de mémoire factice est plus
grand lorsque la cellule de mémoire de données sé-
lectionnée est plus éloignée de l’extrémité drain de
la chaîne NON-ET.

10. Appareil selon l’une quelconque des revendications
1 à 9, comprenant en outre :

une seconde cellule de mémoire factice (715,
735, 755, 775) adjacente à la première cellule
de mémoire factice ;
dans lequel, dans la phase de précharge, un
niveau de crête (Vdd1) auquel la tension appli-
quée à la ligne de mots de la seconde cellule de
mémoire factice est augmentée est supérieur à
un niveau de crête (VddO) auquel la tension ap-
pliquée à la ligne de mots de la première cellule
de mémoire factice est augmentée.

11. Appareil selon l’une quelconque des revendications
1 à 10, dans lequel :
le circuit de commande est configuré pour fournir la
tension appliquée à la ligne de mots de la première
cellule de mémoire factice à un premier niveau de
crête positif (Vpeak) pendant la phase de précharge,
puis pour abaisser la tension appliquée à la ligne de
mots de la première cellule de mémoire depuis le
premier niveau de crête positif jusqu’à un niveau mi-
nimal (Vmin) avant l’augmentation de la tension ap-
pliquée à la ligne de mots de la première cellule de
mémoire factice dans la phase de programme.

12. Appareil selon la revendication 11, comprenant en
outre :

une seconde cellule de mémoire factice (715,
735, 755, 775) adjacente à la première cellule
de mémoire factice ;
dans lequel le circuit de commande est configu-
ré pour fournir une tension appliquée à la ligne
de mots de la seconde cellule de mémoire fac-
tice à un second niveau de crête positif (Vdd1)
pendant la phase de précharge et la phase de
programme sans abaisser la tension appliquée
à la ligne de mots de la seconde cellule de mé-
moire factice lorsque la tension appliquée à la
ligne de mots de la première cellule de mémoire
factice est abaissée du premier niveau de crête
positif au niveau minimal, et
le second niveau de crête positif est supérieur
au premier niveau de crête positif.
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