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(54) ADAPTIVE AUDIO CONTROL DEVICE AND METHOD BASED ON SCENARIO IDENTIFICATION

(57) The present application discloses an adaptive
audio control method and a system based on scenario
identification. The method comprises: acquiring acceler-
ation data of a user, and analyzing a use scenario of the
user according to the acceleration data; acquiring an am-
bient sound signal of the surrounding environment of the
user, calculating a sound level intensity of the ambient
sound signal, and analyzing an energy and a spectral
distribution of the ambient sound signal; and controlling,
according to the use scenario, the sound level intensity

ofthe ambient sound signal, and the energy and the spec-
tral distribution of the ambient sound signal, an audio
signal volume, and an active noise cancellation level, and
regulation of the ambient sound signal of an audio play-
back device. The method further enables acquisition of
geographic location data of the user and uses the same,
as well as acceleration data, for analysis of the use sce-
nario of the user. By adoption of the above solution more
flexible and convenient audio playback control can be
realized.
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Description
TECHNICAL FIELD

[0001] The application relates to an electroacoustic
transformation technology, and in particular to an adap-
tive audio control device and method based on scenario
identification.

BACKGROUND

[0002] In the conventional art, a user sometimes uses
an audio playback device in a noise environment. In order
to solve the noise problem, an audio playback device
with a function of passive noise cancellation/active noise
cancellation appears, for example, a noise-canceling
headphone, so as to eliminate the effect of noises on the
user. The inventor finds that eliminating only the noise
cannot satisfy the user’s requirements for playback ef-
fects; the user hopes that the audio playback device is
more intelligent, and can automatically regulate the play-
back effects to adapt to the current playback environ-
ment.

[0003] In the acoustic field, in order to reflect the sub-
jective auditory feeling of human ears to external noise
loudness well, the equivalent continuous A sound level
is usually used to evaluate environmental noises. When
the environmental noise is less than 50dBA, people think
that the environment is relatively quiet; when the noise
is greater than 80dBA, people feel the environment is
noisy; when the noise reaches 120dBA, people will find
itis unbearable. When people are in a noise environment
where the noise is greater than 90dBA, the possibility of
hearing impairment is significantly higher.

[0004] So,itis necessary to provide an adaptive audio
playback control solution.

SUMMARY

[0005] The disclosure aims to provide an adaptive au-
dio control method based on scenario identification, so
as to automatically regulate the playback effects accord-
ing to a usage scenario of a user.

[0006] According to the first aspect of the disclosure,
an adaptive audio control device based on scenario iden-
tification is provided, which includes: an ambient sound
acquisition microphone, an acceleration sensor, a loca-
tion module, a control module, an audio signal volume
adjustment module, an active noise cancellation module,
and an ambient sound adjustment module. Output ends
of the audio signal volume adjustment module, the active
noise cancellation module, and the ambient sound ad-
justment module are connected with a speaker respec-
tively.

[0007] The control module includes a memory and a
processor. The memory stores a computer program.
When executed by the processor, the computer program
implements the following steps:
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a usage scenario of a user is analyzed according to
acceleration data output by the acceleration sensor
and geographic location data output by the location
module;

a sound pressure level (SPL) of an ambient sound
signal acquired by the ambient sound acquisition mi-
crophone is calculated, and an energy distribution
and an spectral distribution of the ambient sound sig-
nal is analyzed;

the working of the audio signal volume adjustment
module, the active noise cancellation module, and
the ambient sound adjustment module is controlled
according to the usage scenario, the sound pressure
level of the ambient sound signal, and the energy
distribution and the spectral distribution of the ambi-
ent sound signal.

[0008] Inanimplementation mode, the ambient sound
adjustment module includes any one of a combination of
the following submodules: a wind noise suppression sub-
module, a voice enhancement submodule, a dynamic
range control submodule, and an EQ processing sub-
module.

[0009] In an implementation mode, the operation that
the usage scenario of the user is analyzed according to
the acceleration data output by the acceleration sensor
and the geographic location data output by the location
module includes that:

an environment type of the user are determined ac-
cording to the geographic location data;

a movement speed of the user is calculated accord-
ing to the geographic location data;

a cadence value of the user is calculated according
to the acceleration data; and

a motion mode of the user are determined according
to the movement speed and the cadence value.

[0010] In an implementation mode, the environment
types include an indoor environment and a road environ-
ment; the motion modes include any one of: a stationary
mode, a walking mode, or a transportation mode.
[0011] In an implementation mode, if the movement
speedislessthanafirstspeed threshold and the cadence
value is less than a first cadence value threshold, the
user is in the stationary mode;

if the movement speed is in a walking speed interval and
the cadence value is in a walking cadence value interval,
the user is in the walking mode;

if the movement speed is greater than a second speed
threshold, the user is in the transportation mode.
[0012] In an implementation mode, the device further
includes a bone conduction microphone or an infrared
proximity sensor. The usage scenario of the user also
includes a talking state of the user.

[0013] When executed by the processor, the computer
program implements the following steps:

itis determined, according to a signal output by the bone
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conduction microphone or the infrared proximity sensor,
whether the user is in the talking mode.

[0014] Inanimplementation mode, there are a plurality
of ambient sound acquisition microphones, including the
microphones for acquiring the ambient sound of a real-
time location of the user and the microphones for acquir-
ing the ambient sound heard at an ear of the user.
[0015] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, the operation that the working of the
audio signal volume adjustment module, the active noise
cancellation module, and the ambient sound adjustment
module is controlled according to the usage scenario,
the sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribution
of the ambient sound signal includes that:

the wind noise suppression submodule is controlled
to perform suppressive filtering to a wind noise signal
in the ambient sound signal;

it is monitored whether the ambient sound signal
contains a voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module is ftriggered to perform enhancement
processing on the voice signal in the ambient sound
signal;

the dynamic range control submodule is controlled
to perform dynamicrange adjustment on the ambient
sound signal according to the sound pressure level
of the ambient sound signal;

the EQ processing submodule is controlled to per-
form EQ compensation processing on the ambient
sound signal; working parameters of the audio signal
volume adjustment module are controlled according
to the sound pressure level of the ambient sound
signal reaching a speaker, so that the sound pres-
sure level of the audio signal reaching the speaker
and the sound pressure level of the ambient sound
signal reaching the speaker keep a preset propor-
tion.

[0016] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, that the dynamic range control sub-
module is controlled to perform the dynamic range ad-
justment on the ambient sound signal according to the
sound pressure level of the ambient sound signal in-
cludes that:

when the sound pressure level of the ambient sound
signal is greater than 40dBA and less than or equal
to 50dBA, amplification processing is performed to
the ambient sound signal; and

when the sound pressure level of the ambient sound
signal is greater than 60dBA, attenuation processing
is performed to the ambient sound signal.

[0017] Inanimplementation mode, performing the EQ
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compensation processing on the ambient sound signal
includes performing the EQ compensation processing on
avoice signal band and a honk signal band in the ambient
sound signal.

[0018] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, the operation that the working of the
audio signal volume adjustment module, the active noise
cancellation module, and the ambient sound adjustment
module is controlled according to the usage scenario,
the sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribution
of the ambient sound signal further includes that:

it is determined, according to the sound pressure level
of the ambient sound signal, whether to enable the active
noise cancellation module, and if the active noise can-
cellation module is enabled, a noise cancellation level of
the active noise cancellation module is adjusted accord-
ing to the sound pressure level of the ambient sound
signal.

[0019] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the transportation mode, the operation that the working
of the audio signal volume adjustment module, the active
noise cancellation module, and the ambient sound ad-
justmentmodule is controlled according to the usage sce-
nario, the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral distribu-
tion of the ambient sound signal further includes that:

it is monitored whether the ambient sound signal
contains the voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module is triggered to perform enhancement
processing on the voice signal in the ambient sound
signal, and the EQ processing submodule is trig-
gered to perform EQ compensation processing on
the voice signal in the ambient sound signal;

the active noise cancellation module is controlled to
perform active noise cancellation processing ac-
cording to a highest noise cancellation level; or, it is
determined, according to the sound pressure level
of the ambient sound signal, whether to enable the
active noise cancellation module, and if the active
noise cancellation module is enabled, the noise can-
cellation level of the active noise cancellation module
is adjusted according to the sound pressure level of
the ambient sound signal; and

the working parameters of the audio signal volume
adjustment module are controlled according to the
sound pressure level of the ambient sound signal
reaching the speaker, so that the sound pressure
level of the audio signal reaching the speaker and
the sound pressure level of the ambient sound signal
reaching the speaker keep the preset proportion.

[0020] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
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the transportation mode, the operation that the working
of the audio signal volume adjustment module, the active
noise cancellation module, and the ambient sound ad-
justment module is controlled according to the usage sce-
nario, the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral distribu-
tion of the ambient sound signal further includes that:

the wind noise suppression submodule is controlled
to be disabled; and/or

it is monitored whether the sound pressure level of
the ambient sound signal is greater than a preset
upper limit of the sound pressure level or less than
a preset lower limit of the sound pressure level; if the
sound pressure level of the ambient sound signal is
greater than the preset upper limit of the sound pres-
sure level, the dynamic range control submodule is
triggered to perform attenuation processing on the
ambient sound signal; and ifthe sound pressure level
of the ambient sound signal is less than the preset
lower limit of the sound pressure level, the dynamic
range control submodule is triggered to perform am-
plification processing on the ambient sound signal.

[0021] In an implementation mode, if the usage sce-
nario is that the user is in the indoor environment and in
the stationary mode and the talking mode, the operation
that the working of the audio signal volume adjustment
module, the active noise cancellation module, and the
ambient sound adjustment module is controlled accord-
ing to the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distribution and
the spectral distribution of the ambient sound signal fur-
ther includes that:

the voice enhancement submodule is controlled to
perform the enhancement processing on the voice
signal in the ambient sound signal;

the EQ processing submodule is controlled to per-
form the EQ compensation processing on the voice
signal band in the ambient sound signal;

the active noise cancellation module is controlled to
be disabled or perform the active noise cancellation
processing on the ambient sound signal; and

the audio signal volume adjustment module is con-
trolled to turn down the volume or stop playing the
audio signal.

[0022] In an implementation mode, if the usage sce-
nario is that the user is in the indoor environment and in
the stationary mode and the talking mode, the operation
that the working of the audio signal volume adjustment
module, the active noise cancellation module, and the
ambient sound adjustment module is controlled accord-
ing to the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distribution and
the spectral distribution of the ambient sound signal fur-
ther includes that:
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the wind noise suppression submodule and the dynamic
range control submodule are controlled to be disabled.

[0023] In an implementation mode, the device is a
headphone.
[0024] According to the second aspect of the disclo-

sure, an adaptive audio control method based on sce-
nario identification is provided, which includes the follow-
ing steps:

the acceleration data and the geographic location
data of the user is acquired, and the usage scenario
of the user is analyzed according to the acceleration
data and the geographic location data;

the ambient sound signal of surrounding environ-
ment of the user is acquired, the sound pressure
level of the ambient sound signal is calculated, and
the energy distribution and the spectral distribution
of the ambient sound signal is analyzed; and

the working of the audio signal volume adjustment
module, the active noise cancellation module, and
the ambient sound adjustment module of the audio
playback device is controlled according to the usage
scenario, the sound pressure level of the ambient
sound signal, and the energy distribution and the
spectral distribution of the ambient sound signal.

[0025] Inanimplementation mode, the ambient sound
adjustment module includes any one of a combination of
the following submodules: the wind noise suppression
submodule, the voice enhancement submodule, the dy-
namic range control submodule, and the EQ processing
submodule.

[0026] In an implementation mode, the operation that
the usage scenario of the user is analyzed according to
the acceleration data and the geographic location data
includes that:

the environment type of the user are determined ac-
cording to the geographic location data;

the movement speed of the user is calculated ac-
cording to the geographic location data;

the cadence value of the user s calculated according
to the acceleration data; and

the motion mode of the user are determined accord-
ing to the movement speed and the cadence value.

[0027] In an implementation mode, the environment
types include the indoor environment and the road envi-
ronment; the motion modes include any one of the fol-
lowings: the stationary mode, the walking mode, and the
transportation mode.

[0028] In an implementation mode, if the movement
speed is less than the first speed threshold and the ca-
dence valueis less than the first cadence value threshold,
the user is in the stationary mode;

if the movement speed is in the walking speed interval
and the cadence value is in the walking cadence value
interval, the user is in the walking mode;
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if the movement speed is greater than the second speed
threshold, the user is in the transportation mode.
[0029] Inanimplementation mode, the audio playback
device further includes the bone conduction microphone
or the infrared proximity sensor. The usage scenario of
the user also includes the talking state of the user. The
method further includes the following step:

it is determined, according to the signal output by the
bone conduction microphone or the infrared proximity
sensor, whether the user is in the talking mode.

[0030] In an implementation mode, that the ambient
sound signal of surrounding environment of the user is
acquired includes that: the ambient sound signal of the
real-time location of the user is acquired, and the ambient
sound signal heard at an ear of the user is acquired.
[0031] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, the operation that the working of the
audio signal volume adjustment module, the active noise
cancellation module, and the ambient sound adjustment
module is controlled according to the usage scenario,
the sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribution
of the ambient sound signal further includes that:

the wind noise suppression submodule is controlled
to perform the suppressive filtering to the wind noise
signal in the ambient sound signal;

it is monitored whether the ambient sound signal
contains a voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module is triggered to perform the enhancement
processing on the voice signal in the ambient sound
signal;

the dynamic range control submodule is controlled
to perform the dynamic range adjustment on the am-
bient sound signal according to the sound pressure
level of the ambient sound signal;

the EQ processing submodule is controlled to per-
form EQ compensation processing on the ambient
sound signal; the working parameters of the audio
signal volume adjustment module are controlled ac-
cording to the sound pressure level of the ambient
sound signal reaching the speaker of the audio play-
back device, so that the sound pressure level of the
audio signal reaching the speaker and the sound
pressure level of the ambient sound signal reaching
the speaker keep the preset proportion.

[0032] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, that the dynamic range control sub-
module is controlled to perform the dynamic range ad-
justment on the ambient sound signal according to the
sound pressure level of the ambient sound signal in-
cludes that:

when the sound pressure level of the ambient sound
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signal is greater than 40dBA and less than or equal
to 50dBA, the amplification processing is performed
to the ambient sound signal;

when the sound pressure level of the ambient sound
signal is greater than 60dBA, the attenuation
processing is performed to the ambient sound signal.

[0033] In animplementation mode, performing the EQ
compensation processing on the ambient sound signal
includes performing the EQ compensation processing on
the voice signal band and the honk signal band in the
ambient sound signal.

[0034] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the walking mode, the operation that the working of the
audio signal volume adjustment module, the active noise
cancellation module, and the ambient sound adjustment
module is controlled according to the usage scenario,
the sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribution
of the ambient sound signal further includes that:

it is determined, according to the sound pressure level
of the ambient sound signal, whether to enable the active
noise cancellation module, and if the active noise can-
cellation module is enabled, the noise cancellation level
of the active noise cancellation module is adjusted ac-
cording to the sound pressure level of the ambient sound
signal.

[0035] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the transportation mode, the operation that the working
of the audio signal volume adjustment module, the active
noise cancellation module, and the ambient sound ad-
justmentmodule is controlled according to the usage sce-
nario, the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral distribu-
tion of the ambient sound signal further includes that:

it is monitored whether the ambient sound signal
contains the voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module is triggered to perform enhancement
processing on the voice signal in the ambient sound
signal, and the EQ processing submodule is trig-
gered to perform EQ compensation processing on
the voice signal in the ambient sound signal;

the active noise cancellation module is controlled to
perform active noise cancellation processing ac-
cording to a highest noise cancellation level; or, it is
determined, according to the sound pressure level
of the ambient sound signal, whether to enable the
active noise cancellation module, and if the active
noise cancellation module is enabled, the noise can-
cellation level of the active noise cancellation module
is adjusted according to the sound pressure level of
the ambient sound signal;

the working parameters of the audio signal volume
adjustment module are controlled according to the
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sound pressure level of the ambient sound signal
reaching the speaker of the audio playback device,
so that the sound pressure level of the audio signal
reaching the speaker and the sound pressure level
of the ambient sound signal reaching the speaker
keep the preset proportion.

[0036] In an implementation mode, if the usage sce-
nario is that the user is in the road environment and in
the transportation mode, the operation that the working
of the audio signal volume adjustment module, the active
noise cancellation module, and the ambient sound ad-
justment module is controlled according to the usage sce-
nario, the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral distribu-
tion of the ambient sound signal further includes that:

the wind noise suppression submodule is controlled
to be disabled; and/or

it is monitored whether the sound pressure level of
the ambient sound signal is greater than the preset
upper limit of the sound pressure level or less than
the preset lower limit of the sound pressure level; if
the sound pressure level of the ambient sound signal
is greater than the preset upper limit of the sound
pressure level, the dynamic range control submod-
ule is triggered to perform the attenuation processing
on the ambient sound signal; and if the sound pres-
sure level of the ambient sound signal is less than
the preset lower limit of the sound pressure level,
the dynamic range control submodule is triggered to
perform the amplification processing on the ambient
sound signal.

[0037] In an implementation mode, if the usage sce-
nario is that the user is in the indoor environment and in
the stationary mode and the talking mode, the operation
that the working of the audio signal volume adjustment
module, the active noise cancellation module, and the
ambient sound adjustment module is controlled accord-
ing to the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distribution and
the spectral distribution of the ambient sound signal fur-
ther includes that:

the voice enhancement submodule is controlled to
perform the enhancement processing on the voice
signal in the ambient sound signal;

the EQ processing submodule is controlled to per-
form the EQ compensation processing on the voice
signal band in the ambient sound signal;

the active noise cancellation module is controlled to
be disabled or perform the active noise cancellation
processing on the ambient sound signal;

the audio signal volume adjustment module is con-
trolled to turn down the volume or stop playing the
audio signal.
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[0038] In an implementation mode, if the usage sce-
nario is that the user is in the indoor environment and in
the stationary mode and the talking mode, the operation
that the working of the audio signal volume adjustment
module, the active noise cancellation module, and the
ambient sound adjustment module is controlled accord-
ing to the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distribution and
the spectral distribution of the ambient sound signal fur-
ther includes that:

the wind noise suppression submodule and the dynamic
range control submodule are controlled to be disabled.

[0039] Inanimplementation mode, the audio playback
device is a headphone.

[0040] According to the third aspect of the disclosure,
a method for controlling an audio playback device is pre-
sented, which includes the following steps: the acceler-
ation data of the user is acquired, and the usage scenario
ofthe useris analyzed according to the acceleration data;
the ambient sound signal of surrounding environment of
the user is acquired, the sound pressure level of the am-
bient sound signal is calculated, and the energy distribu-
tion and the spectral distribution of the ambient sound
signal is analyzed; and the audio signal volume, the ac-
tive noise cancellation level, and the adjustment of the
ambient sound signal of the audio playback device are
controlled according to the usage scenario, the sound
pressure level of the ambient sound signal, and the en-
ergy distribution and the spectral distribution of the am-
bient sound signal.

[0041] Inanimplementation mode, the method further
includes the following steps: the geographiclocation data
of the user is acquired; and the usage scenario of the
user is analyzed according to the acceleration data and
the geographic location data.

[0042] According to the fourth aspect of the disclosure,
a system for controlling an audio playback device is pre-
sented, which includes: one or more processors; and a
memory which is coupled to at least one of the one or
more processors. There are computer program instruc-
tions stored in the memory. When the computer program
instructions are executed by the at least one processor,
the system performs the method for controlling an audio
playback device. The method includes the following op-
eration: the acceleration data of the user is acquired, and
the usage scenario of the user is analyzed according to
the acceleration data; the ambient sound signal of sur-
rounding environment of the user is acquired, the sound
pressure level of the ambient sound signal is calculated,
and the energy distribution and the spectral distribution
of the ambient sound signal is analyzed; and the audio
signal volume, the active noise cancellation level, and
the adjustment of the ambient sound signal of the audio
playback device are controlled according to the usage
scenario, the sound pressure level of the ambient sound
signal, and the energy distribution and the spectral dis-
tribution of the ambient sound signal.

[0043] According to the fifth aspect of the disclosure,
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a computer program product is presented. When execut-
ed by the processor, the computer program product may
realize the method for controlling an audio playback de-
vice described in the third aspect of the disclosure.
[0044] The adaptive audio control device and method
based on scenario identification provided by the disclo-
sure may analyze the usage scenario of the use, and
automatically regulate the playback effects according to
the usage scenario.

[0045] To make the abovementioned purposes, fea-
tures and advantages of the disclosure clearer and easier
to understand, preferred embodiments will be described
below in combination with the drawings in detail. The
detailed description is as follows.

BRIEF DESCRIPTION OF DRAWINGS

[0046] In order to describe the technical solutions in
the embodiments of the disclosure more clearly, the
drawings required to be used in descriptions about the
embodiments will be simply introduced below. It is to be
noted that the drawings in the following descriptions are
only some embodiments of the disclosure, and shall not
be understood as limits to a scope of the disclosure.
Those of ordinary skill in the art may further obtain other
drawings according to these drawings without creative
work.

FIG. 1 illustrates a block diagram of an adaptive au-
dio control device based on scenario identification
provided by an embodiment of the disclosure.

FIG. 2illustrates a block diagram of an adaptive au-
dio control device based on scenario identification
provided by another embodiment of the disclosure.
FIG. 3illustrates a block diagram of an adaptive au-
dio control device based on scenario identification
provided by yet another embodiment of the disclo-
sure.

FIG. 4 illustrates a flowchart of an adaptive audio
control method based on scenario identification pro-
vided by an embodiment of the disclosure.

DETAILED DESCRIPTION

[0047] Differentexemplary embodiments of the disclo-
sure will be described below in combination with the
drawings in detail. It is to be noted that unless otherwise
specified, relative placements, numerical expressions
and numerical values of the parts and the steps described
in the embodiments do not form any limit to the scope of
the disclosure.

[0048] The following description of the at least one ex-
emplary embodiment is merely illustrative, and shall in
no way form any limits to this disclosure and its disclosure
or use.

[0049] Techniques, methods and apparatus known to
those of ordinary skill in the conventional art may not be
discussed in detail, but under appropriate circumstances,
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the techniques, methods and apparatus should be con-
sidered as part of the description.

[0050] In all of the examples shown and discussed
herein, any specific values are to be construed as illus-
trative only and not as a limitation. Thus, other examples
of the exemplary embodiments may have different val-
ues.

[0051] It should be noted that similar reference numer-
als and letters indicate similar items in the following fig-
ures. Therefore, once an item is defined in one figure, it
is not required to be further discussed in the subsequent
figures.

[0052] The disclosure presents an adaptive audio con-
trol device based on scenario identification. The device
may be a headphone, a loudspeaker box, or other elec-
tronic devices capable of playing an audio signal. The
device may carry out wired communication or wireless
communication with terminal devices like a cell phone
and a computer, so as to play the audio signal of the
terminal devices. The device may also store the audio
signal, for example music, and the device may play the
audio signal stored in it. The device may also be set in
the terminal device, as a part of the terminal device.
[0053] Referring to FIG. 1, the adaptive audio control
device based on scenario identification provided by the
first embodiment of the disclosure includes: an ambient
sound acquisition microphone 13, an acceleration sensor
11, a location module 12, a control module 21, an audio
signal volume adjustment module 22, an active noise
cancellation module 23, and an ambient sound adjust-
ment module 24.

[0054] The acceleration sensor 11 is configured to ac-
quire acceleration data of a user, and output the accel-
eration data to the control module 21.

[0055] The location module 12 is configured to acquire
geographic location data of the user, and output the ge-
ographic location data to the control module 21.

[0056] After the audio signal volume adjustment mod-
ule 22 adjusts the volume of the audio signal, the audio
signal is input in a speaker 30 for playback.

[0057] The ambient sound acquisition microphone 13
is configured to pick up an ambient sound signal, and
feed the picked-up ambient sound signal to the control
module 21, the active noise cancellation module 23 and
the ambient sound adjustment module 24 respectively.
Output ends of the active noise cancellation module 23
and the ambient sound adjustment module 24 are con-
nected with the speaker 30 respectively.

[0058] The control module 21 is connected with the
audio signal volume adjustment module 22, the active
noise cancellation module 23 and the ambient sound ad-
justment module 21 respectively, so as to control their
working; for example, the control module 21 enables/dis-
ables a certain module or submodule, or adjusts param-
eters of a certain module or submodule.

[0059] The active noise cancellation module 23 is con-
figured to generate a corresponding noise cancellation
signal aiming at the ambient sound signal, and output
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the noise cancellation signal to the speaker 30. The noise
cancellation signal and the ambient sound signal cancel
each other in the ear canal of the user, so as to reduce
the impact of the ambient sound on the user listening to
the audio signal. The active noise cancellation module
24 may have a feedback noise cancellation manner, a
feed-forward noise cancellation manner, and a noise
cancellation manner of feed-forward combined with feed-
back. In a specific example, the active noise cancellation
module 23 is enabled only when the sound pressure level
of the ambient sound reaches 60dBA. The active noise
cancellation module 23 may be set with various noise
cancellation levels; for example, when the sound level
intensities of the ambient sound reach 60dBA, 70dBA,
80dBA and 90dBA respectively, each of them corre-
sponds to a noise cancellation level. The stronger the
sound pressure level of the ambient sound, the higher
the noise cancellation level.

[0060] The ambient sound adjustment module 24 is
configured to adjust the ambient sound signal, and output
the adjusted ambient sound signal to the speaker 30.
The ambient sound adjustment module 24 includes the
following submodules: a wind noise suppression sub-
module 241, a voice enhancement submodule 242, a
dynamic range control submodule 243, and an EQ
processing submodule 244.

[0061] The wind noise suppression submodule 241 is
mainly configured to filter the wind noise in the ambient
sound signal. The wind noises mainly concentrate in very
low frequency bands. Once the big wind noises are de-
tected, different filters may be set to deal with, so as to
reduce the impact of the wind noise on the user listening
to the audio signal. In a specific example, when the user
is in an outdoor environment, it can be determined, ac-
cording to an energy distribution and an spectral distri-
bution of the wind noises, whether it is needed to enable
the wind noise suppression submodule 241. When the
user isin anindoor environment, the wind noise suppres-
sion submodule 241 may be disabled.

[0062] The voice enhancement submodule 242 is
mainly configured to enhance the voice part in the am-
bient sound signal, suppress and reduce a noise inter-
ference, and improve a signal-to-noise ratio of the voice
part, so that the user can hear the outside voice more
clearly. In a specific example, when the useris in a talking
state, the voice enhancement submodule 241 is enabled.
In a specific example, when the user is in a state of being
necessary to hear an outside prompt voice, the voice
enhancement submodule 241 is enabled. The voice en-
hancement submodule 242 may perform enhancement
processing to a voice signal in the ambient sound signal
and perform suppression processing to an ambient
noise, thereby realizing a voice enhancement function.
[0063] The dynamic range control submodule 243 is
mainly configured to perform dynamic range adjustment
on the ambient sound signal; for example, it is possible
to first compress some impulse sounds and then feed
them to the headphone, so as to avoid a very big distortion
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at the headphone. In a specific example, the dynamic
range control submodule 243 is always in an enabled
state in all circumstances, so as to prevent a burst sound
from startling and damaging the user. In another specific
example, when the user is in the outdoor environment,
the dynamic range control submodule 243 must be en-
abled; when the user is in the indoor environment, be-
cause there are arelatively few burst sounds in the indoor
environment, the dynamic range control submodule 243
may be disabled.

[0064] The EQ processing submodule 244 is mainly
configured to enhance and attenuate the ambient sound
aiming at different frequency bands, so as to optimize
listening feeling of the ambient sound. In a specific ex-
ample, ifitis needed to hear parts of the ambient sounds,
the EQ processing submodule 244 will be enabled, so
as to perform compensation enhancementto the ambient
sounds on a part of the frequency bands.

[0065] FIG. 2 illustrates an adaptive audio control de-
vice based on scenario identification provided by another
embodiment of the disclosure. The embodiment of FIG.
2 has all the structures and functions provided by the
embodiment of FIG. 1. The main difference is that the
device in the embodiment of FIG. 2 further includes a
bone conduction microphone 14. The output end of the
bone conduction microphone 14 is connected with the
control module 21.

[0066] FIG. 3 illustrates an adaptive audio control de-
vice based on scenario identification provided by yet an-
other embodiment of the disclosure. The embodiment of
FIG. 3 has all the structures and functions provided by
the embodiment of FIG. 1. The main difference is that
the device in the embodiment of FIG. 3 further includes
an infrared proximity sensor 15 towards the front of the
user. The output end of the infrared proximity sensor 15
is connected with the control module 21.

[0067] In the embodiments of FIG. 1, FIG. 2 and FIG.
3, the ambient sound adjustment module 24 includes the
following submodules: the wind noise suppression sub-
module 241, the voice enhancement submodule 242, the
dynamic range control submodule 243, and the EQ
processing submodule 244. In other embodiment, the
ambient sound adjustment module 24 may also include
any one or a combination of the above submodules, or
includes other submodules.

[0068] In an embodiment, the device may also be
equipped with a passive noise cancellation structure
made of a sound insulating material. The passive noise
cancellation is physical noise cancellation, insulating the
outside noises into the ear canal by means of a shell or
an earmuff. This passive noise cancellation method has
arelatively good effect on the noises above medium-high
frequencies 1kHz.

[0069] In an embodiment, the device may also be
equipped with a manual volume adjustment device, a
manual noise cancellation mode switch device, a manual
ambient sound adjustment device, and other structures,
so as to provide more selection modes for the user.
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[0070] Inthe embodiments of FIG. 1, FIG. 2 and FIG.
3, there can be one or more ambient sound acquisition
microphones 13. For example, the left and right head-
phones are respectively equipped with the ambient
sound acquisition microphones. For example, only the
left headphone is equipped with the ambient sound ac-
quisition microphone. For example, only the right head-
phone is equipped with the ambient sound acquisition
microphone. For example, a microphone is set on the
headphone shell and configured to acquire the sound of
surrounding environment of the user. For example, a mi-
crophone is set in the headphone and configured to ac-
quire the ambient sound heard at an ear of the user. In
an embodiment, there are a plurality of ambient sound
acquisition microphones 13, including the microphones
for acquiring the ambient sound of a real-time location of
the user and the microphones for acquiring the ambient
sound heard at an ear of the user.

[0071] In the adaptive audio control device based on
scenario identification provided by the embodiment of
the disclosure, the control module 21 includes a memory
and a processor. The memory stores a computer pro-
gram. When executed by the processor, the computer
program implements the following steps.

[0072] AtS101, ausage scenario of a useris analyzed.
[0073] According to some embodiments of the disclo-
sure, the usage scenario of the user may be analyzed
according to acceleration data output by an acceleration
sensor.

[0074] According to another embodiments of the dis-
closure, at this step, geographic location data acquired
by the location module 12 may also be acquired, and the
usage scenario of the user is analyzed by means of the
acceleration data and the geographic location data of the
user.

[0075] At S102, a sound pressure level of an ambient
sound signal acquired by the ambient sound acquisition
microphone 13 is calculated, and an energy distribution
and an spectral distribution of the ambient sound signal
is analyzed. Components of the ambient sound may be
obtained by analyzing the energy distribution and the
spectral distribution of the ambient sound signal, for ex-
ample, whether the ambient sound contains a voice com-
ponent, a warning sound component like an alarm honk,
a wind noise component, and so on, and the energy of
these components.

[0076] AtS103, the working of the audio signal volume
adjustment module 22, the active noise cancellation
module 23, and the ambient sound adjustment module
24 is controlled according to the usage scenario, the
sound pressure level of the ambient sound signal, and
the energy distribution and the spectral distribution of the
ambient sound signal.

[0077] The controlmodule 21 may automatically adjust
a noise cancellation parameter of the active noise can-
cellation module 24 according to the usage scenario. Or,
the active noise cancellation module 23 is set with a plu-
rality of noise cancellation modes in advance, and each
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noise cancellation mode corresponds to different noise
cancellation parameters. The control module 21 auto-
matically adjusts the noise cancellation mode of the ac-
tive noise cancellation module 23 according to the usage
scenario, so as to achieve different noise cancellation
levels or effects.

[0078] The control module 21 controls the working of
the audio signal volume adjustment module 22, the active
noise cancellation module 23, and the ambient sound
adjustment module 24 according to the usage scenario,
the sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribution
of the ambient sound signal. That is, the control module
21 considers comprehensively the sound pressure level
of the ambient sound signal and the components of the
ambient sound and the energy of each component, and
controls the working of the audio signal volume adjust-
ment module 22, the active noise cancellation module
23, and the ambient sound adjustment module 24, so
that the audio control adapts to the usage scenario of the
user, and the adaptive audio control implemented ac-
cording to the usage scenario of the user, the sound pres-
sure level of the ambient sound signal, and the energy
distribution and the spectral distribution of the ambient
sound signal is realized.

[0079] According to some embodiments of the disclo-
sure, that the usage scenario of the user is analyzed at
S101 includes the following operation.

[0080] At S1011, an environment type of the user are
determined according to the geographic location data.
The environment types include an indoor environment
and a road environment.

[0081] AtS1012, a movement speed of the user is cal-
culated according to the geographic location data, and a
cadence value of the user is calculated according to the
acceleration data. A motion mode of the user are deter-
mined according to the movement speed and the ca-
dence value. The motion modes may include any one of
the followings: a stationary mode, a mode of walking on
road, and atransportation mode. In another embodiment,
the motion modes may include a fithess mode. The fit-
ness mode contains running, cycling and other fitness
methods.

[0082] According to some other embodiments of the
disclosure, the usage scenario of the user may be ana-
lyzed only according to the acquired acceleration data of
the user instead of by acquiring the geographic location
data. For example, the motion mode of the user may be
determined only according to the cadence value of the
user.

[0083] According to some other embodiments of the
disclosure, itis possible to calculate the movement speed
of the user only by the geographic location data, but the
geographic location data is not used for acquiring the
environment type.

[0084] In the embodiment of FIG. 2 and the embodi-
ment of FIG. 3, the usage scenario of the user may also
include atalking state of the user. Specifically, the control
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module 21 determines whether the user is in the talking
mode according to a signal output by the bone conduction
microphone 14 or the infrared proximity sensor 15.

<About the usage scenario>

[0085] The usage scenario referred to in the embodi-
ments of the disclosure at least includes the current mo-
tion mode of the user. Furthermore, the usage scenario
may also include the environment type of the user and/or
the talking state of the user, that is, whether the user is
in the talking mode.

<Environment type>

[0086] AtS1011,the controlmodule 21 may determine
the environment type of the user according to the geo-
graphic location data. The environment types include the
indoor environment and the road environment.

[0087] The location module 12 may include a GPS
module or a Beidou module, for example. When the user
enables an adaptive scenario adjustment and playback
function of the device, the location module first acquires
information of the specific real-time location of the user,
and then determines the environment type of the user
according to the information of the specific real-time lo-
cation.

[0088] In other embodiments, the environment types
may also be divided in more detail, so as to achieve a
more flexible and intelligent audio control effect. For ex-
ample, the outdoor environment type is divided into a
road environment type and a non-road outdoor environ-
ment type. The non-road outdoor environment type is
divided into an open-air trade and catering fair type, an
outdoor park and green space type, and so on.

[0089] In a specific example, the environment types
may be divided into the following types:

environment type P4: urban arterial and sub-arterial
roads, intercity and urban expressways, inland wa-
terways and both sides thereof;

environment type P,: main lines of railway;
environmenttype P5: industrial production and ware-
house logistics area;

environmenttype P,: industrialand commercial mar-
kets and mixed areas of catering trade;
environment type Ps: administrative offices of resi-
dence, education, medical treatment and research;
environment type Pg: outdoor park and green space;
environment type P-: rehabilitation and recuperation
areas.

[0090] The environment types in the embodiments of
the disclosure may be divided into "indoor" and "outdoor".
The "outdoor" environment type may further be subdivid-
ed into "outdoor sports ground", "outdoor park and green
space" and "outdoor fair", for example. In the embodi-
ments of the disclosure, the environment type of the user
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may be determined according to the selection of the user.
In the embodiments of the disclosure, the specific motion
mode of the user may also be determined according to
the geographic location data in combination with the en-
ergy distribution and the spectral distribution of the am-
bient sound signal; for example, it can be accurately de-
termined that the user is in the outdoor environment in
combination with the geographic location data after de-
termining that there is a very strong wind noise signal
included in the ambient sound signal according to the
energy distribution and the spectral distribution of the am-
bient sound signal.

<Motion mode>

[0091] At S1012, the control module 21 may calculate
the movement speed of the user according to the geo-
graphic location data, and calculate the cadence value
of the user according to the acceleration data. The motion
mode of the user are determined according to the move-
ment speed and the cadence value.

(a) If the movement speed is less than a first speed
threshold and the cadence value is less than a first
cadence value threshold, the user is in the stationary
mode.

In an embodiment, the first cadence value threshold
may be set to 0.5steps/s, the first speed threshold
may be set to 0.2m/s; that is, if the movement speed
of the useris less than 0.2m/s and the cadence value
is less than 0.5steps/s, the user is in the stationary
mode.

(b) If the movement speed is in a walking speed in-
terval and the cadence value is in a walking cadence
value interval, the user is in the walking mode.

A normal walking speed interval of people is 1 m/s
to 1.7 m/s, and a normal walking cadence value in-
terval is 1.0step/s to 2.5steps/s. In an embodiment,
the walking cadence value interval may be set to
1.0step/s to 2.5steps/s.

(c) If the movement speed is greater than a second
speed threshold, the user is in the transportation
mode.

[0092] The running speeds of cars, ships, trains and
other transports are usually greater than 30km/h. In an
embodiment, the second speed threshold may be set to
30km/h. For example, if the monitored movement speed
of the user is about 60km/h, it can be determined that
the user is taking transports.

[0093] In other embodiments, the intervals of the
movement speed and the cadence value may also be
divided in more detail, so as to determine the movement
state of the user in detail.

[0094] In other embodiments, the motion mode of the
user may also be divided in more detail; for example, the
motion modes may also be divided into a stationary
mode, a taking-a-walk mode, a fast-walking mode, arun-
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ning mode, a cycling mode, and so on.

[0095] In an embodiment, if the cadence value of the
user is in the interval of 2.5steps/s to 5steps/s, it is de-
termined that the user is in the running mode.

[0096] The motion modes in the present embodiment
may be divided into "motion" and "non-motion". The "mo-
tion" mode may also be further subdivided into "running",
"swimming" and "cycling" for example. In the embodi-
ments of the disclosure, the specific motion mode of the
user may be determined according to the selection of the
user or the output of the related sensor.

[0097] Itis easy to be understood thatin some embod-
iments, the usage scenario of the user may be analyzed
only according to the acquired acceleration data of the
user instead of by acquiring the geographic location data.
For example, the motion mode of the user may be deter-
mined only according to the cadence value of the user.

<Talking state>

[0098] In an embodiment, the control module 21 may
determine whether the user is in the talking state accord-
ing to the situation where the bone conduction micro-
phone 14 picks up the voice signal.

[0099] In another embodiment, the control module 21
may determine, according to the signal output by the in-
frared proximity sensor 15, whether there are other peo-
ple within a certain distance range in front of the user; if
there are other people within a certain distance range in
front of the user, it is determined that the user is in the
talking state. Or, if there are people, the control module
21 may comprehensively determine whether the user is
in the talking state based on the determination situation
of the environment type and the motion mode, for exam-
ple, the user is in the open-air catering fair.

[0100] According to an embodiment of the disclosure,
the "usage scenario" referred to in the embodiments of
the disclosure is a composite scenario. The "usage sce-
nario" at least includes the environment type of the user
and the current motion mode of the user, and further may
include the talking state of the user. For example, if the
environment type of the user is "outdoor", and the motion
mode is "motion", the "usage scenario" of the user is
"outdoor motion". For example, if the environment type
of the user is "indoor", and the motion mode is "motion",
the "usage scenario" of the user is "indoor motion". For
example, if the environment type of the user is "indoor",
the motion mode is "static", and the talking state is "in
the talking mode", the "usage scenario" of the user is
"indoor static talking".

[0101] According to another embodiment of the disclo-
sure, it is easy to be understood that the usage scenario
of the user may be estimated according to the accelera-
tion data. For example, if the cadence value of the user
is in the interval of 2.5steps/s to 5steps/s, itis determined
that the user is in the running mode and in the road en-
vironment.
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<Adaptive audio control based on scenario identifica-
tion>

[0102] After determining the usage scenario of the us-
er, the controlmodule 21 controls the working of the audio
signal volume adjustment module 22, the active noise
cancellation module 23, and the ambient sound adjust-
ment module 24 according to the usage scenario, the
sound pressure level of the ambient sound signal, and
the energy distribution and the spectral distribution of the
ambient sound signal. The sound pressure level of the
ambient sound signal here may use the equivalent con-
tinuous A sound level.

[0103] Inanembodiment, the usage scenario includes
the current environment type of the user and the current
motion mode of the user. The usage scenario where the
user may be in at a certain moment, the sound pressure
level of the ambient sound signal, and the energy distri-
bution and the spectral distribution of the ambient sound
signal may be described by defining a function Action(t):
Action(t)=(P(t),M(t),L(t),F(t))--function 1

where tis time, P(t) is the environment type of the user
at present, M(t) is the motion mode of the user at present,
L(t) is the sound pressure level of the ambient sound
signal or the interval to which the sound pressure level
of the ambient sound signal belongs, and F(t) is the en-
ergy distribution and the spectral distribution situation of
the ambient sound signal.

[0104] The function F(t) is defined to described the en-
ergy distribution and the spectral distribution situation of
the 20-20kHz ambient sound of the position where the
user is at a certain moment.

[0105] F(t) further includes F(t) and Q(t). The Fy(t) is
used to represent a frequency point corresponding to the
maximum noise peak value at the present, and the Q(t)
is used to represent a quality factor of the ambient sound
at the present.

[0106] Generally speaking, the greater the value of Q,
the more concentrated the energy distribution of the am-
bient sound, and the frequency is relatively single; cor-
respondingly, it is a non-steady noise or a burst impulse
noise in the noise environment, namely a honk, a knock-
ing noise, an impact sound, and other burst sounds. The
smaller the value of Q, the wider of the ambient sound
on each frequency band, and the energy distribution of
noises on the frequency band is more uniform; at this
point, the corresponding noise environment is relatively
stable steady-state noises; for example, in a certain res-
taurant environment of dinner time, there are mainly
background noises made by talking or light collision of
tableware, and the frequencies of the background noises
Fgy are mainly between 200Hz and 300Hz.

[0107] Inanother embodiment, the function 1 may also
be adjusted to

Action(t)=(P(t),V(t),f (t),L(t),F(t))--function 2,

where V(t) is the current movement speed of the user or
the interval to which the movement speed belongs, and
f(t) is the current cadence value of the user or the interval
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to which the cadence value belongs.

[0108] In another embodiment, the usage scenario in-
cludes the talking state of the user, so the function Ac-
tion(t) is:

Action(t)=(P(t),M(t),L(t),F (t),S(t))--function 3,

where S(t) is used to represent whether the user is in the
talking mode at present.

[0109] The control module 21 determines the usage
scenario of the user and the level of the ambient sound
according to the thresholds and the queried or received
real-time values of various sensor modules (not limited
to the ambient sound acquisition microphone 13, the ac-
celeration sensor 11, the location module 12, the bone
conduction microphone 14/the infrared proximity sensor
15, and so on), and acquires the energy distribution and
the spectral distribution situation of the ambient sound,
namely obtaining P(t), M(t), L(t), F(t) and S(t).

[0110] The control module 21 queries the function Ac-
tion(t) in real time, automatically generates control in-
structions according to various variables of Action(t), and
send the corresponding instructions to the audio signal
volume adjustment module 22, the active noise cancel-
lation module 23, and the ambient sound adjustment
module 24 respectively, so that each module makes a
response matching with the current scenario and ambient
sound signal, namely implementing the automatic adjust-
ment of the playback effects to adapt to the current play-
back environment.

[0111] Similarly, in another embodiment, the function
3 may also be adjusted to

Action(t)=(P(t),V(t),f (t),L(t),F(t),S(t))--function 4.

[0112] The intervals to which the sound pressure level
of the ambient sound signal belongs may include the fol-
lowings:

(1) 0dBA-40dBA is the first sound pressure level in-
terval, representing a very quiet environment;
(2)40dBA-60dBA is the second sound pressure level
interval, representing a relatively quiet environment;
(3) 60dBA-80dBA is the third sound pressure level
interval, representing a relatively noisy environment;
and

(4) 80dBA-120dBA is the fourth sound pressure level
interval, representing an unbearable noisy environ-
ment.

[0113] Theintervals to which the sound pressure level
of the ambient sound signal belongs may also be subdi-
vided according to practical applications, and not com-
pletely limited to this definition.

[0114] The intervals to which the movement speed of
the user belongs may include the followings, for example:

(1) Om/s-0.2m/s is the first movement speed interval,
representing being static;

(2) 0.2m/s-1.7m/s is the second movement speed
interval, representing walking; and

(3) above 500km/h is the third movement speed in-
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terval, representing flight.

[0115] The intervals to which the movement speed of
the user belongs may be divided in more detail, so as to
help the control module 21 to determine accurately the
usage scenario of the user in combination with the ca-
dence value and the environment type of the user.
[0116] Mostoften, the highest cadence of peopleis not
higherthan 5 steps/s, and the lowest cadence is not lower
than 0.5 steps/s, so the intervals of the cadence value of
the user may include the followings:

(1) O step/s-0.5 steps/s is the first cadence value
interval, representing being static;

(2) 0.5 steps/s-2.5 steps/s is the second cadence
value interval, representing walking;

(3) 2.5 steps/s-5 steps/s is the third cadence value
interval, representing running.

[0117] The intervals to which the cadence value be-
longs may also be subdivided according to practical ap-
plications, and not completely limited to this definition.
[0118] Itis to be noted that although the situations like
"static", "walking", "running" and "flight" are considered
when the above intervals are divided, the motion modes
(including the used transports) of the user may be com-
prehensively determined according to the specific envi-
ronment type of the user, the interval of the movement
speed of the user and the interval of the cadence value
of the user; if the energy distribution and the spectral
distribution of the ambient sound signal is further consid-
ered, the motion mode of the user may be determined
more accurately.

[0119] Inaddition, the above functions also proves that
the embodiments of the disclosure may comprehensively
analyze the geographic location data, the movement
speed, the cadence value of the user, the sound pressure
level of the ambient sound signal, and the energy distri-
bution and the spectral distribution of the ambient sound
signal, thereby realizing the automatic adjustment of the
playback effects according to the usage scenario.
[0120] The working processes of the adaptive audio
device, provided by the embodiments of the disclosure,
in several scenarios are illustrated below through several
specific examples.

<First usage scenario>

[0121] Thefirst usage scenario is that the userisin the
road environment and in the walking mode. It is easy to
be understood that in this usage scenario, the motion
mode of the user may be estimated only through the ac-
quired acceleration data, and then the usage scenario of
the user is estimated. For example, if the acceleration
data shows that the current cadence value of the user is
in the interval of 0.5 steps/s-2.5 steps/s, it is determined
that the user is in the walking mode and in the road en-
vironment. In the first usage scenario, the ambient



23 EP 3 672 274 A1 24

sounds are mainly traffic noises on road and ambient
low-frequency noises like the wind noises with different
intensities. F of the ambient sound signal is usually near
100Hz, and the value of Q is relatively smaller, that is,
the distribution of the low-frequency noises is relatively
wide. The sound level intensities vary depending on traf-
fic conditions of different periods of time.

[0122] In the first usage scenario, the control module
21 controls the working of the audio signal volume ad-
justment module 22, the active noise cancellation module
23, and the ambient sound adjustment module 24 ac-
cording to the usage scenario, the sound pressure level
of the ambient sound signal, and the energy distribution
and the spectral distribution of the ambient sound signal,
including:

the wind noise suppression submodule 241 is controlled
to perform suppressive filtering to a wind noise signal in
the ambient sound signal. The wind noise suppression
submodule 241 may be a second order high-pass filter
whose cut-off frequency f, is 300Hz, for example.
[0123] It is monitored whether the ambient sound sig-
nal contains a voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement submod-
ule 242 is triggered to perform enhancement processing
on the voice signal in the ambient sound signal. That is,
in the first usage scenario, the voice enhancement sub-
module 242 is in a standby mode, and may be wakened
by the voice signal detected by the control module 21 in
real time.

[0124] The dynamic range control submodule 243 is
controlled to perform dynamic range adjustment on the
ambient sound signal according to the sound pressure
level of the ambient sound signal. In an embodiment,
when the sound pressure level of the ambient sound sig-
nal is less than or equal to 40dBA, it is determined that
the outside environment is a quiet environment, the am-
bientsound basically does notinclude useful information,
and light amplification processing is performed to the am-
bient sound signal; when the sound pressure level of the
ambient sound signal is greater than 40dBA and less
than or equal to 50dBA, selective amplification process-
ingis performed to the ambient sound signal; when sound
pressure level of the ambient sound signal is greater than
50dBA and less than or equal to 60dBA, amplification
and reduction processing is performed to the ambient
sound signal; when the sound pressure level of the am-
bient sound signal is greater than 60dBA, itis determined
that the environment is a relatively noisy, and attenuation
processing is performed to the ambient sound signal.
Through the dynamic range control, the user can enjoy
music while maintaining a certain ability of monitoring
and sensing the outside external environment during
moving. It is to be noted that the division (< 40dBA,
40dBA-50dBA, 50dBA-60dBA, >60dBA) of the interval
of the sound pressure level of the ambient sound signal
is just an example. The division of the interval may be
adjusted according to the actual condition.

[0125] The EQ processing submodule 244 is control-
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led to perform the EQ compensation processing on the
ambient sound signal, and output the ambient sound sig-
nal to the speaker 30 for playback. For example, the EQ
compensation processing is performed to the voice sig-
nal band and the honk signal band in the ambient sound
signal.

[0126] It is determined, according to the sound pres-
sure level of the ambient sound signal, whether to enable
the active noise cancellation module 23, and if the active
noise cancellation module 23 is enabled, a noise cancel-
lation level of the active noise cancellation module 23 is
automatically adjusted according to the sound pressure
level of the ambient sound signal. The greater the sound
pressure level of the ambient sound signal, the higher
the noise cancellation level of the active noise cancella-
tion module 23, and the greater the degree of the active
noise cancellation. In addition, when the wind noise in-
tensity is relatively great, an effect of feedback noise can-
cellation may be enhanced, and an effect of feed-forward
noise cancellation on the low frequency band may be
weakened appropriately. A noise cancellation signal gen-
erated by the active noise cancellation module 23 is out-
put to the speaker 30.

[0127] In an embodiment, the control module 21 may
analyze whether there is a certain warning prompt in the
ambient sound signal according to the energy distribution
and the spectral distribution of the ambient sound signal.
For example, the ambient sound acquisition microphone
(13) picks upambientnoisesinttot,. Ifitis found, through
frequency domain analysis, that pulse signals whose fre-
quencies are 500Hz-1500Hz, and the quality factor Q is
much greater than 1 appear in this period of time discon-
tinuously or continuously, and the average energy of the
pulse signals is higher than 10dB of the previous period
of time, it is determined that there is a certain warning
sound that the user needs to be aware of in the ambient
sound signal. If there is a certain warning prompt in the
ambient sound signal, the control module 21 controls the
active noise cancellation module 23 to perform active
noise cancellation to the part, except the warning prompt,
in the ambient sound signal, and controls the dynamic
range control submodule 243 to perform the amplification
processing to the warning prompt in the ambient sound
signal, so as to ensure the safety and alertness of the
user.

[0128] The working parameters of the audio signal vol-
ume adjustment module 22 are controlled according to
the sound pressure level of the ambient sound signal
reaching the speaker 30, so that the sound level intensi-
ties of the audio signal reaching the speaker 30 and the
ambient sound signal reaching the speaker 30 keep the
preset proportion. When the sound pressure level of the
ambient sound becomes high, the audio signal volume
may be automatically controlled to become high, that is,
when the outside environment is relatively noisy, the au-
dio signal volume is turned up. Conversely, when the
sound pressure level of the ambient sound becomes low,
the audio signal volume may be automatically controlled
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to become low, that is, when the outside environment is
relatively quiet, the audio signal volume is turned down,
so as to ensure the hearing of the user.

<Second usage scenario>

[0129] The second usage scenario is that the user is
in the road environment and in the transportation mode,
the control module 21 controls the working of the audio
signal volume adjustment module 22, the active noise
cancellation module 23, and the ambient sound adjust-
ment module 24 according to the usage scenario, the
sound pressure level of the ambient sound signal, and
the energy distribution and the spectral distribution of the
ambient sound signal, including:

itis monitored whether the ambient sound signal contains
the voice signal; if the ambient sound signal contains a
voice signal, the voice enhancement submodule 242 is
triggered to perform enhancement processing on the
voice signal in the ambient sound signal, and the EQ
processing submodule 244 is triggered to perform EQ
compensation processing on the voice signal in the am-
bientsound signal. Thatis, in the second usage scenario,
the voice enhancement submodule 242 and the EQ
processing submodule 244 are in the standby mode, and
may be wakened by the voice signal detected by the con-
trol module 21 in real time.

[0130] The active noise cancellation module 23 is con-
trolled to perform the active noise cancellation process-
ing on the ambient sound signal according to a highest
noise cancellation level. Or, the active noise cancellation
module 23 is controlled to determine, according to the
sound pressure level of the ambient sound signal, wheth-
erto be enabled, and if the active noise cancellation mod-
ule 23 is enabled, the noise cancellation level of the active
noise cancellation module 23 is automatically adjusted
according to the sound pressure level of the ambient
sound signal.

[0131] The working parameters of the audio signal vol-
ume adjustment module 22 are controlled according to
the sound pressure level of the ambient sound signal
reaching the speaker 30, so that the sound level intensi-
ties of the audio signal reaching the speaker 30 and the
ambient sound signal reaching the speaker 30 keep the
preset proportion. When the sound pressure level of the
ambient sound becomes high, the audio signal volume
may be automatically controlled to become high, that is,
when the outside environment is relatively noisy, the au-
dio signal volume is turned up. Conversely, when the
sound pressure level of the ambient sound becomes low,
the audio signal volume may be automatically controlled
to become low, that is, when the outside environment is
relatively quiet, the audio signal volume is turned down,
so as to ensure the hearing of the user.

[0132] In an example, when the user is in the road en-
vironment and in the transportation mode, the wind noise
suppression submodule (241) is controlled to be disa-
bled.
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[0133] In an example, when the user is in the road en-
vironment and in the transportation mode, it is monitored
whether the sound pressure level of the ambient sound
signal is greater than the preset upper limit of the sound
pressure level or less than the preset lower limit of the
sound pressure level; if the sound pressure level of the
ambient sound signal is greater than the preset upper
limit of the sound pressure level, the dynamic range con-
trol submodule (243) is triggered to perform the attenu-
ation processing on the ambient sound signal; and if the
sound pressure level of the ambient sound signal is less
than the preset lower limit of the sound pressure level,
the dynamic range control submodule (243) is triggered
to perform the amplification processing on the ambient
sound signal. The upper limit of the sound pressure level
is 60dBA, for example. The lower limit of the sound pres-
sure level is 40dBA, for example.

[0134] In an example, when it is determined that the
useris in the transportation mode, it is possible to further
determine which transport the user is taking. For exam-
ple, itis possible to determine that the userisinthe modes
of cycling, taking a flight, taking a train, or taking a car
according to the environment type, the height data in the
geographic location data, the movement speed and the
cadence value. For example, if the movement speed of
the user reaches 250km/h and the user is on a trunk
railway, it is possible to determine that the user is in the
mode of taking a high-speed train.

[0135] The control module 21 may set a specific control
way of the active noise cancellation module 23 and the
ambient sound adjustment module 24, for example, set
the noise cancellation level of the active noise cancella-
tion module 23 when the user is taking the high-speed
train to a relatively low level, according to the features of
the ambient sounds corresponding to the subdivided
transports, for example, there are many honks when tak-
ing a car, and it is relatively quiet in the high-speed train.
[0136] In an example, when it is determined that the
user is in the transportation mode, it is also possible to
determine which transport the user is taking according
to the sound pressure level of the ambient sound signal
and the energy distribution and the spectral distribution
ofthe ambient sound signal. In such a manner, the control
module 21 may set the specific control way of the active
noise cancellation module 23 and the ambient sound ad-
justment module 24 according to the features of the am-
bient sounds corresponding to the subdivided transports.
[0137] In the first usage scenario and the second us-
age scenario, the user may talk with a partner, and there
may be an external voice remind, for example, a voice
remind about danger or a remind of arrival of vehicles in
the second usage scenario, so in the two usage scenar-
ios, the voice enhancement submodule 242 may be trig-
gered to work by the voice signal in the ambient sound
signal detected in real time.
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<Third usage scenario>

[0138] The third usage scenario is that the user is in
the indoor environment (for example, residence, admin-
istrative offices of education, medical treatment, re-
search, or indoor areas of catering trade and business)
and in the stationary mode and the talking mode, the
control module 21 controls the working of the audio signal
volume adjustment module 22, the active noise cancel-
lation module 23, and the ambient sound adjustment
module 24 according to the usage scenario, the sound
pressure level of the ambient sound signal, and the en-
ergy distribution and the spectral distribution of the am-
bient sound signal, including:

The voice enhancement submodule 242 is controlled to
perform the enhancement processing on the voice signal
in the ambient sound signal.

[0139] The EQ processing submodule 244 is control-
led to perform the EQ compensation processing on the
voice signal band in ambient sound signal, and output
the ambient sound signal to the speaker 30 for playback.
[0140] The wind noise suppression submodule 241
and the dynamic range control submodule 243 are con-
trolled to be disabled.

[0141] The active noise cancellation module 23 is con-
trolled to be disabled or perform the active noise cancel-
lation processing on the ambient sound signal.

[0142] The audio signal volume adjustment module 22
is controlled to turn down the volume or stop playing the
audio signal.

[0143] The adaptive audio control device in the em-
bodiments of the disclosure may have a plurality of am-
bient sound acquisition microphones 13, including the
microphone whichis seton the headphone shelland con-
figured to acquire the sound of surrounding environment
of the user, and the microphone which is set in the head-
phone and configured to acquire the ambient sound
heard at an ear of the user. The manner of setting a plu-
rality of microphones may acquire the ambient sound
more accurately, and may reflect the situation of the am-
bient sound heard at an ear of the user. The manner may
be applied to the active noise cancellation function, is
beneficial for locating an ambient sound source and reg-
ulating the proportion of the voice to the ambient sound.
The manner may also optimize noise cancellation quan-
tity better, which is beneficial for more intelligent adaptive
audio control.

[0144] In other embodiments, the control module 21
may also analyze the ambient sound signal acquired by
the ambient sound acquisition microphone 13 to obtain
the sound pressure level and the energy distribution and
the spectral distribution of the ambient sound signal, and
realize a more abundant scenario analysis with reference
to the data acquired by the acceleration sensor, the lo-
cation module, and other sensors, so as to control the
audio signal volume adjustment module 22, the active
noise cancellation module 23 and the ambient sound ad-
justment module 24 more delicately, and provide a better
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experience effect to the user.

[0145] For those skilled in the art, the adaptive audio
control device based on scenario identification may be
realized by hardware, software or a combination of hard-
ware and software. Based on the same inventive con-
cept, referring to FIG. 4, the adaptive audio control meth-
od based on scenario identification provided by the em-
bodiments of the disclosure includes the following steps.

[0146] At S401, the usage scenario of the user is an-
alyzed.
[0147] Specifically, in S401, the acceleration data of

the user may be acquired, and the usage scenario of the
user is analyzed according to the acceleration data. It is
easy to be understood that the geographic location data
of the user may also be acquired, and the usage scenario
of the useris analyzed according to the acceleration data
and the geographic location data.

[0148] At S402, the ambient sound signal of surround-
ing environment of the user is acquired, the sound pres-
sure level of the ambient sound signal is calculated, and
the energy distribution and the spectral distribution of the
ambient sound signal is analyzed.

[0149] At S403, the working of the audio signal volume
adjustment module, the active noise cancellation mod-
ule, and the ambient sound adjustment module of the
audio playback device is controlled according to the us-
age scenario, the sound pressure level of the ambient
sound signal, and the energy distribution and the spectral
distribution of the ambient sound signal.

[0150] Inanimplementation mode, the audio playback
device is a headphone.

[0151] In another implementation mode, the ambient
sound adjustment module 24 includes any one of a com-
bination of the following submodules: the wind noise sup-
pression submodule 241, the voice enhancement sub-
module 242, the dynamic range control submodule 243,
and the EQ processing submodule 244.

[0152] Inanotherimplementation mode, thatthe usage
scenario of the user is analyzed at S401 includes that:
the environment type of the user is determined according
to the geographic location data; the movement speed of
the user is calculated according to the geographic loca-
tion data; the cadence value of the user is calculated
according to the acceleration data; and the motion mode
of the user is determined according to the movement
speed and the cadence value of the user.

[0153] In another implementation mode, the environ-
ment types include the indoor environment and the road
environment; the movement modes include any one of
the followings: the stationary mode, the mode of waling
on road, and the transportation mode.

[0154] In another implementation mode, if the move-
ment speed is less than the first speed threshold and the
cadence value is less than the first cadence value thresh-
old, the user is in the stationary mode; if the movement
speed is in the walking speed interval and the cadence
value is in the walking cadence value interval, the user
is in the walking mode; and if the movement speed is
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greater than the second speed threshold, the user is in
the transportation mode.

[0155] In another implementation mode, the audio
playback device further includes the bone conduction mi-
crophone or the infrared proximity sensor. The usage
scenario of the user also includes the talking state of the
user. The method further includes the following step of
determining, according to the signal output by the bone
conduction microphone or the infrared proximity sensor,
whether the user is in the talking mode.

[0156] In another implementation mode, that the am-
bient sound signal of surrounding environmentof the user
is acquired includes that: the ambient sound signal of the
real-time location of the user is acquired, and the ambient
sound signal heard at an ear of the user is acquired.

<First usage scenario>

[0157] If the usage scenario is that the user is in the
road environment and in the walking mode, the operation
that the working of the audio signal volume adjustment
module 22, the active noise cancellation module 23, and
the ambient sound adjustment module 24 is controlled
according to the usage scenario, the sound pressure lev-
el of the ambient sound signal, and the energy distribution
and the spectral distribution of the ambient sound signal
further includes that:

the wind noise suppression submodule 241 is con-
trolled to perform suppressive filtering to a wind noise
signal in the ambient sound signal;

it is monitored whether the ambient sound signal
contains a voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module 242 is triggered to perform enhancement
processing on the voice signal in the ambient sound
signal;

the dynamic range control submodule 243 is control-
led to perform dynamic range adjustment on the am-
bient sound signal according to the sound pressure
level of the ambient sound signal;

the EQ processing submodule 244 is controlled to
perform the EQ compensation processing onthe am-
bient sound signal;

the working parameters of the audio signal volume
adjustment module 22 are controlled according to
the sound pressure level of the ambient sound signal
reaching the speaker of the audio playback device,
so that the sound pressure level of the audio signal
reaching the speaker and the sound pressure level
of the ambient sound signal reaching the speaker
keep the preset proportion.

[0158] In an implementation mode, that the dynamic
range control submodule 243 performs the dynamic
range adjustment on the ambient sound signal according
to the sound pressure level of the ambient sound signal
includes that: when the sound pressure level of the am-
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bient sound signal is greater than 40dBA and less than
or equal to 50dBA, the amplification processing is per-
formed to the ambient sound signal; when the sound
pressure level of the ambient sound signal is greater than
60dBA, the attenuation processing is performed to the
ambient sound signal.

[0159] In another implementation mode, performing
the EQ compensation processing on the ambient sound
signal includes performing the EQ compensation
processing on the voice signal band and the honk signal
band in the ambient sound signal.

[0160] In another implementation mode, it is deter-
mined, according to the sound pressure level of the am-
bient sound signal, whether to enable the active noise
cancellation module 23, and if the active noise cancella-
tion module 23 is enabled, the noise cancellation level
of the active noise cancellation module 23 is adjusted
according to the sound pressure level of the ambient
sound signal.

<Second usage scenario>

[0161] If the usage scenario is that the user is in the
road environment and in the transportation mode, the
operation that the working of the audio signal volume
adjustment module 22, the active noise cancellation
module 23, and the ambient sound adjustment module
24 is controlled according to the usage scenario, the
sound pressure level of the ambient sound signal, and
the energy distribution and the spectral distribution of the
ambient sound signal further includes that:

it is monitored whether the ambient sound signal
contains the voice signal; if the ambient sound signal
contains a voice signal, the voice enhancement sub-
module 242 is triggered to perform enhancement
processing on the voice signal in the ambient sound
signal, and the EQ processing submodule 244 is trig-
gered to perform EQ compensation processing on
the voice signal in the ambient sound signal.

the active noise cancellation module 23 is controlled
to perform active noise cancellation processing ac-
cording to the strongest noise cancellation level; or,
it is determined, according to the sound pressure
level of the ambient sound signal, whether to enable
the active noise cancellation module 23, and if the
active noise cancellation module 23 is enabled, the
noise cancellation level of the active noise cancella-
tion module 23 is adjusted according to the sound
pressure level of the ambient sound signal;

the working parameters of the audio signal volume
adjustment module 22 are controlled according to
the sound pressure level of the ambient sound signal
reaching the speaker of the audio playback device,
so that the sound pressure level of the audio signal
reaching the speaker and the sound pressure level
of the ambient sound signal reaching the speaker
keep the preset proportion.
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[0162] In animplementation mode, when the userisin
the road environment and in the transportation mode, the
wind noise suppression submodule 241 is controlled to
be disabled.

[0163] In another implementation, when the user is in
the road environment and in the transportation mode, it
is monitored whether the sound pressure level of the am-
bient sound signal is greater than the preset upper limit
of the sound pressure level or less than the preset lower
limit of the sound pressure level; if the sound pressure
level of the ambient sound signal is greater than the pre-
set upper limit of the sound pressure level, the dynamic
range control submodule (243) is triggered to perform
the attenuation processing on the ambient sound signal;
and if the sound pressure level of the ambient sound
signal is less than the preset lower limit of the sound
pressure level, the dynamic range control submodule
(243) is triggered to perform the amplification processing
on the ambient sound signal.

<Third usage scenario>

[0164] If the usage scenario is that the user is in the
indoor environment and in the stationary mode and the
talking mode, the operation that the working of the audio
signal volume adjustment module 22, the active noise
cancellation module 23, and the ambient sound adjust-
ment module 24 is controlled according to the usage sce-
nario, the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral distribu-
tion of the ambient sound signal further includes that:

the voice enhancement submodule 242 is controlled
to perform the enhancement processing on the voice
signal in the ambient sound signal;

the EQ processing submodule 244 is controlled to
perform the EQ compensation processing on the
voice signal band in the ambient sound signal;

the active noise cancellation module 23 is controlled
to be disabled or perform the active noise cancella-
tion processing on the ambient sound signal;

the audio signal volume adjustment module 22 is
controlled to turn down the volume or stop playing
the audio signal.

[0165] Inanimplementation mode, the wind noise sup-
pression submodule 241 and the dynamic range control
submodule 243 are controlled to be disabled.

[0166] It should be noted that each embodiment in the
description is described in a progressive manner. Each
embodiment focuses on differences from other embodi-
ments, and the same and similar parts between the em-
bodiments may be referred to each other. However,
those skilled in the art should understand that the above
embodiments may be used alone or in combination with
each other as needed. The device embodiments de-
scribed above are merely illustrative, and the modules
illustrated as separate components may or may not be
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physically separate.

[0167] In addition, the flowcharts and block diagrams
in the drawings illustrate the architecture, functionality,
and operation of possible implementations of apparatus,
methods, and computer program products according to
various embodiments of the disclosure. In this regard,
each block of the flowcharts or block diagrams may rep-
resent a module, a program segment, or a portion of
code, the module, the program segment or portion of the
code includes one or more executable instructions for
implementing the specified logical functions. It should al-
so be noted that in some alternative implementations,
the functions noted in the blocks may also occur in a
different order than that illustrated in the drawings. For
example, two consecutive blocks may be executed sub-
stantially in parallel, and may sometimes be executed in
a reverse order, depending upon the functionality in-
volved. It is also to be noted that each block of the block
diagrams and/or flowcharts, and combinations of the
blocks in the block diagrams and/or flowcharts, may be
implemented with a dedicated hardware-based device
that performs the specified function or action, or it may
be implemented by a combination of the dedicated hard-
ware and a computer instruction.

[0168] The computer program product provided by the
embodiment of the disclosure includes a computer read-
able storage medium storing the program code, and the
program code includes instructions for executing the
method described in the above method embodiment.
Specific implementation may be referred to the method
embodiment, and will not be repeated herein.

[0169] Itmay be clearly understood by a person skilled
in the art that, for the purpose of convenient and brief
description, for a detailed working process of the forego-
ing system, apparatus, and unit, reference may be made
to a corresponding process in the foregoing method em-
bodiments, and details are not described herein again.
[0170] Inthe several embodiments provided in the dis-
closure, it should be understood that the disclosed sys-
tem, apparatus, and method may be implemented in oth-
er manners. The described apparatus embodiment is
merely exemplary. For example, the unit division is mere-
ly logical function division and may be other division in
actual implementation. For another example, a plurality
of units or components may be combined or integrated
into another system, or some features may be ignored
or not performed. In addition, the displayed or discussed
mutual couplings or direct couplings or communication
connections may be implemented through some inter-
faces. The indirect couplings or communication connec-
tions between the apparatuses or units may be imple-
mented in electronic, mechanical, or other forms.
[0171] The units described as separate parts may or
may not be physically separate, and parts displayed as
units may or may not be physical units, may be located
in one position, or may be distributed on a plurality of
network units. Some or all of the units may be selected
according to actual needs to achieve the objectives of



33

the solutions of the embodiments.

[0172] In addition, functional units in the embodiments
of the disclosure may be integrated into one processing
unit, or each of the units may exist alone physically, or
two or more units are integrated into one unit.

[0173] When the functions areimplemented in the form
of a software functional unit and sold or used as an in-
dependent product, the functions may be stored in a com-
puter-readable storage medium. Based on such an un-
derstanding, the technical solutions of the disclosure es-
sentially, or the part contributing to the prior art, or some
of the technical solutions may be implemented in a form
of a software product. The software product is stored in
a storage medium and includes several instructions for
instructing a computer device (which may be a personal
computer, a server, or a network device) to perform all
or some of the steps of the methods described in the
embodiments of the disclosure. The foregoing storage
medium includes any medium that can store program
code, such as a U disk, a removable hard disk, an ROM,
an RAM, a magnetic disk, or an optical disc.

[0174] It should be noted that, in the description, rela-
tional terms such as first and second are used merely to
distinguish one entity or operation from another entity or
operation, and do not necessarily require or imply any
such actual relationship or order between these entities
or operations. Furthermore, the term "include" or "in-
clude" or any other variations thereof is intended to en-
compass a non-exclusive inclusion, such that a process,
a method, an item, or a device that includes a plurality
of elements includes not only those elements but also
other elements that are not explicitly listed, or elements
that are inherent to such process, method, item, or de-
vice. In the case of no more restrictions, an element that
is defined by the phrase "including a ..." does not exclude
the presence of additional equivalent elements in the
process, method, item, or device that includes the ele-
ment.

[0175] The above descriptions are only preferred em-
bodiments of the disclosure, and are not intended to limit
the application, for those skilled in the art, various chang-
es and modifications may be made to the application.
Any modifications, equivalent replacements, improve-
ments and the like within the spirit and principle of the
application should fall within the protection scope of the
claims of the application. It should be noted that similar
reference numerals and letters indicate similar items in
the following figures. Therefore, once an item is defined
in one figure, it is not necessary to be further defined and
explained in the subsequent figures.

[0176] Although some of the specific embodiments of
the application have been described in detail by way of
example, those skilled in the art should understand that
the above examples are only forthe purpose ofillustration
and not intended to limit the scope of the application.
Those skilled in the art will appreciate that the above
embodiments may be modified without departing from
the scope of the application. The scope of the application
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is defined by the appended claims.

Claims

1. A method for controlling an audio playback device,
comprising:

acquiring acceleration data of a user, and ana-
lyzing a usage scenario of the user according to
the acceleration data;

acquiring an ambient sound signal of surround-
ing environment of the user, calculating a sound
pressure level (SPL) of the ambient sound sig-
nal, and analyzing an energy distribution and an
spectral distribution of the ambient sound signal;
and

controlling an audio signal volume of the audio
playback device, an active noise cancellation
level of the audio playback device, and adjust-
ment of the ambient sound signal according to
the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distri-
bution and the spectral distribution of the ambi-
ent sound signal.

2. The method of claim 1, further comprising:

acquiring geographic location data of the user;
wherein

analyzing the usage scenario of the user accord-
ing to the acceleration data and the geographic
location data.

3. The method of claim 2, wherein the adjustment of
the ambient sound signal comprises any one of wind
noise suppression, voice enhancement, dynamic
range adjustment or equalization (EQ) compensa-
tion, or any combination thereof.

4. The method of claim 3, wherein analyzing the usage
scenario of the user according to the acceleration
data and the geographic location data comprises:

determining an environment type of the user ac-
cording to the geographic location data;
calculating a movement speed of the user ac-
cording to the geographic location data;
calculating a cadence value of the user accord-
ing to the acceleration data; and

determining a motion mode of the user accord-
ing to the movement speed and the cadence
value.

5. The methodofclaim4, wherein the environmenttype
comprise anindoor environment and a road environ-
ment; the motion mode comprise any one of: a sta-
tionary mode, a walking mode, or a transportation
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mode.

The method of claim 5, further comprising: determin-
ing whether the user is in a talking mode.

The method of claim 1, wherein acquiring the ambi-
ent sound signal of surrounding environment of the
user comprises: acquiring the ambient sound signal
of a real-time location of the user, and acquiring the
ambient sound signal heard at an ear of the user.

The method of claim 5, wherein if the usage scenario
is that the user is in the road environment and in the
walking mode, controlling the audio signal volume,
the active noise cancellation level, and the adjust-
ment of the ambient sound signal of the audio play-
back device according to the usage scenario, the
sound pressure level of the ambient sound signal,
and the energy distribution and the spectral distribu-
tion of the ambient sound signal comprises one or
more of:

performing suppressive filtering to a wind noise
signal in the ambient sound signal;

monitoring whether the ambient sound signal
contains a voice signal; if the ambient sound sig-
nal contains a voice signal, performing enhance-
ment processing on the voice signal in the am-
bient sound signal;

performing dynamic range adjustment on the
ambient sound signal according to the sound
pressure level of the ambient sound signal;
performing EQ compensation processing on the
ambient sound signal;

controlling the audio signal volume of the audio
playback device according to the sound pres-
sure level of the ambient sound signal reaching
a speaker of the audio playback device, so that
the sound pressure level of the audio signal
reaching the speaker and the sound pressure
level of the ambient sound signal reaching the
speaker keep a preset proportion; and
determining, according to the sound pressure
level of the ambient sound signal, whether to
perform active noise cancellation, and if the ac-
tive noise cancellation is to be performed, ad-
justing a noise cancellation level of the active
noise cancellation according to the sound pres-
sure level of the ambient sound signal.

The method of claim 5, wherein if the usage scenario
is that the user is in the road environment and in the
transportation mode, controlling the audio signal vol-
ume, the active noise cancellation level, and the ad-
justment of the ambient sound signal of the audio
playback device according to the usage scenario,
the sound pressure level of the ambient sound sig-
nal, and the energy distribution and the spectral dis-
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tribution of the ambient sound signal comprises one
or more of:

monitoring whether the ambient sound signal
contains a voice signal; if the ambient sound sig-
nal contains a voice signal, performing an en-
hancement processing on the voice signal in the
ambient sound signal, and performing an EQ
compensation processing on the voice signal in
the ambient sound signal;

setting the active noise cancellation level to a
highest noise cancellation level, or determining,
according to the sound pressure level of the am-
bient sound signal, whether to perform the active
noise cancellation, and if the active noise can-
cellation is to be performed, adjusting the noise
cancellation level of the active noise cancella-
tion according to the sound pressure level of the
ambient sound signal;

controlling the audio signal volume of the audio
playback device according to the sound pres-
sure level of the ambient sound signal reaching
the speaker of the audio playback device, so
that the sound pressure level of the audio signal
reaching the speaker and the sound pressure
level of the ambient sound signal reaching the
speaker keep a preset proportion;

not performing wind noise suppression; and
monitoring whether the sound pressure level of
the ambient sound signal is greater than a preset
upper limit of the sound pressure level or less
than a preset lower limit of the sound pressure
level; if the sound pressure level of the ambient
sound signal is greater than the preset upper
limit of the sound pressure level, performing at-
tenuation processing on the ambient sound sig-
nal; and if the sound pressure level of the am-
bient sound signal is less than the preset lower
limit of the sound pressure level, performing am-
plification processing on the ambient sound sig-
nal.

10. The method of claim 5, wherein if the usage scenario

is that the user is in the indoor environment, in the
stationary mode and the talking mode, controlling
the audio signal volume, the active noise cancella-
tion level, and the adjustment of the ambient sound
signal of the audio playback device according to the
usage scenario, the sound pressure level of the am-
bient sound signal, and the energy distribution and
the spectral distribution of the ambient sound signal
comprises one or more of:

performing an enhancement processing on the
voice signal in the ambient sound signal;

performing an EQ compensation processing on
a voice signal band in the ambient sound signal;
not performing the active noise cancellation, or
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performing the active noise cancellation
processing on the ambient sound signal;
turning down the audio signal volume or stop-
ping playing the audio signal; and

not performing wind noise suppression and dy-
namic range adjustment.

A system for controlling an audio playback device,
comprising:

one or more processors;
a memory which is coupled to at least one of the
one or more processors;

wherein the memory is configured to store com-
puter program instructions; when the computer
programinstructions are executed by the atleast
one processor, the system performs a method
for controlling an audio playback device; the
method comprises:

acquiring acceleration data of a user, and ana-
lyzing a usage scenario of the user according to
the acceleration data;

acquiring an ambient sound signal of surround-
ing environment of the user, calculating a sound
pressure level of the ambient sound signal, and
analyzing an energy distribution and an spectral
distribution of the ambient sound signal; and
controlling an audio signal volume of the audio
playback device, an active noise cancellation
level of the audio playback device, and adjust-
ment of the ambient sound signal according to
the usage scenario, the sound pressure level of
the ambient sound signal, and the energy distri-
bution and the spectral distribution of the ambi-
ent sound signal.

The system of claim 11, wherein when the computer
program instructions are executed by the at least
one processor, the system performs the method for
controlling an audio playback device; the method fur-
ther comprises:

acquiring geographic location data of the user;
wherein

analyzing the usage scenario of the user accord-
ing to the acceleration data and the geographic
location data.

The system of claim 12, wherein the adjustment of
the ambient sound signal comprises any one of wind
noise suppression, voice enhancement, dynamic
range adjustment or equalization (EQ) compensa-
tion, or any combination thereof.

The system of claim 13, wherein when executing the
instruction of analyzing the usage scenario of the
user according to the acceleration data and the ge-
ographic location data, the at least one processor
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performs operations of:

determining an environment type of the user ac-
cording to the geographic location data;
calculating a movement speed of the user ac-
cording to the geographic location data;
calculating a cadence value of the user accord-
ing to the acceleration data; and

determining the motion mode of the user accord-
ing to the movement speed and the cadence
value.

The system of claim 14, wherein the environment
types comprise an indoor environment and a road
environment; the motion modes comprise any one
of: a stationary mode, a walking mode, or a trans-
portation mode.

The system of claim 15, wherein when the computer
program instructions are executed by the at least
one processor, the system performs the method for
controlling an audio playback device; the method fur-
ther comprises: determining whether the userisin a
talking mode.

The system of claim 11, wherein when executing the
instruction of acquiring the ambient sound signal of
surrounding environment of the user, the atleastone
processor performs operations of:

acquiring an ambient sound signal of a real-time lo-
cation of the user and acquiring an ambient sound
signal heard at an ear of the user.

The system of claim 15, wherein if the usage sce-
nario is that the user is in the road environment and
in the walking mode, when executing the instruction
of controlling the audio signal volume, the active
noise cancellation level, and the adjustment of the
ambient sound signal of the audio playback device
according to the usage scenario, the sound pressure
level of the ambient sound signal, and the energy
distribution and the spectral distribution of the ambi-
entsound signal, the atleast one processor performs
one or more of:

performing suppressive filtering to a wind noise
signal in the ambient sound signal;

monitoring whether the ambient sound signal
contains a voice signal; if the ambient sound sig-
nal contains a voice signal, performing enhance-
ment processing on the voice signal in the am-
bient sound signal;

performing dynamic range adjustment on the
ambient sound signal according to the sound
pressure level of the ambient sound signal;
performing EQ compensation processing on the
ambient sound signal;

controlling the audio signal volume of the audio
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playback device according to the sound pres-
sure level of the ambient sound signal reaching
a speaker of the audio playback device, so that
the sound pressure level of the audio signal
reaching the speaker and the sound pressure
level of the ambient sound signal reaching the
speaker keep a preset proportion; and

determining, according to the sound pressure
level of the ambient sound signal, whether to
perform active noise cancellation, and if the ac-
tive noise cancellation is to be performed, ad-
justing a noise cancellation level of the active
noise cancellation according to the sound pres-
sure level of the ambient sound signal.

19. The system of claim 15, wherein if the usage sce-

nario is that the user is in the road environment and
in the transportation mode, when executing the in-
struction of controlling the audio signal volume, the
active noise cancellation level, and the adjustment
of the ambient sound signal of the audio playback
device according to the usage scenario, the sound
pressure level of the ambient sound signal, and the
energy distribution and the spectral distribution of
the ambient sound signal, the at least one processor
performs one or more of:

monitoring whether the ambient sound signal
contains the voice signal; if the ambient sound
signal contains a voice signal, performing the
enhancement processing on the voice signal in
the ambient sound signal, and performing the
EQ compensation processing on the voice sig-
nal in the ambient sound signal;

setting the active noise cancellation level to a
highest noise cancellation level, or determining,
according to the sound pressure level of the am-
bientsound signal, whether to perform the active
noise cancellation, and if the active noise can-
cellation is to be performed, adjusting the noise
cancellation level of the active noise cancella-
tion according to the sound pressure level of the
ambient sound signal;

controlling the audio signal volume of the audio
playback device according to the sound pres-
sure level of the ambient sound signal reaching
the speaker of the audio playback device, so
that the sound pressure level of the audio signal
reaching the speaker and the sound pressure
level of the ambient sound signal reaching the
speaker keep the preset proportion;

not performing the wind noise suppression; and
monitoring whether the sound pressure level of
the ambient sound signal is greater than a preset
upper limit of the sound pressure level or less
than a preset lower limit of the sound pressure
level; if the sound pressure level of the ambient
sound signal is greater than the preset upper
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limit of the sound pressure level, performing at-
tenuation processing on the ambient sound sig-
nal; and if the sound pressure level of the am-
bient sound signal is less than the preset lower
limit of the sound pressure level, performing am-
plification processing on the ambient sound sig-
nal.

20. The system of claim 15, wherein if the usage sce-

nario is that the user is in the indoor environment
and in the stationary mode and the talking mode,
when executing the instruction of controlling the au-
dio signal volume, the active noise cancellation level,
and the adjustment of the ambient sound signal of
the audio playback device according to the usage
scenario, the sound pressure level of the ambient
sound signal, and the energy distribution and the
spectral distribution of the ambient sound signal, the
at least one processor performs one or more of:

performing the enhancement processing on the
voice signal in the ambient sound signal;
performing the EQ compensation processing on
a voice signal band in the ambient sound signal;
not performing the active noise cancellation, or
performing the active noise cancellation
processing on the ambient sound signal;
turning down the audio signal volume or stop-
ping playing the audio signal; and

not performing the wind noise suppression and
the dynamic range adjustment.

21. A computer program product, when executed by a

processor, being capable of implementing the meth-
od for controlling an audio playback device of any
one of claims 1 to 10.
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401: A usage scenario of a user is analyzed

402:An ambient sound signal of surrounding environment of the user
is acquired, a sound pressure level of the ambient sound signal is
calculated, and an energy distribution and an spectral distribution of

the ambient sound signal is analyzed

403:The operation of the audio signal volume adjustment module,
the active noise cancellation module, and the ambient sound
adjustment module of the audio playback device is controlled
according to the usage scenario, the sound pressure level of the
ambient sound signal, and the energy distribution and the spectral

distribution of the ambient sound signal
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