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(54) THIRD-PARTY ACCESSIBLE APPLICATION PROGRAMMING INTERFACE FOR GENERATING 
3D SYMBOLOGY

(57) A system (100) that employs a third-party ac-
cessible application programming interface (API) to gen-
erate symbology for a three-dimensional view (400; 500)
is disclosed. In embodiments, the third-party accessible
API (230) is running on or configured to communicate
with at least one controller (206, 214, 224) for an aircraft
display system. The third-party accessible API is config-
ured to receive a set of parameters for generating

three-dimensional symbology. The controller is config-
ured to receive the three-dimensional symbology from
the third-party accessible API. The controller is further
configured to generate a three-dimensional view that in-
cludes proprietary symbology and the three-dimensional
symbology from the third-party accessible API at a dis-
play of the aircraft display system.
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Description

BACKGROUND

[0001] Open system architecture (OSA) is a key selling
point of modern avionics systems, allowing original
equipment manufacturers (OEMs) to self-develop, or
contract third-parties, to create functionality which can
be seamlessly incorporated into the avionics human-ma-
chine interface (HMI). While several application program-
ming interfaces (APIs) and development tool kits exist,
there is no such interface for incorporating externally gen-
erated symbology into three-dimensional views (e.g., the
three-dimensional imagery of a synthetic vision system
(SVS), or the like).

SUMMARY

[0002] A system that employs a third-party accessible
application programming interface (API) to generate
symbology for a three-dimensional view is disclosed. In
embodiments, the third-party accessible API is running
on or configured to communicate with at least one con-
troller for an aircraft display system. The third-party ac-
cessible API is configured to receive a set of parameters
for generating three-dimensional symbology. The con-
troller is configured to receive the three-dimensional sym-
bology from the third-party accessible API. The controller
is further configured to generate a three-dimensional
view that includes proprietary symbology and the three-
dimensional symbology from the third-party accessible
API at a display of the aircraft display system.
[0003] A method that employs a third-party accessible
API to generate symbology for a three-dimensional view
is also disclosed. In embodiments of the method, a set
of parameters for generating three-dimensional symbol-
ogy is received via the third-party accessible API. The
three-dimensional symbology generated by the API is
transmitted to an aircraft display system including at least
one display. A three-dimensional view that includes pro-
prietary symbology and the three-dimensional symbolo-
gy from the third-party accessible API is then generated
at the display.
[0004] This Summary is provided solely as an intro-
duction to subject matter that is fully described in the
Detailed Description and Drawings. The Summary
should not be considered to describe essential features
nor be used to determine the scope of the Claims. More-
over, it is to be understood that both the foregoing Sum-
mary and the following Detailed Description are example
and explanatory only and are not necessarily restrictive
of the subject matter claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The detailed description is described with ref-
erence to the accompanying figures. The use of the same
reference numbers in different instances in the descrip-

tion and the figures may indicate similar or identical items.
Various embodiments or examples ("examples") of the
present disclosure are disclosed in the following detailed
description and the accompanying drawings. The draw-
ings are not necessarily to scale. In general, operations
of disclosed processes may be performed in an arbitrary
order, unless otherwise provided in the claims. In the
drawings:

FIG. 1A is an illustration of an aircraft environment
that may employ a third-party accessible application
programming interface (API) to generate symbology
for a three-dimensional view, in accordance with ex-
ample embodiments of this disclosure;

FIG. 1B is an illustration of an unmanned aerial ve-
hicle (UAV) control station that may employ a third-
party accessible API to generate symbology for a
three-dimensional view, in accordance with example
embodiments of this disclosure;

FIG. 2A is a block diagram illustrating an aircraft dis-
play system that employs a third-party accessible
API to generate symbology for a three-dimensional
view, in accordance with example embodiments of
this disclosure;

FIG. 2B is a block diagram illustrating an aircraft dis-
play system that employs a third-party accessible
API to generate symbology for a three-dimensional
view, in accordance with example embodiments of
this disclosure;

FIG. 3 is a block diagram illustrating connectivity be-
tween third-party clients and a third-party accessible
API, such as the third-party accessible API illustrated
in FIGS. 2A and 2B, in accordance with example
embodiments of this disclosure;

FIG. 4 illustrates a three-dimensional map view that
can be presented via a display of an aircraft display
system, such as the aircraft display system illustrat-
ed in FIGS. 2A and 2B, in accordance with example
embodiments of this disclosure;

FIG. 5A illustrates multiple layers of a portion of a
three-dimensional view that can be presented via a
display of an aircraft display system, such as the
aircraft display system illustrated in FIGS. 2A and
2B, in accordance with example embodiments of this
disclosure;

FIG. 5B illustrates the three-dimensional view with-
out a priority scheme, in accordance with example
embodiments of this disclosure;

FIG. 5C illustrates the three-dimensional view with
an implemented priority scheme, in accordance with
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example embodiments of this disclosure;

FIG. 6A is a flow diagram illustrating an example
embodiment of a method that employs a third-party
accessible API to generate symbology for a three-
dimensional view;

FIG. 6B is a flow diagram illustrating additional steps
of the method illustrated in FIG. 6A, in accordance
with example embodiments of this disclosure;

FIG. 6C is a flow diagram illustrating additional steps
of the method illustrated in FIG. 6A, in accordance
with example embodiments of this disclosure; and

FIG. 6D is a flow diagram illustrating additional steps
of the method illustrated in FIG. 6A, in accordance
with example embodiments of this disclosure.

DETAILED DESCRIPTION

[0006] Before explaining one or more embodiments of
the disclosure in detail, it is to be understood that the
embodiments are not limited in their application to the
details of construction and the arrangement of the com-
ponents or steps or methodologies set forth in the follow-
ing description or illustrated in the drawings. In the fol-
lowing detailed description of embodiments, numerous
specific details may be set forth in order to provide a more
thorough understanding of the disclosure. However, it
will be apparent to one of ordinary skill in the art having
the benefit of the instant disclosure that the embodiments
disclosed herein may be practiced without some of these
specific details. In other instances, well-known features
may not be described in detail to avoid unnecessarily
complicating the instant disclosure.
[0007] As used herein a letter following a reference
numeral is intended to reference an embodiment of the
feature or element that may be similar, but not necessarily
identical, to a previously described element or feature
bearing the same reference numeral (e.g., 1, 1a, 1b).
Such shorthand notations are used for purposes of con-
venience only and should not be construed to limit the
disclosure in any way unless expressly stated to the con-
trary.
[0008] Further, unless expressly stated to the contrary,
"or" refers to an inclusive or and not to an exclusive or.
For example, a condition A or B is satisfied by anyone of
the following: A is true (or present) and B is false (or not
present), A is false (or not present) and B is true (or
present), and both A and B are true (or present).
[0009] In addition, use of "a" or "an" may be employed
to describe elements and components of embodiments
disclosed herein. This is done merely for convenience
and "a" and "an" are intended to include "one" or "at least
one," and the singular also includes the plural unless it
is obvious that it is meant otherwise.
[0010] Finally, as used herein any reference to "one

embodiment" or "some embodiments" means that a par-
ticular element, feature, structure, or characteristic de-
scribed in connection with the embodiment is included in
at least one embodiment disclosed herein. The appear-
ances of the phrase "in some embodiments" in various
places in the specification are not necessarily all referring
to the same embodiment, and embodiments may include
one or more of the features expressly described or in-
herently present herein, or any combination of sub-com-
bination of two or more such features, along with any
other features which may not necessarily be expressly
described or inherently present in the instant disclosure.
[0011] A system and method that employ a third-party
accessible application programming interface (API) to
generate symbology for a three-dimensional (3D) view
are disclosed. While several APIs and development tool
kits exist, there is no such interface for incorporating ex-
ternally generated symbology into 3D views (e.g., the 3D
imagery of a synthetic vision system (SVS), or the like).
Consequently, there is a need for an API that allows an
external entity to implement applications which can draw
position and context sensitive symbology (both static or
dynamically moving symbols) into a SVS image or any
other 3D view. For example, an avionics system may
provide information to an external entity (e.g., client serv-
er/device) defining the geo-referenced volume being dis-
played. The external entity can then use the received
contextual framework to decide which symbology should
be displayed and where it should be placed in the image.
The symbology may be sent in the form of widget runtime
parameters to a graphics server/controller that renders
the 3D view. The graphics server/controller can use the
runtime parameters along with statically defined widget
parameters to render and scale the third-party symbology
into a combined image (e.g., a 3D view) that includes a
mixture of proprietary symbology and the third-party sym-
bology.
[0012] In embodiments, the system may include an API
hosted by a remote/local server provides clients that pro-
vides client servers/devices with the ability to submit geo-
referenced draw commands (e.g., latitude, longitude, al-
titude) in place of pixel position coordinates (e.g., x, y, z
coordinates). The API can be configured to generate 3D
symbologies in the form of 3D widgets to be used as
building blocks for 3D features of a SVS image or any
other 3D view. In embodiments, the system can also in-
clude performance management resources that charac-
terizes building block widgets to allow worst case execu-
tion time to be established. The system may further allow
for partitioning of core safety-critical functionality sepa-
rate from third-party software to allow graceful degrada-
tion should third-party software fail.
[0013] FIG. 1A illustrates an example embodiment of
an aircraft environment 100 in which a system and meth-
od that employ a third-party accessible API to generate
symbology for a 3D view can be implemented. For ex-
ample, the aircraft environment 100 (e.g., a cockpit) in-
cludes one or more displays that can be employed to
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present 3D views (e.g., 3D maps, SVS views, and the
like). The aircraft environment 100 in FIG. 1A is shown
to include at least one primary flight display 102 and at
least one multi-function display 104 that are viewable by
a flight crew member (e.g., pilot). In some embodiments,
the aircraft environment 100 may further include at least
one primary/secondary flight display 106 that is viewable
by another flight crew member (e.g., co-pilot). The aircraft
environment 100 illustrated in FIG. 1A illustrates an ex-
ample embodiment. However, in other embodiments, the
aircraft 100 environment can include any number of dis-
play devices (e.g., one, two, three, or more displays) in-
cluding, but not limited to, one or more primary flight dis-
plays, secondary flight displays, and/or multi-function
displays.
[0014] The system and method that employ a third-
party accessible API to generate symbology for a 3D view
can also be implemented in unmanned aerial vehicle
(UAV) systems. For example, FIG. 1B illustrates an ex-
ample embodiment of a UAV control station 108 in which
a system and method that employ a third-party accessi-
ble API to generate symbology for a 3D view may be
implemented. The UAV control station 108 may include
any number of displays. For example, the UAV control
station 108 in FIG. 1B is shown to include a first display
110 and a second display 112. In some embodiments,
the UAV control station 108 is portable (e.g., as illustrated
in FIG. 1 B). In other embodiments, the UAV control sta-
tion 108 may be within a facility or a moving vehicle (e.g.,
van, truck, boat, other aircraft, etc.).
[0015] Referring now to FIGS. 2A and 2B, a system
200 that employs a third-party accessible API to generate
symbology for a 3D view is illustrated schematically, in
accordance with an embodiment of this disclosure. The
system 200 includes an aircraft display system 202 hav-
ing at least one display 204. For example, the display
204 may be a primary flight display (e.g., display 102 or
106), a multi-function display (e.g., display 104), or any
other type of aircraft display (e.g., another onboard dis-
play, a UAV controller display 110/112, or the like). The
aircraft display system 202 may further include a control-
ler 206, memory 208, and a communications interface
210.
[0016] The controller 206 provides processing func-
tionality for at least the aircraft display system 202 and
can include any number of processors, micro-controllers,
circuitry, field programmable gate array (FPGA) or other
processing systems, and resident or external memory
for storing data, executable code, and other information
accessed or generated by the aircraft display system
202. The controller 206 can execute one or more software
programs embodied in a non-transitory computer read-
able medium (e.g., memory 208) that implement tech-
niques described herein. The controller 206 is not limited
by the materials from which it is formed or the processing
mechanisms employed therein and, as such, can be im-
plemented via semiconductor(s) and/or transistors (e.g.,
using electronic integrated circuit (IC) components), and

so forth.
[0017] The memory 208 can be an example of tangible,
computer-readable storage medium that provides stor-
age functionality to store various data and/or program
code associated with operation of the aircraft display sys-
tem 202/controller 206, such as software programs
and/or code segments, or other data to instruct the con-
troller 206, and possibly other components of the aircraft
display system 202, to perform the functionality de-
scribed herein. Thus, the memory 208 can store data,
such as a program of instructions for operating the aircraft
display system 202, including its components (e.g., dis-
play 204, controller 206, communication interface 210,
etc.), and so forth. It should be noted that while a single
memory 208 is described, a wide variety of types and
combinations of memory (e.g., tangible, non-transitory
memory) can be employed. The memory 208 can be in-
tegral with the controller 206, can comprise stand-alone
memory, or can be a combination of both. Some exam-
ples of the memory 208 can include removable and non-
removable memory components, such as random-ac-
cess memory (RAM), read-only memory (ROM), flash
memory (e.g., a secure digital (SD) memory card, a mini-
SD memory card, and/or a micro-SD memory card), sol-
id-state drive (SSD) memory, magnetic memory, optical
memory, universal serial bus (USB) memory devices,
hard disk memory, external memory, and so forth.
[0018] The communication interface 210 can be oper-
atively configured to communicate with components of
the aircraft display system 202. For example, the com-
munication interface 210 can be configured to retrieve
data from the controller 206 or other devices (e.g., aircraft
server 212, remote server 222, etc.), transmit data for
storage in the memory 208, retrieve data from storage in
the memory 208, and so forth. The communication inter-
face 210 can also be communicatively coupled with the
controller 206 to facilitate data transfer between compo-
nents of the aircraft display system 202 and the controller
206. It should be noted that while the communication
interface 210 is described as a component of the aircraft
display system 202, one or more components of the com-
munication interface 210 can be implemented as external
components communicatively coupled to the aircraft dis-
play system 202 via a wired and/or wireless connection.
The aircraft display system 202 can also include and/or
connect to one or more input/output (I/O) devices (e.g.,
via the communication interface 210), such as display
204, a mouse, a trackball, a trackpad, a joystick, a line
select device, a touchpad, a touchscreen, a keyboard, a
keypad, a microphone (e.g., for voice commands) and
so on. In embodiments, the communication interface 210
includes or is coupled to a transmitter, receiver, trans-
ceiver, physical connection interface, or any combination
thereof.
[0019] The communication interface 210 may facilitate
connectivity between the aircraft display system 202 and
an aircraft server 212. For example, the communication
interface 210 can be configured to communicate directly
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with the aircraft server 212 (e.g., via an ad-hoc connec-
tion), or may be configured to communicate with the air-
craft server 212 over a network (e.g., a wired/wireless
network).
[0020] The communication interface 210 may also fa-
cilitate connectivity between the aircraft display system
202 and a remote server 222. For example, the commu-
nication interface 210 can be configured to receive wire-
less communications from the remote server 222 (e.g.,
over an internet connection, cellular communications
link, satellite communications link, or the like). In some
embodiments, the connectivity between the aircraft dis-
play system 202 and the remote server 222 is at least
partially established by the aircraft server 212. For ex-
ample, the aircraft server 212 may be configured to com-
municate with the remote server 222 (during or prior to
flight) and configured to communicate data and/or display
signals to the aircraft display system 202 based on data
received from the remote server 222.
[0021] In embodiments, the aircraft server 212 in-
cludes a controller 214, memory 216, and a communica-
tion interface 220. The controller 214 provides process-
ing functionality for at least the aircraft server 212 and
can include any number of processors, micro-controllers,
circuitry, field programmable gate array (FPGA) or other
processing systems, and resident or external memory
for storing data, executable code, and other information
accessed or generated by the aircraft server 212. The
controller 214 can execute one or more software pro-
grams embodied in a non-transitory computer readable
medium (e.g., memory 216) that implement techniques
described herein. The controller 214 is not limited by the
materials from which it is formed or the processing mech-
anisms employed therein and, as such, can be imple-
mented via semiconductor(s) and/or transistors (e.g., us-
ing electronic integrated circuit (IC) components), and so
forth.
[0022] The memory 216 can be an example of tangible,
computer-readable storage medium that provides stor-
age functionality to store various data and/or program
code (e.g., a 3D image rendering application 218) asso-
ciated with operation of the aircraft server 212/controller
214, such as software programs and/or code segments,
or other data to instruct the controller 214, and possibly
other components of the aircraft server 212, to perform
the functionality described herein. Thus, the memory 216
can store data, such as a program of instructions for op-
erating the aircraft server 212, including its components
(e.g., controller 214, communication interface 220, etc.),
and so forth. It should be noted that while a single memory
216 is described, a wide variety of types and combina-
tions of memory (e.g., tangible, non-transitory memory)
can be employed. The memory 216 can be integral with
the controller 214, can comprise stand-alone memory,
or can be a combination of both. Some examples of the
memory 216 can include removable and non-removable
memory components, such as random-access memory
(RAM), read-only memory (ROM), flash memory (e.g., a

secure digital (SD) memory card, a mini-SD memory
card, and/or a micro-SD memory card), solid-state drive
(SSD) memory, magnetic memory, optical memory, uni-
versal serial bus (USB) memory devices, hard disk mem-
ory, external memory, and so forth.
[0023] The communication interface 220 can be oper-
atively configured to communicate with components of
the aircraft server 212. For example, the communication
interface 220 can be configured to retrieve data from the
controller 214 or other devices (e.g., aircraft display sys-
tem 202, remote server 222, etc.), transmit data for stor-
age in the memory 216, retrieve data from storage in the
memory 216, and so forth. The communication interface
220 can also be communicatively coupled with the con-
troller 214 to facilitate data transfer between components
of the aircraft server 212 and the controller 214. It should
be noted that while the communication interface 220 is
described as a component of the aircraft server 212, one
or more components of the communication interface 220
can be implemented as external components communi-
catively coupled to the aircraft server 212 via a wired
and/or wireless connection. The aircraft server 212 can
also include and/or connect to one or more input/output
(I/O) devices (e.g., via the communication interface 220),
such as a display, a mouse, a trackball, a trackpad, a
joystick, a line select device, a touchpad, a touchscreen,
a keyboard, a keypad, a microphone (e.g., for voice com-
mands) and so on. In embodiments, the communication
interface 220 includes or is coupled to a transmitter, re-
ceiver, transceiver, physical connection interface, or any
combination thereof.
[0024] In embodiments, the remote server 222 also in-
cludes a controller 224, memory 226, and a communica-
tion interface 232. The controller 224 provides process-
ing functionality for at least the remote server 222 and
can include any number of processors, micro-controllers,
circuitry, field programmable gate array (FPGA) or other
processing systems, and resident or external memory
for storing data, executable code, and other information
accessed or generated by the remote server 222. The
controller 224 can execute one or more software pro-
grams embodied in a non-transitory computer readable
medium (e.g., memory 226) that implement techniques
described herein. The controller 224 is not limited by the
materials from which it is formed or the processing mech-
anisms employed therein and, as such, can be imple-
mented via semiconductor(s) and/or transistors (e.g., us-
ing electronic integrated circuit (IC) components), and so
forth.
[0025] The memory 226 can be an example of tangible,
computer-readable storage medium that provides stor-
age functionality to store various data and/or program
code (e.g., client monitoring application 228, API 230,
etc.) associated with operation of the remote server
222/controller 224, such as software programs and/or
code segments, or other data to instruct the controller
224, and possibly other components of the remote server
222, to perform the functionality described herein. Thus,
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the memory 226 can store data, such as a program of
instructions for operating the remote server 222, includ-
ing its components (e.g., controller 224, communication
interface 232, etc.), and so forth. It should be noted that
while a single memory 226 is described, a wide variety
of types and combinations of memory (e.g., tangible, non-
transitory memory) can be employed. The memory 226
can be integral with the controller 224, can comprise
stand-alone memory, or can be a combination of both.
Some examples of the memory 226 can include remov-
able and non-removable memory components, such as
random-access memory (RAM), read-only memory
(ROM), flash memory (e.g., a secure digital (SD) memory
card, a mini-SD memory card, and/or a micro-SD mem-
ory card), solid-state drive (SSD) memory, magnetic
memory, optical memory, universal serial bus (USB)
memory devices, hard disk memory, external memory,
and so forth.
[0026] The communication interface 232 can be oper-
atively configured to communicate with components of
the remote server 222. For example, the communication
interface 232 can be configured to retrieve data from the
controller 224 or other devices (e.g., aircraft display sys-
tem 202, aircraft server 212, etc.), transmit data for stor-
age in the memory 226, retrieve data from storage in the
memory 226, and so forth. The communication interface
232 can also be communicatively coupled with the con-
troller 224 to facilitate data transfer between components
of the remote server 222 and the controller 224. It should
be noted that while the communication interface 232 is
described as a component of the remote server 222, one
or more components of the communication interface 232
can be implemented as external components communi-
catively coupled to the remote server 222 via a wired
and/or wireless connection. The remote server 222 can
also include and/or connect to one or more input/output
(I/O) devices (e.g., via the communication interface 232),
such as a display, a mouse, a trackball, a trackpad, a
joystick, a line select device, a touchpad, a touchscreen,
a keyboard, a keypad, a microphone (e.g., for voice com-
mands) and so on. In embodiments, the communication
interface 232 includes or is coupled to a transmitter, re-
ceiver, transceiver, physical connection interface, or any
combination thereof.
[0027] The aircraft display system 202 is configured to
present a 3D view, such as the 3D view 400 illustrated
in FIG. 4, via the display 204. In embodiments, the 3D
view 400 is a moving 3D view. For example, the 3D view
may be referenced to a predetermined reference point,
a selected reference point, a reference point on the air-
craft (e.g., nose, center, or tail of the aircraft), a pilot point
of view, or an unmanned aerial vehicle point of view (e.g.,
camera location), or the like. In some embodiments, the
3D view 400 is a 3D moving map and/or a synthetic vision
moving map. For example, the 3D view 400 may include
3D topographical and obstacle representations.
[0028] The controller 206 may be configured to gener-
ate the 3D view 400 at the display 204 based on map

data and/or synthetic vision data retrieved from memory
208 and/or memory 216. For example, in an embodiment,
the controller 206 is configured to receive the map data
and/or synthetic vision data from the aircraft server 212
and store the map data and/or synthetic vision data in
memory 208, where the controller 206 is then configured
to generate the 3D view 400 at the display 204 based on
the map data and/or synthetic vision data. In another em-
bodiment, the map data and/or synthetic vision data is
preloaded in the memory 208 of the aircraft display sys-
tem 202, and the controller 206 may be configured to
generate the 3D view 400 at the display 204 with/without
communicating with the aircraft server 212. In yet another
embodiment, the controller 214 of the aircraft server 212
(or controller 224 of the remote server 222) is configured
to transmit instructions and/or display signals based on
the map data and/or synthetic vision data to the aircraft
display system 202 that cause the controller 206 to gen-
erate the 3D view 400 at the display 204. In this regard,
controller 214/224 can be configured to execute a 3D
image rendering application 218 from a respective mem-
ory 216/226, thereby causing the controller 214/224 to
transmit instructions and/or display signals based on the
map data and/or synthetic vision data to the aircraft dis-
play system 202 that cause the controller 206 to generate
the 3D view 400 at the display 204.
[0029] The map data and/or synthetic vision data may
include, but is not limited to, geographic information (e.g.,
geographical maps, topographical maps, satellite image-
ry, etc.), predetermined obstacle information (e.g., stored
obstacle coordinates, elevations, types, statuses, etc.),
flight plans or paths, and so forth. In some embodiments,
the aircraft display system 202 and/or the aircraft server
212 can be configured to receive updates from the remote
server 222. For example, the remote server 222 may be
configured to periodically update the map data and/or
synthetic vision data stored in the memory 216 of the
aircraft server 212 or the memory 208 of the aircraft dis-
play system 202 with updates on the remote server 222.
The map data and/or synthetic vision data may be up-
dated on a schedule (e.g., daily, weekly, monthly, quar-
terly, yearly, or the like) or on demand (e.g., manually).
Typically, updates will occur on ground (prior to flight),
but in some instances, the remote server 222 may be
configured to transmit updates during flight. In other em-
bodiments, the map data and/or synthetic vision data
stored by the aircraft display system 202 and/or the air-
craft server 212 can be updated via portable media (e.g.,
flash drive, thumb drive, USB drive, external hard drive,
memory card (e.g., SD-card), CD/DVD, or the like).
[0030] In embodiments, the remote server 222 hosts
the third-party accessible API 230 that allows third-party
client devices/servers to generate and/or upload 3D sym-
bologies that can be integrated into a 3D view generated
via the 3D image rendering application 218. As shown in
FIG. 3, the third-party accessible API 230 can be config-
ured to receive a set of parameters for generating 3D
symbology (e.g., a 3D widget) from one or more client
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devices/servers (e.g., clients 302, 304, 306, 308, etc.).
The set of parameters transmitted by a client device/serv-
er may include the 3D symbology itself or a set of com-
mands for generating the 3D symbology. For example,
in embodiments, the 3D symbology is a 3D widget based
on 3D graphics primitives. In some embodiments, the
client-transmitted parameters further include positioning
information for the 3D symbology, such as geo-refer-
enced drawing coordinates/commands (e.g., latitude,
longitude and/or altitude coordinates/commands). The
API 230 can alternatively or additionally be configured to
accept x-y-z coordinates, or the like). When 3D interface
is via vertex positions, if the image is a composite of mul-
tiple clients, it may require each client to be synchronized
on the conversion from the world being rendered and the
pixel-based 3D world. To avoid this, the API 230 may
employ an interface that utilizes 3D symbology/widget
position in latitude, longitude, and altitude coordinates,
an identification (ID) for each 3D symbology/widget, and
a priority level for each 3D symbology/widget position
(e.g., for image layering, adjustable viewing characteris-
tics (e.g., size and/or transparency), etc.). In some em-
bodiments, the client-transmitted parameters may further
include, but are not limited to, a priority level, transpar-
ency setting, layer position, processor and/or memory
utilization, or any combination thereof.
[0031] The API 230 and associated server software
may be configured to project an anchor point for the 3D
symbology/widget (e.g., in latitude, longitude and altitude
coordinates) into a relative pixel position based on the
current scene. The API 230 may be configure configured
to project the remaining vertices of the 3D symbolo-
gy/widget into the current scene. Layer visibility of the
3D symbology/widget may be based on location relative
to user eye point and priority level/ranking of the 3D sym-
bology/widget. In some embodiments, the 3D symbology
404 from the API 230 is always lower priority than the
proprietary symbology 402. In this regard, the 3D sym-
bology 404 may be shown with greater transparency or
at a lower layer of the 3D view 400 (e.g., underneath or
behind the proprietary symbology 402) when the 3D sym-
bology 404 and the proprietary symbology 402 have
overlapping positions.
[0032] With reference to the topology 300 illustrated in
FIG. 3, in some embodiments, interface parameters for
the system 200 include, but are not limited to, the follow-
ing. From the server 222 hosting the API 230 examples
may include: Center of Interest (e.g., latitude and longi-
tude coordinates); Area being rendered (e.g., Frustum);
X/Y/Z screen position based on some inline frame
(Iframe) from the image so the third-party can know what
is being drawn on the screen (e.g., Exo, Ego, Overhead).
From a client device/server (e.g., client 302, 304, 306, or
308) examples may include: Widget ID (e.g., identifica-
tion of the 3D symbology/widget being referenced); and
Runtime Modifiable Parameters, such as Widget De-
scription (e.g., 3D Vectors correlated to texture coordi-
nates and a list of triangle faces), Position (e.g., either

latitude, longitude, and altitude coordinates, or position
relative to the Center of Interest), Priority (e.g., a numeric
value representing priority). In an example, 1 is the high-
est priority and 256 is lowest; however, any range of num-
bers may be used. The system 200 may assign the pri-
ority to be used by clients to ensure that higher priority
items will display even when lower priority items attempt
to block. In some embodiments, the API 230 may be fur-
ther configured with transparency data that allows a cli-
ent, when necessary, to present objects that can be set
to allow objects behind it in the rendering to be seen
through the closer object. In some embodiments, the API
230 may be further configured with Time of Validity (TOV)
parameters that allow the main application (e.g., 3D im-
age rendering application 218) to determine if messag-
es/updates including or from 3D symbologies/widgets
have been received out of order, or if the current message
has gone stale. In embodiments, the 3D symbolo-
gies/widgets may be configured to send changes to up-
date the runtime modifiable parameters so a new large
"scene" doesn’t have to be re-sent.
[0033] Controller 214/224 may be configured to re-
ceive the 3D symbology from the third-party accessible
API 230. For example, the 3D symbology and associated
parameters may be supplied in the form of updates to
map data and/or synthetic vision data from the API 230
to 3D image rendering application 218. As shown in
FIGS. 2A and 2B, the 3D image rendering application
218 and the API 230 may be hosted by the same server
(e.g., both hosted by the aircraft server 212 or the remote
server 222). In other embodiments, the 3D image ren-
dering application 218 and the API 230 may be distributed
between the aircraft server 212 and the remote server
222, respectively, or vice versa. As shown in FIG. 4, con-
troller 214/224 may be further configured to generate a
3D view 400 at the display 204 that includes proprietary
symbology 402 and 3D symbology 404 from the third-
party accessible API 230.
[0034] Typically, any use of a widget to rendering con-
cept is not focused on measuring deterministic perform-
ance. However, a 3D widget set built upon 3D graphics
primitives allows for a deterministic description of the ob-
ject (i.e., the 3D symbology/widget). Employing a deter-
ministic 3D symbology/widget allows worst case execu-
tion and resource utilization to be established. In some
embodiments, each 3D primitive may have a table that
includes measured: local processor utilization; local
memory utilization; graphics processor utilization; and/or
graphics memory utilization. In some embodiments, each
3D symbology/widget may also have an associated table
that includes total local and graphics processor utilization
and/or total memory utilization.
[0035] In some embodiments, controller 214/224 is
configured to determine processor and/or memory utili-
zation of the 3D symbology/widget based on 3D graphics
primitives for the 3D symbology/widget. Controller
214/224 may be further configured to selectively exclude
the 3D symbology/widget from the 3D view when the
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processor and/or memory utilization exceeds a threshold
percentage of available processor and/or memory re-
sources.
[0036] Typical 3D rendering reduces frame rate (a fail-
ure case in safety application) when there are too many
drawing elements. However, there is a need to support
client applications without risk of reduced frame rate. In
some embodiments, the client monitoring application
running 228 on server 222/212 can be configured to
maintain a list of accepted clients, ensuring only those
clients expected in the system can connect, preventing
erroneous performance due to additional clients. The cli-
ents may be assigned a safety priority used to determine
order of load shed in the event of resource overrun.
[0037] The client monitoring application 228 may be
further configured to track or maintain a list/database with
a performance configuration for each client and maxi-
mum processing and memory utilization allowed for each
application. This will allow the server 222/212, during
runtime, to reject requests to draw more objects than the
performance of the system can allow. This can help pre-
vent a limit to a specific number of each type of widget,
instead allowing any acceptable list of widgets in a scene
as long as there are enough processor and memory re-
sources.
[0038] In some embodiments, the client monitoring ap-
plication 228 also maintains a list of 3D symbolo-
gies/widgets allocated to each client. The 3D symbolo-
gies/widgets built from multiple primitives may be loaded
statically. The server 222/212 can be configured to com-
pute the processing and memory for each 3D symbolo-
gy/widget the client will use. Each 3D symbology/widget
may have a layering priority from a block of values as-
signed to the client. The server 222/212 may be config-
ured to stop processing any 3D symbologies/widgets that
cause the performance configuration to be exceeded. In
such instances, the server 222/212 may be configured
to send a message to the client to notify the client that a
failure associated with one or more of the client’s 3D sym-
bologies/widgets occurred.
[0039] In some embodiments, controller 214/224 is
configured to selectively exclude the 3D symbology from
the three-dimensional view when the 3D symbology has
an overlapping location with a higher priority symbology.
Alternatively, controller 214/224 may be configured to
increase transparency or decrease layer position of the
3D symbology within the 3D view when the 3D symbology
has an overlapping location with a higher priority sym-
bology. For example, FIG. 5A shows layers of a 3D view
500 including 3D symbologies 504 and 506 at the same
location 502. In the example shown in FIG. 5A, symbol-
ogy 504 is lower priority than symbology 506. Further-
more, in the example, symbology 504 has transparency
features enabled, while symbology 506 does not have
enabled transparency features. FIG. 5B shows an exam-
ple of the 3D view without enabled transparency features,
where symbology 504 potentially covers symbology 506
(a higher priority symbology). To avoid such a situation

(which is potentially unsafe), controller 214/224 can be
configured to increase transparency or decrease layer
position of symbology 504 within the 3D view 500 so that
symbology 506 remains visible within the 3D view 500.
For example, symbology 506 may be either moved in
front of symbology 504, or symbology 504 may become
transparent enough for symbology 506 to be seen
through symbology 504.
[0040] In some embodiments, the system 200 further
includes visibility priority for each client to ensure the ren-
dering engine (e.g., 3D image rendering application 218)
can determine which client’s 3D symbology/widget must
be made visible if there is conflict. The visibility priority
may be based on a combination of a critical range pa-
rameter and a priority parameter. In some instances, all
items within the critical range must be displayed, and as
such, any object not in the critical range will have, for
example, transparency or wireframe applied to prevent
interfering with a critical object. In the case of multiple
critical objects in conflict, a "criticality priority" may be
used to determine which objects must be displayed. The
visibility priority may be dynamic, but the static configu-
ration table of clients may be used to set maximum con-
straints. For example, a military system may draw low
priority objects that in certain situations are required to
set to a high priority. In another example, an un-trustwor-
thy client may only be able to have low priority as it cannot
be trusted to set its priority correctly. The server 222 may
also make adjustment to RMP priorities (or just acti-
vate/deactivate). For example, example the user (e.g.,
pilot) could have a client priority turned up higher than its
default to emphasize military symbology over civil sym-
bology. The foregoing examples are provided to illus-
trates the concepts and embodiments disclosed herein
but are not intended as limitations unless otherwise spec-
ified in the claims.
[0041] FIGS. 6A through 6D illustrate example embod-
iments of a method 600 that employs the API 230/system
200 described herein. In general, operations of disclosed
processes (e.g., method 600) may be performed in an
arbitrary order, unless otherwise provided in the claims.
[0042] As shown in FIG. 6A, the method 600 includes
receiving a set of parameters for generating 3D symbol-
ogy via the API 230 (block 602). The 3D symbology gen-
erated by the API 230 is transmitted to an aircraft display
system 202 including at least one display 204 (block 604).
A 3D view that includes proprietary symbology and 3D
symbology from the third-party accessible API 230 is then
generated at the display 204 (block 606).
[0043] As shown in FIG. 6B, in some embodiments,
the method 600 further includes determining processor
and memory utilization of the 3D symbology based on
3D graphics primitives (block 608). The 3D symbology
can then be selectively excluded from the 3D view when
the processor and memory utilization of the 3D symbol-
ogy exceeds a threshold percentage of available proc-
essor and memory resources (block 610). As shown in
FIG. 6C, in other instances, the 3D symbology may be
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selectively excluded from the 3D view when the 3D sym-
bology has an overlapping location with a higher priority
symbology (block 612). As shown in FIG. 6D, alterna-
tively, the transparency of the 3D symbology may be in-
creased or the layer position of the 3D symbology may
be decreased when the 3D symbology has an overlap-
ping location with a higher priority symbology (block 614)
The method 600 may further include any step or opera-
tion implied or required by one or more embodiments of
the API 230/system 200 described herein. The API
230/system 200 can also include any additional compo-
nent or functionality expressed or implied by one or more
embodiments of the method 600.
[0044] It is to be understood that embodiments of the
methods disclosed herein may include one or more of
the steps described herein. Further, such steps may be
carried out in any desired order and two or more of the
steps may be carried out simultaneously with one anoth-
er. Two or more of the steps disclosed herein may be
combined in a single step, and in some embodiments,
one or more of the steps may be carried out as two or
more sub-steps. Further, other steps or sub-steps may
be carried in addition to, or as substitutes to one or more
of the steps disclosed herein.
[0045] Although inventive concepts have been de-
scribed with reference to the embodiments illustrated in
the attached drawing figures, equivalents may be em-
ployed and substitutions made herein without departing
from the scope of the claims. Components illustrated and
described herein are merely examples of a system/de-
vice and components that may be used to implement
embodiments of the inventive concepts and may be re-
placed with other devices and components without de-
parting from the scope of the claims. Furthermore, any
dimensions, degrees, and/or numerical ranges provided
herein are to be understood as non-limiting examples
unless otherwise specified in the claims.

Claims

1. A system (100; 200) for generating symbology for a
three-dimensional view, comprising:

a third-party accessible application program-
ming interface (230) configured to receive a set
of parameters for generating three-dimensional
symbology;
an aircraft display system including at least one
display (102, 104, 106; 204); and
at least one controller (206, 214, 224) configured
to:

receive the three-dimensional symbology
(404; 504, 506) from the third-party acces-
sible application programming interface
(230); and
generate a three-dimensional view (400;

500) at the at least one display, the three-
dimensional view including proprietary
symbology (402) and the three-dimensional
symbology from the third-party accessible
application programming interface.

2. The system of claim 1, wherein the three-dimension-
al view comprises at least one of a three-dimensional
moving map or a synthetic vision moving map.

3. The system of claim 1 or 2, wherein the at least one
display comprises at least one of a primary flight dis-
play (102), a multi-function aircraft display (104), or
an unmanned aerial vehicle controller display (110,
112).

4. The system of any preceding claim, wherein the
three-dimensional symbology comprises a three-di-
mensional widget based on three-dimensional
graphics primitives; optionally
wherein the at least one controller is configured to
determine processor and memory utilization of the
three-dimensional symbology based on the three-
dimensional graphics primitives and is further con-
figured to selectively exclude the three-dimensional
symbology from the three-dimensional view when
the processor and memory utilization exceeds a
threshold percentage of available processor and
memory resources.

5. The system of any preceding claim, wherein the set
of parameters includes geo-referenced drawing co-
ordinates.

6. The system of claim 5, wherein the geo-referenced
drawing coordinates include latitude, longitude and
altitude coordinates.

7. The system of claim 5 or 6, wherein the set of pa-
rameters further includes an identifier and a priority
level for the three-dimensional symbology; optionally
wherein the at least one controller is configured to
selectively exclude the three-dimensional symbolo-
gy from the three-dimensional view when the three-
dimensional symbology has an overlapping location
with a higher priority symbology; or
wherein the at least one controller is configured to
increase transparency or decrease layer position of
the three-dimensional symbology within the three-
dimensional view when the three-dimensional sym-
bology has an overlapping location with a higher pri-
ority symbology.

8. A method (600) of generating symbology for a three-
dimensional view (400; 500), comprising:

receiving (602), via a third-party accessible ap-
plication programming interface (230), a set of
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parameters for generating three-dimensional
symbology;
transmitting (604) the three-dimensional sym-
bology to an aircraft display system including at
least one display (102, 104, 106; 204); and
generating (606) a three-dimensional view (400;
500) at the at least one display, the three-dimen-
sional view including proprietary symbology and
the three-dimensional symbology from the third-
party accessible application programming inter-
face.

9. The method of claim 8, wherein the three-dimension-
al view comprises at least one of a three-dimensional
moving map or a synthetic vision moving map.

10. The method of claim 8 or 9, wherein the at least one
display comprises at least one of a primary flight dis-
play (102), a multi-function aircraft display (104), or
an unmanned aerial vehicle controller display (110,
112).

11. The method of claim 8, 9 or 10, wherein the three-
dimensional symbology comprises a three-dimen-
sional widget based on three-dimensional graphics
primitives.

12. The method of claim 11, further comprising:

determining (608) processor and memory utili-
zation of the three-dimensional symbology
based on the three-dimensional graphics prim-
itives; and
selectively excluding (610) the three-dimension-
al symbology from the three-dimensional view
when the processor and memory utilization ex-
ceeds a threshold percentage of available proc-
essor and memory resources.

13. The method of claim 12, wherein the set of param-
eters includes geo-referenced drawing coordinates.

14. The method of claim 13, wherein the geo-referenced
drawing coordinates include latitude, longitude and
altitude coordinates.

15. The method of claim 13 or 14, wherein the set of
parameters further includes an identifier and a pri-
ority level for the three-dimensional symbology; op-
tionally
selectively excluding (612) the three-dimensional
symbology from the three-dimensional view when
the three-dimensional symbology has an overlap-
ping location with a higher priority symbology; or
increasing transparency or decreasing layer position
(614) of the three-dimensional symbology within the
three-dimensional view when the three-dimensional
symbology has an overlapping location with a higher

priority symbology.
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