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Description
FIELD
[0001] The present disclosure relates to medical de-

vices and systems, and more particularly, systems for
neuronavigation registration and robotic trajectory guid-
ance, and related methods and devices.

BACKGROUND

[0002] Position recognition systems for robot assisted
surgeries are used to determine the position of and track
a particular objectin 3-dimensions (3D). In robot assisted
surgeries, for example, certain objects, such as surgical
instruments, need to be tracked with a high degree of
precision as the instrument is being positioned and
moved by a robot or by a physician, for example.
[0003] Position recognition systems may use passive
and/or active sensors or markers for registering and
tracking the positions of the objects. Using these sensors,
the system may geometrically resolve the 3-dimensional
position of the sensors based on information from or with
respect to one or more cameras, signals, or sensors, etc.
These surgical systems can therefore utilize position
feedback to precisely guide movement of robotic arms
and tools relative to a patients’ surgical site. Thus, there
is a need for a system that efficiently and accurately pro-
vide neuronavigation registration and robotic trajectory
guidance in a surgical environment.

SUMMARY

[0004] According to some embodiments of inventive
concepts, a system includes a processor circuit and a
memory coupled to the processor circuit. The memory
includes machine-readable instructions configured to
cause the processor circuit to determine, based on afirst
image volume comprising an anatomical feature of a pa-
tient, a registration fixture that is fixed with respect to the
anatomical feature of the patient, and a first plurality of
fiducial markers that are fixed with respect to the regis-
tration fixture, determine, for each fiducial marker of the
first plurality of fiducial markers, a position of the fiducial
marker relative to the image volume. The machine-read-
able instructions are further configured to cause the proc-
essor circuit to determine, based on the determined po-
sitions of the first plurality of fiducial markers, a position
and orientation of the registration fixture with respect to
the anatomical feature. The machine-readable instruc-
tions are further configured to cause the processor circuit
to, based on a data frame from a tracking system com-
prising a second plurality of tracking markers that are
fixed with respect to the registration fixture, determine,
for each tracking marker of the second plurality of tracking
markers, a position of the tracking marker. The machine-
readable instructions are further configured to cause the
processor circuit to determine, based on the determined
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positions of the second plurality of tracking markers, a
position and orientation of the registration fixture with re-
spect to a robot arm of a surgical robot. The machine-
readable instructions are further configured to cause the
processor circuit to determine, based on the determined
position and orientation of the registration fixture with re-
spect to the anatomical feature and the determined po-
sition and orientation of the registration fixture with re-
spect to the robot arm, a position and orientation of the
anatomical feature with respect to the robot arm. The
machine-readable instructions are further configured to
cause the processor circuit to control the robot arm based
on the determined position and orientation of the ana-
tomical feature with respect to the robot arm.

[0005] Accordingtosome otherembodiments ofinven-
tive concepts, a computer-implemented method is dis-
closed. The computer-implemented method includes,
based on a firstimage volume comprising an anatomical
feature of a patient, a registration fixture that is fixed with
respect to the anatomical feature of the patient, and a
first plurality of fiducial markers that are fixed with respect
to the registration fixture, determining, for each fiducial
marker of the first plurality of fiducial markers, a position
of the fiducial marker. The computer-implemented meth-
od furtherincludes determining, based on the determined
positions of the first plurality of fiducial markers, a position
and orientation of the registration fixture with respect to
the anatomical feature. The computer-implemented
method further includes, based on a tracking data frame
comprising a second plurality of tracking markers that
are fixed with respect to the registration fixture, determin-
ing, for each tracking marker of the second plurality of
tracking markers, a position of the tracking marker. The
computer-implemented method further includes deter-
mining, based on the determined positions of the second
plurality of tracking markers, a position and orientation
of the registration fixture with respect to a robot arm of a
surgical robot. The computer-implemented method fur-
ther includes determining, based on the determined po-
sition and orientation of the registration fixture with re-
spect to the anatomical feature and the determined po-
sition and orientation of the registration fixture with re-
spect to the robot arm, a position and orientation of the
anatomical feature with respect to the robot arm. The
computer-implemented method further includes control-
ling the robot arm based on the determined position and
orientation of the anatomical feature with respect to the
robot arm.

[0006] Accordingtosome otherembodiments ofinven-
tive concepts, a surgical system is disclosed. The surgi-
cal system includes an intraoperative surgical tracking
computer having a processor circuit and a memory. The
memory includes machine-readable instructions config-
ured to cause the processor circuit to provide a medical
image volume defining an image space. The medical im-
age volume includes an anatomical feature of a patient,
a registration fixture that is fixed with respect to the an-
atomical feature of the patient, and a plurality of fiducial
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markers that are fixed with respect to the registration fix-
ture. The machine-readable instructions are further con-
figured to cause the processor circuit to, based on the
medicalimage volume, determine, for each fiducial mark-
er of the plurality of fiducial markers, a position of the
fiducial marker with respect to the image space. The ma-
chine-readable instructions are further configured to
cause the processor circuit to determine, based on the
determined positions of the plurality of fiducial markers,
a position and orientation of the registration fixture with
respect to the anatomical feature. The machine-readable
instructions are further configured to cause the processor
circuit to provide a tracking data frame defining a tracking
space, the tracking data frame comprising positions of a
first plurality of tracked markers that are fixed with respect
to the registration fixture. The machine-readable instruc-
tions are further configured to cause the processor circuit
to, based on the tracking data frame, determine a position
of the anatomical feature with respect to the first plurality
of tracked markers in the tracking space. The surgical
system further includes a surgical robot having a robot
arm configured to position a surgical end-effector. The
surgical robot further includes a controller connected to
the robot arm. The controller is configured to perform
operations including, based on the tracking data frame,
determining a position of the robot arm with respect to
the tracking space. The controller is configured to per-
form operations including determining, based on the de-
termined position and orientation of the anatomical fea-
ture with respect to the tracking space and the deter-
mined position and orientation of the robot arm with re-
spect to the tracking space, a position and orientation of
the anatomical feature with respect to the robot arm. The
controller is configured to perform operations including
controlling movement of the robot arm based on the de-
termined position and orientation of the anatomical fea-
ture with respect to the robot arm to position the surgical
end-effector relative to a location on the patient to facil-
itate surgery on the patient.

[0007] Other methods and related devices and sys-
tems, and corresponding methods and computer pro-
gram products according to embodiments will be or be-
come apparent to one with skill in the art upon review of
the following drawings and detailed description. It is in-
tended that all such devices and systems, and corre-
sponding methods and computer program products be
included within this description, be within the scope of
the present disclosure, and be protected by the accom-
panying claims. Moreover, it is intended that all embod-
iments disclosed herein can be implemented separately
or combined in any way and/or combination.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are includ-
ed to provide a further understanding of the disclosure
and are incorporated in a constitute a part of this appli-
cation, illustrate certain non-limiting embodiments of in-
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ventive concepts. In the drawings:

FIG. 1A is an overhead view of an arrangement for
locations of a robotic system, patient, surgeon, and
other medical personnel during a surgical procedure,
according to some embodiments;

FIG. 1B is an overhead view of an alternate arrange-
ment for locations of a robotic system, patient, sur-
geon, and other medical personnel during a cranial
surgical procedure, according to some embodi-
ments;

FIG. 2 illustrates a robotic system including position-
ing of the surgical robot and a camera relative to the
patient according to some embodiments;

FIG. 3 is a flowchart diagram illustrating computer-
implemented operations for determining a position
and orientation of an anatomical feature of a patient
with respect to a robot arm of a surgical robot, ac-
cording to some embodiments;

FIG. 4 is a diagram illustrating processing of data for
determining a position and orientation of an anatom-
ical feature of a patient with respect to a robot arm
of a surgical robot, according to some embodiments;
FIGS. 5A-5C illustrate a system for registering an
anatomical feature of a patient using a computerized
tomography (CT) localizer, a frame reference array
(FRA), and a dynamic reference base (DRB), ac-
cording to some embodiments;

FIGS. 6A and 6B illustrate a system for registering
an anatomical feature of a patient using fluoroscopy
(fluoro) imaging, according to some embodiments;
FIG. 7 illustrates a system for registering an anatom-
ical feature of a patient using an intraoperative CT
fixture (ICT) and a DRB, according to some embod-
iments;

FIGS. 8A and 8B illustrate systems for registering
an anatomical feature of a patient using a DRB and
an X-ray cone beam imaging device, according to
some embodiments;

FIG. 9illustrates a system for registering an anatom-
ical feature of a patient using a navigated probe and
fiducials for point-to-point mapping of the anatomical
feature, according to some embodiments;

FIG. 10 illustrates a two-dimensional visualization of
an adjustment range for a centerpoint-arc mecha-
nism, according to some embodiments; and

FIG. 11 illustrates a two-dimensional visualization of
virtual point rotation mechanism, according to some
embodiments.

DETAILED DESCRIPTION

[0009] Itistobe understood thatthe presentdisclosure
is notlimited inits application to the details of construction
and the arrangement of components set forth in the de-
scription herein or illustrated in the drawings. The teach-
ings of the present disclosure may be used and practiced
in other embodiments and practiced or carried out in var-
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ious ways. Also, it is to be understood that the phraseol-
ogy and terminology used herein is for the purpose of
description and should not be regarded as limiting. The
use of "including," "comprising," or "having" and varia-
tions thereof herein is meant to encompass the items
listed thereafter and equivalents thereof as well as addi-
tional items. Unless specified or limited otherwise, the
terms "mounted," "connected," "supported," and "cou-
pled" and variations thereof are used broadly and en-
compass both direct and indirect mountings, connec-
tions, supports, and couplings. Further, "connected" and
"coupled" are not restricted to physical or mechanical
connections or couplings.

[0010] The following discussion is presented to enable
a person skilled in the art to make and use embodiments
of the present disclosure. Various modifications to the
illustrated embodiments will be readily apparent to those
skilled in the art, and the principles herein can be applied
to other embodiments and applications without departing
from embodiments of the present disclosure. Thus, the
embodiments are not intended to be limited to embodi-
ments shown, but are to be accorded the widest scope
consistent with the principles and features disclosed
herein. The following detailed description is to be read
with reference to the figures, in which like elements in
different figures have like reference numerals. The fig-
ures, which are not necessarily to scale, depict selected
embodiments and are not intended to limit the scope of
the embodiments. Skilled artisans will recognize the ex-
amples provided herein have many useful alternatives
and fall within the scope of the embodiments.

[0011] According to some other embodiments, sys-
tems for neuronavigation registration and robotic trajec-
tory guidance, and related methods and devices are dis-
closed. In some embodiments, a first image having an
anatomical feature of a patient, a registration fixture that
is fixed with respect to the anatomical feature of the pa-
tient, and a first plurality of fiducial markers that are fixed
with respect to the registration fixture is analyzed, and a
position is determined for each fiducial marker of the first
plurality of fiducial markers. Next, based on the deter-
mined positions of the first plurality of fiducial markers, a
position and orientation of the registration fixture with re-
spect to the anatomical feature is determined. A data
frame comprising a second plurality of tracking markers
that are fixed with respect to the registration fixture is
also analyzed, and a position is determined for each
tracking marker of the second plurality of tracking mark-
ers. Based on the determined positions of the second
plurality of tracking markers, a position and orientation
of the registration fixture with respect to a robot arm of a
surgical robot is determined. Based on the determined
position and orientation of the registration fixture with re-
spect to the anatomical feature and the determined po-
sition and orientation of the registration fixture with re-
spect to the robot arm, a position and orientation of the
anatomical feature with respect to the robot arm is de-
termined, which allows the robot arm to be controlled
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based on the determined position and orientation of the
anatomical feature with respect to the robot arm.
[0012] Advantages of this and other embodiments in-
clude the ability to combine neuronavigation and robotic
trajectory alignment into one system, with support for a
wide variety of different registration hardware and meth-
ods. For example, as will be described in detail below,
embodiments may support both computerized tomogra-
phy (CT) and fluoroscopy (fluoro) registration tech-
niques, and may utilize frame-based and/or frameless
surgical arrangements. Moreover, in many embodi-
ments, if an initial (e.g. preoperative) registration is com-
promised due to movement of a registration fixture, reg-
istration of the registration fixture (and of the anatomical
feature by extension) can be re-established intraopera-
tively without suspending surgery and re-capturing pre-
operative images.

[0013] Referring now to the drawings, FIG. 1A illus-
trates a surgical robot system 100 in accordance with an
embodiment. Surgical robot system 100 may include, for
example, a surgical robot 102, one or more robot arms
104, a base 106, a display 110, an end-effector 112, for
example, including a guide tube 114, and one or more
tracking markers 118. The robot arm 104 may be mov-
able along and/or about an axis relative to the base 106,
responsive to input from auser, commands received from
aprocessing device, or other methods. The surgical robot
system 100 may include a patient tracking device 116
also including one or more tracking markers 118, which
is adapted to be secured directly to the patient 210 (e.g.,
to a bone of the patient 210). As will be discussed in
greater detail below, the tracking markers 118 may be
secured to or may be part of a stereotactic frame that is
fixed with respect to an anatomical feature of the patient
210. The stereotactic frame may also be secured to a
fixture to prevent movement of the patient 210 during
surgery.

[0014] According to an alternative embodiment, FIG.
1B is an overhead view of an alternate arrangement for
locations of a robotic system 100, patient 210, surgeon
120, and other medical personnel during a cranial surgi-
cal procedure. During a cranial procedure, for example,
the robot 102 may be positioned behind the head 128 of
the patient 210. The robot arm 104 of the robot 102 has
an end-effector 112 that may hold a surgical instrument
108 during the procedure. In this example, a stereotactic
frame 134 is fixed with respect to the patient’s head 128,
and the patient 210 and/or stereotactic frame 134 may
also be secured to a patient base 211 to prevent move-
ment of the patient’'s head 128 with respect to the patient
base 211. In addition, the patient 210, the stereotactic
frame 134 and/or or the patient base 211 may be secured
to the robot base 106, such as via an auxiliary arm 107,
to prevent relative movement of the patient 210 with re-
spect to components of the robot 102 during surgery.
Different devices may be positioned with respect to the
patient’s head 128 and/or patient base 211 as desired to
facilitate the procedure, such as an intra-operative CT
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device 130, an anesthesiology station 132, a scrub sta-
tion 136, a neuro-modulation station 138, and/or one or
more remote pendants 140 for controlling the robot 102
and/or other devices or systems during the procedure.
[0015] The surgical robot system 100 in the examples
of FIGS. 1A and/or 1 B may also use a sensor, such as
acamera 200, forexample, positioned on a camera stand
202. The camera stand 202 can have any suitable con-
figuration to move, orient, and support the camera 200
in a desired position. The camera 200 may include any
suitable camera or cameras, such as one or more cam-
eras (e.g., bifocal or stereophotogrammetric cameras),
able to identify, for example, active or passive tracking
markers 118 (shown as part of patient tracking device
116 in FIG. 2) in a given measurement volume viewable
from the perspective of the camera 200. In this example,
the camera 200 may scan the given measurement vol-
ume and detect the light that comes from the tracking
markers 118 in order to identify and determine the posi-
tion of the tracking markers 118 in three-dimensions. For
example, active tracking markers 118 may include infra-
red-emitting markers that are activated by an electrical
signal (e.g., infrared light emitting diodes (LEDs)), and/or
passive tracking markers 118 may include retro-reflec-
tive markers that reflect infrared or other light (e.g., they
reflect incoming IR radiation into the direction of the in-
coming light), for example, emitted by illuminators on the
camera 200 or other suitable sensor or other device.
[0016] In many surgical procedures, one or more tar-
gets of surgical interest, such as targets within the brain
for example, are localized to an external reference frame.
For example, stereotactic neurosurgery may use an ex-
ternally mounted stereotactic frame that facilitates pa-
tient localization and implantinsertion via a frame mount-
ed arc. Neuronavigation is used to register, e.g., map,
targets within the brain based on pre-operative or intra-
operative imaging. Using this pre-operative or intraoper-
ative imaging, links and associations can be made be-
tween the imaging and the actual anatomical structures
in a surgical environment, and these links and associa-
tions can be utilized by robotic trajectory systems during
surgery.

[0017] According to some embodiments, various soft-
ware and hardware elements may be combined to create
a system that can be used to plan, register, place and
verify the location of an instrument orimplant in the brain.
These systems may integrate a surgical robot, such as
the surgical robot 102 of FIGS. 1A and/or 1B, and may
employ a surgical navigation system and planning soft-
ware to program and control the surgical robot. In addition
or alternatively, the surgical robot 102 may be remotely
controlled, such as by nonsterile personnel.

[0018] The robot 102 may be positioned near or next
to patient 210, and it will be appreciated that the robot
102 can be positioned at any suitable location near the
patient 210 depending on the area of the patient 210
undergoing the operation. The camera 200 may be sep-
arated from the surgical robot system 100 and positioned
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near or nextto patient210 as well, in any suitable position
that allows the camera 200 to have a direct visual line of
sight to the surgical field 208. In the configuration shown,
the surgeon 120 may be positioned across from the robot
102, but is still able to manipulate the end-effector 112
and the display 110. A surgical assistant 126 may be
positioned across from the surgeon 120 again with ac-
cess to both the end-effector 112 and the display 110. If
desired, the locations of the surgeon 120 and the assist-
ant 126 may be reversed. The traditional areas for the
anesthesiologist 122 and the nurse or scrub tech 124
may remain unimpeded by the locations of the robot 102
and camera 200.

[0019] With respect to the other components of the ro-
bot 102, the display 110 can be attached to the surgical
robot 102 and in other embodiments, the display 110 can
be detached from surgical robot 102, either within a sur-
gical room with the surgical robot 102, or in a remote
location. The end-effector 112 may be coupled to the
robot arm 104 and controlled by at least one motor. In
some embodiments, end-effector 112 can comprise a
guide tube 114, which is able to receive and orient a
surgical instrument 108 used to perform surgery on the
patient 210. As used herein, the term "end-effector” is
used interchangeably with the terms "end-effectuator”
and "effectuator element." Although generally shown
with a guide tube 114, it will be appreciated that the end-
effector 112 may be replaced with any suitable instru-
mentation suitable for use in surgery. In some embodi-
ments, end-effector 112 can comprise any known struc-
ture for effecting the movement of the surgical instrument
108 in a desired manner.

[0020] The surgical robot 102 is able to control the
translation and orientation of the end-effector 112. The
robot 102 is able to move end-effector 112 along x-, y-,
and z-axes, for example. The end-effector 112 can be
configured for selective rotation about one or more of the
x-,y-,and z-axis such that one or more ofthe Euler Angles
(e.g., roll, pitch, and/or yaw) associated with end-effector
112 can be selectively controlled. In some embodiments,
selective control of the translation and orientation of end-
effector 112 can permit performance of medical proce-
dures with significantly improved accuracy compared to
conventional robots that use, for example, a six degree
of freedom robot arm comprising only rotational axes.
For example, the surgical robot system 100 may be used
to operate on patient 210, and robot arm 104 can be
positioned above the body of patient 210, with end-ef-
fector 112 selectively angled relative to the z-axis toward
the body of patient 210.

[0021] In some embodiments, the position of the sur-
gical instrument 108 can be dynamically updated so that
surgical robot 102 can be aware of the location of the
surgical instrument 108 at all times during the procedure.
Consequently, in some embodiments, surgical robot 102
can move the surgical instrument 108 to the desired po-
sition quickly without any further assistance from a phy-
sician (unless the physician so desires). In some further
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embodiments, surgical robot 102 can be configured to
correct the path of the surgical instrument 108 if the sur-
gicalinstrument 108 strays from the selected, preplanned
trajectory. In some embodiments, surgical robot 102 can
be configured to permit stoppage, modification, and/or
manual control of the movement of end-effector 112
and/or the surgical instrument 108. Thus, in use, in some
embodiments, a physician or other user can operate the
system 100, and has the option to stop, modify, or man-
ually control the autonomous movement of end-effector
112 and/or the surgical instrument 108. Further details
of surgical robot system 100 including the control and
movement of a surgical instrument 108 by surgical robot
102 can be found in co-pending U.S. Patent Publication
No. 2013/0345718, which is incorporated herein by ref-
erence in its entirety.

[0022] As will be described in greater detail below, the
surgical robot system 100 can comprise one or more
tracking markers configured to track the movement of
robot arm 104, end-effector 112, patient 210, and/or the
surgical instrument 108 in three dimensions. In some em-
bodiments, a plurality of tracking markers can be mount-
ed (or otherwise secured) thereon to an outer surface of
the robot 102, such as, forexample and without limitation,
on base 106 of robot 102, on robot arm 104, and/or on
the end-effector 112. In some embodiments, such as the
embodiment of FIG. 3 below, for example, one or more
tracking markers can be mounted or otherwise secured
to the end-effector 112. One or more tracking markers
can further be mounted (or otherwise secured) to the
patient 210. In some embodiments, the plurality of track-
ing markers can be positioned on the patient 210 spaced
apart from the surgical field 208 to reduce the likelihood
of being obscured by the surgeon, surgical tools, or other
parts of the robot 102. Further, one or more tracking
markers can be further mounted (or otherwise secured)
to the surgical instruments 108 (e.g., a screw driver, di-
lator, implant inserter, or the like). Thus, the tracking
markers enable each of the marked objects (e.g., the
end-effector 112, the patient 210, and the surgical instru-
ments 108) to be tracked by the surgical robot system
100. In some embodiments, system 100 can use tracking
information collected from each of the marked objects to
calculate the orientation and location, for example, of the
end-effector 112, the surgical instrument 108 (e.g., po-
sitioned in the tube 114 of the end-effector 112), and the
relative position of the patient 210. Further details of sur-
gical robot system 100 including the control, movement
and tracking of surgical robot 102 and of a surgical in-
strument 108 can be found in U.S. Patent Publication No.
2016/0242849, which isincorporated herein by reference
in its entirety.

[0023] In some embodiments, pre-operative imaging
may be used to identify the anatomy to be targeted in the
procedure. If desired by the surgeon the planning pack-
age will allow for the definition of areformatted coordinate
system. This reformatted coordinate system will have co-
ordinate axes anchored to specific anatomical land-
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marks, such as the anterior commissure (AC) and pos-
terior commissure (PC) for neurosurgery procedures. In
some embodiments, multiple pre-operative examimages
(e.g., CT or magnetic resonance (MR) images) may be
co-registered such that it is possible to transform coor-
dinates of any given point on the anatomy to the corre-
sponding point on all other pre-operative exam images.
[0024] As used herein, registration is the process of
determining the coordinate transformations from one co-
ordinate system to another. For example, in the co-reg-
istration of preoperative images, co-registeringa CT scan
to an MR scan means that it is possible to transform the
coordinates of an anatomical point from the CT scan to
the corresponding anatomical location in the MR scan.
Itmay also be advantageous to register atleast one exam
image coordinate system to the coordinate system of a
common registration fixture, such as adynamicreference
base (DRB), which may allow the camera 200 to keep
track of the position of the patient in the camera space
in real-time so that any intraoperative movement of an
anatomical point on the patient in the room can be de-
tected by the robot system 100 and accounted for by
compensatory movement of the surgical robot 102.
[0025] FIG. 3 is a flowchart diagram illustrating com-
puter-implemented operations 300 for determining a po-
sition and orientation of an anatomical feature of a patient
with respect to a robot arm of a surgical robot, according
to some embodiments. The operations 300 may include
receiving a firstimage volume, such as a CT scan, from
apreoperative image capture device at a first time (Block
302). The firstimage volume includes an anatomical fea-
ture of a patient and at least a portion of a registration
fixture that is fixed with respect to the anatomical feature
of the patient. The registration fixture includes a first plu-
rality of fiducial markers that are fixed with respect to the
registration fixture. The operations 300 further include
determining, for each fiducial marker of the first plurality
of fiducial markers, a position of the fiducial marker rel-
ative to the first image volume (Block 304). The opera-
tions 300 further include, determining, based on the de-
termined positions of the first plurality of fiducial markers,
positions of an array of tracking markers on the registra-
tion fixture (fiducial registration array or FRA) with respect
to the anatomical feature (Block 306).

[0026] The operations 300 may further include receiv-
ing a tracking data frame from an intraoperative tracking
device comprising a plurality of tracking cameras at a
second time that is later than the first time (Block 308).
The tracking frame includes positions of a plurality of
tracking markers that are fixed with respect to the regis-
tration fixture (FRA) and a plurality of tracking markers
that are fixed with respect to the robot. The operations
300 further include determining, for based on the posi-
tions of tracking markers of the registration fixture, a po-
sition and orientation of the anatomical feature with re-
spect to the tracking cameras (Block 310). The opera-
tions 300 further include determining, based on the de-
termined positions of the plurality of tracking markers on
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the robot, a position and orientation of the robot arm of
a surgical robot with respect to the tracking cameras
(Block 312).

[0027] The operations 300 further include determining,
based on the determined position and orientation of the
anatomical feature with respect to the tracking cameras
and the determined position and orientation of the robot
arm with respect to the tracking cameras, a position and
orientation of the anatomical feature with respect to the
robotarm (Block 314). The operations 300 further include
controlling movement of the robot arm with respect to the
anatomical feature, e.g., along and/or rotationally about
one or more defined axis, based on the determined po-
sition and orientation of the anatomical feature with re-
spect to the robot arm (Block 316).

[0028] FIG. 4 is a diagram illustrating a data flow 400
for a multiple coordinate transformation system, to ena-
ble determining a position and orientation of an anatom-
ical feature of a patient with respect to a robot arm of a
surgical robot, according to some embodiments. In this
example, data from a plurality of exam image spaces
402, based on a plurality of exam images, may be trans-
formed and combined into a common exam image space
404. The data from the common exam image space 404
and data from a verification image space 406, based on
a verification image, may be transformed and combined
into a registration image space 408. Data from the reg-
istration image space 408 may be transformed into pa-
tient fiducial coordinates 410, which is transformed into
coordinates for a DRB 412. A tracking camera 414 may
detect movement of the DRB 412 (represented by DRB
412’) and may also detect a location of a probe tracker
416 to track coordinates of the DRB 412 over time. A
robotic arm tracker 418 determines coordinates for the
robot arm based on transformation data from a Robotics
Planning System (RPS) space 420 or similar modeling
system, and/or transformation data from the tracking
camera 414.

[0029] It should be understood that these and other
features may be used and combined in different ways to
achieve registration of image space, i.e., coordinates
fromimage volume, into tracking space, i.e., coordinates
for use by the surgical robot in real-time. As will be dis-
cussed in detail below, these features may include fidu-
cial-based registration such as stereotactic frames with
CT localizer, preoperative CT or MRI registered using
intraoperative fluoroscopy, calibrated scanner registra-
tion where any acquired scan’s coordinates are pre-cal-
ibrated relative to the tracking space, and/or surface reg-
istration using a tracked probe, for example.

[0030] Inoneexample, FIGS.5A-5C llustrate asystem
500 for registering an anatomical feature of a patient. In
this example, the stereotactic frame base 530 is fixed to
an anatomical feature 528 of patient, e.g., the patient’s
head. As shown by FIG. 5A, the stereotactic frame base
530 may be affixed to the patient’'s head 528 prior to
registration using pins clamping the skull or other meth-
od. The stereotactic frame base 530 may act as both a
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fixation platform, for holding the patient's head 528 in a
fixed position, and registration and tracking platform, for
alternatingly holding the CT localizer 536 or the FRA fix-
ture 534. The CT localizer 536 includes a plurality of fi-
ducial markers 532 (e.g., N-pattern radio-opaque rods or
other fiducials), which are automatically detected in the
image space using image processing. Due to the precise
attachment mechanism of the CT localizer 536 to the
base 530, these fiducial markers 532 are in known space
relative to the stereotactic frame base 530. A 3D CT scan
of the patient with CT localizer 536 attached is taken,
with an image volume that includes both the patient’s
head 528 and the fiducial markers 532 of the CT localizer
536. This registrationimage can be taken intraoperatively
or preoperatively, either in the operating room or in radi-
ology, for example. The captured 3D image dataset is
stored to computer memory.

[0031] As shown by FIG. 5B, after the registration im-
age is captured, the CT localizer 536 is removed from
the stereotactic frame base 530 and the frame reference
array fixture 534 is attached to the stereotactic frame
base 530. The stereotactic frame base 530 remains fixed
to the patient’s head 528, however, and is used to secure
the patient during surgery, and serves as the attachment
point of a frame reference array fixture 534. The frame
reference array fixture 534 includes a frame reference
array (FRA), whichis arigid array of three or more tracked
markers 539, which may be the primary reference for
optical tracking. By positioning the tracked markers 539
of the FRA in a fixed, known location and orientation rel-
ative to the stereotactic frame base 530, the position and
orientation of the patient’s head 528 may be tracked in
real time. Mount points on the FRA fixture 534 and ster-
eotactic frame base 530 may be designed such that the
FRA fixture 534 attaches reproducibly to the stereotactic
frame base 530 with minimal (i.e., submillimetric) varia-
bility. These mount points on the stereotactic frame base
530 can be the same mount points used by the CT local-
izer 536, which is removed after the scan has been taken.
An auxiliary arm (such as auxiliary arm 107 of FIG. 1B,
for example) or other attachment mechanism can also
be used to securely affix the patient to the robot base to
ensure that the robot base is not allowed to move relative
to the patient.

[0032] AsshownbyFIG.5C,adynamicreferencebase
(DRB) 540 may also be attached to the stereotactic frame
base 530. The DRB 540 in this example includes a rigid
array of three or more tracked markers 542. In this ex-
ample, the DRB 540 and/or other tracked markers may
be attached to the stereotactic frame base 530 and/or to
directly to the patient’s head 528 using auxiliary mounting
arms 541, pins, or other attachment mechanisms. Unlike
the FRA fixture 534, which mounts in only one way for
unambiguous localization of the stereotactic frame base
530, the DRB 540 in general may be attached as needed
for allowing unhindered surgical and equipment access.
Once the DRB 540 and FRA fixture 534 are attached,
registration, which was initially related to the tracking
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markers 539 of the FRA, can be optionally transferred or
related to the tracking markers 542 of the DRB 540. For
example, if any part of the FRA fixture 534 blocks surgical
access, the surgeon may remove the FRA fixture 534
and navigate using only the DRB 540. However, if the
FRA fixture 534 is not in the way of the surgery, the sur-
geon could opt to navigate from the FRA markers 539,
without using a DRB 540, or may navigate using both the
FRA markers 539 and the DRB 540. In this example, the
FRA fixture 534 and/or DRB 540 uses optical markers,
the tracked positions of which are in known locations rel-
ative to the stereotactic frame base 530, similar to the
CT localizer 536, but it should be understood that many
other additional and/or alternative techniques may be
used.

[0033] FIGS. 6A and 6B illustrate a system 600 for reg-
istering an anatomical feature of a patient using fluoros-
copy (fluoro) imaging, according to some embodiments.
In this embodiment, image space is registered to tracking
space using multiple intraoperative fluoroscopy (fluoro)
images taken using a tracked registration fixture 644. The
anatomical feature of the patient (e.g., the patient’s head
628) is positioned and rigidly affixed in a clamping appa-
ratus 643 in a static position for the remainder of the
procedure. The clamping apparatus 643 for rigid patient
fixation can be a three-pin fixation system such as a May-
field clamp, a stereotactic frame base attached to the
surgical table, or another fixation method, as desired.
The clamping apparatus 643 may also function as a sup-
port structure for a patient tracking array or DRB 640 as
well. The DRB may be attached to the clamping appara-
tus using auxiliary mounting arms 641 or other means.
[0034] Once the patient is positioned, the fluoro fixture
644 is attached the fluoro unit’s x-ray collecting image
intensifier (not shown) and secured by tightening clamp-
ing feet 632. The fluoro fixture 644 contains fiducial mark-
ers (e.g., metal spheres laid out across two planes in this
example, not shown) that are visible on 2D fluoro images
captured by the fluoro image capture device and can be
used to calculate the location of the x-ray source relative
to the image intensifier, which is typically about 1 meter
away contralateral to the patient, using a standard pin-
hole camera model. Detection of the metal spheres in
the fluoro image captured by the fluoro image capture
device also enables the software to de-warp the fluoro
image (i.e., to remove pincushion and s-distortion). Ad-
ditionally, the fluoro fixture 644 contains 3 or more track-
ing markers 646 for determining the location and orien-
tation of the fluoro fixture 644 in tracking space. In some
embodiments, software can project vectors througha CT
image volume, based on a previously captured CT im-
age, to generate synthetic images based on contrast lev-
elsinthe CT image that appear similar to the actual fluoro
images (i.e., digitally reconstructed radiographs
(DRRs)). By iterating through theoretical positions of the
fluoro beam until the DRRs match the actual fluoro shots,
a match can be found between fluoro image and DRRin
two or more perspectives, and based on this match, the
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location of the patient’'s head 628 relative to the x-ray
source and detector is calculated. Because the tracking
markers 646 on the fluoro fixture 644 track the position
of the image intensifier and the position of the x-ray
source relative to the image intensifier is calculated from
metal fiducials on the fluoro fixture 644 projected on 2D
images, the position of the x-ray source and detector in
tracking space are known and the system is able to
achieve image-to-tracking registration.

[0035] Asshownby FIG. 6A and 6B, two or more shots
are taken of the head 628 of the patient by the fluoro
image capture device from two different perspectives
while tracking the array markers 642 of the DRB 640,
which is fixed to the registration fixture 630 via a mounting
arm 641, and tracking markers 646 on the fluoro fixture
644. Based on the tracking data and fluoro data, an al-
gorithm computes the location of the head 628 or other
anatomical feature relative to the tracking space for the
procedure. Through image-to-tracking registration, the
location of any tracked tool in the image volume space
can be calculated.

[0036] For example, in one embodiment, a first fluoro
image taken from a first fluoro perspective can be com-
pared to a first DRR constructed from a first perspective
through a CT image volume, and a second fluoro image
taken from a second fluoro perspective can be compared
to a second DRR constructed from a second perspective
through the same CT image volume. Based on the com-
parisons, it may be determined that the first DRR is sub-
stantially equivalent to the first fluoro image with respect
to the projected view of the anatomical feature, and that
the second DRR is substantially equivalent to the second
fluoro image with respect to the projected view of the
anatomical feature. Equivalency confirms that the posi-
tion and orientation of the x-ray path from emitter to col-
lector on the actual fluoro machine as tracked in camera
space matches the position and orientation of the x-ray
path from emitter to collector as specified when gener-
ating the DRRs in CT space, and therefore registration
of tracking space to CT space is achieved.

[0037] FIG. 7 illustrates a system 700 for registering
an anatomical feature of a patient using an intraoperative
CT fixture (ICT) and a DRB, according to some embod-
iments. As shown in FIG. 7, in one application, a fiducial-
based image-to-tracking registration can be utilized that
uses an intraoperative CT fixture (ICT) 750 having a plu-
rality of tracking markers 751 and radio-opaque fiducial
reference markers 732 to register the CT space to the
tracking space. After stabilizing the anatomical feature
728 (e.g., the patient’s head) using clamping apparatus
730 such as a three-pin Mayfield frame and/or stereo-
tactic frame, the surgeon will affix the ICT 750 to the
anatomical feature 728, DRB 740, or clamping apparatus
730, so that itis in a static position relative to the tracking
markers 742 of the DRB 740, which may be held in place
by mounting arm 741 or other rigid means. A CT scan is
captured that encompasses the fiducial reference mark-
ers 732 of the ICT 750 while also capturing relevant anat-
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omy of the anatomical feature 728. Once the CT scan is
loaded in the software, the system auto-identifies
(through image processing) locations of the fiducial ref-
erence markers 732 of the ICT within the CT volume,
which are in a fixed position relative to the tracking mark-
ers of the ICT 750, providing image-to-tracking registra-
tion. This registration, which was initially based on the
tracking markers 751 of the ICT 750, is then related to
or transferred to the tracking markers 742 of the DRB
740, and the ICT 750 may then be removed.

[0038] FIG. 8A illustrates a system 800 for registering
an anatomical feature of a patient using a DRB and an
X-ray cone beam imaging device, according to some em-
bodiments. An intraoperative scanner 852, such as an
X-ray machine or other scanning device, may have a
tracking array 854 with tracking markers 855, mounted
thereon for registration. Based on the fixed, known posi-
tion of the tracking array 854 on the scanning device, the
system may be calibrated to directly map (register) the
tracking space to the image space of any scan acquired
by the system. Once registration is achieved, the regis-
tration, which is initially based on the tracking markers
855 (e.g. gantry markers) of the scanner’s array 854, is
related or transferred to the tracking markers 842 of a
DRB 840, which may be fixed to a clamping fixture 830
holding the patient’s head 828 by a mounting arm 841 or
other rigid means. After transferring registration, the
markers on the scanner are no longer used and can be
removed, deactivated or covered if desired. Registering
the tracking space to any image acquired by a scanner
in this way may avoid the need for fiducials or other ref-
erence markers in the image space in some embodi-
ments.

[0039] FIG. 8B illustrates an alternative system 800’
that uses a portable intraoperative scanner, referred to
herein as a C-arm scanner 853. In this example, the C-
arm scanner 853 includes a c-shaped arm 856 coupled
to a movable base 858 to allow the C-arm scanner 853
to be moved into place and removed as needed, without
interfering with other aspects of the surgery. The arm 856
is positioned around the patient's head 828 intraopera-
tively, and the arm 856 is rotated and/or translated with
respect to the patient’s head 828 to capture the X-ray or
other type of scan that to achieve registration, at which
point the C-arm scanner 853 may be removed from the
patient.

[0040] Another registration method for an anatomical
feature of a patient, e.g., a patient’s head, may be to use
a surface contour map of the anatomical feature, accord-
ing to some embodiments. A surface contour map may
be constructed using a navigated or tracked probe, or
other measuring or sensing device, such as a laser point-
er, 3D camera, etc. For example, a surgeon may drag or
sequentially touch points on the surface of the head with
the navigated probe to capture the surface across unique
protrusions, such as zygomatic bones, superciliary arch-
es, bridge of nose, eyebrows, etc. The system then com-
pares the resulting surface contours to contours detected
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from the CT and/or MR images, seeking the location and
orientation of contour that provides the closest match.
To account for movement of the patient and to ensure
that all contour points are taken relative to the same an-
atomical feature, each contour pointis related to tracking
markers on a DRB on the patient atthe time itis recorded.
Since the location of the contour map is known in tracking
space from the tracked probe and tracked DRB, tracking-
to-image registration is obtained once the corresponding
contour is found in image space.

[0041] FIG. 9 illustrates a system 900 for registering
an anatomical feature of a patient using a navigated or
tracked probe and fiducials for point-to-point mapping of
the anatomical feature 928 (e.g., a patient’s head), ac-
cording to some embodiments. Software would instruct
the user to point with a tracked probe to a series of an-
atomical landmark points that can be found in the CT or
MR image. When the user points to the landmark indi-
cated by software, the system captures a frame of track-
ing data with the tracked locations of tracking markers
on the probe and on the DRB. From the tracked locations
of markers on the probe, the coordinates of the tip of the
probe are calculated and related to the locations of mark-
ers on the DRB. Once 3 or more points are found in both
spaces, tracking-to-image registration is achieved. As an
alternative to pointing to natural anatomical landmarks,
fiducials 954 (i.e., fiducial markers), such as sticker fidu-
cials or metal fiducials, may be used. The surgeon will
attach the fiducials 954 to the patient, which are con-
structed of material that is opaque on imaging, for exam-
ple containing metal if used with CT or Vitamin E if used
with MR. Imaging (CT or MR) will occur after placing the
fiducials 954. The surgeon or user will then manually find
the coordinates of the fiducials in the image volume, or
the software will find them automatically with image
processing. After attaching a DRB 940 with tracking
markers 942 to the patient through a mounting arm 941
connected to a clamping apparatus 930 or other rigid
means, the surgeon or user may also locate the fiducials
954 in physical space relative to the DRB 940 by touching
the fiducials 954 with a tracked probe while simultane-
ously recording tracking markers on the probe (not
shown) and on the DRB 940. Registration is achieved
because the coordinates of the same points are known
in the image space and the tracking space.

[0042] One use for the embodiments described herein
is to plan trajectories and to control a robot to move into
a desired trajectory, after which the surgeon will place
implants such as electrodes through a guide tube held
by the robot. Additional functionalities include exporting
coordinates used with existing stereotactic frames, such
as a Leksell frame, which uses five coordinates: X, Y, Z,
Ring Angle and Arc Angle. These five coordinates are
established using the target and trajectory identified in
the planning stage relative to the image space and know-
ing the position and orientation of the ring and arc relative
to the stereotactic frame base or otherregistration fixture.
[0043] As shown in FIG. 10, stereotactic frames allow
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atargetlocation 1058 of an anatomical feature 1028 (e.g.,
a patient’s head) to be treated as the center of a sphere
and the trajectory can pivot about the target location
1058. The trajectory to the target location 1058 is adjust-
ed by the ring and arc angles of the stereotactic frame
(e.g., a Leksell frame). These coordinates may be set
manually, and the stereotactic frame may be used as a
backup or as a redundant system in case the robot fails
or cannot be tracked or registered successfully. The lin-
ear x,y,z offsets to the center point (i.e., target location
1058) are adjusted via the mechanisms of the frame. A
cone 1060 is centered around the target location 1058,
and shows the adjustment zone that can be achieved by
modifying the ring and arc angles of the Leksell or other
type of frame. This figure illustrates that a stereotactic
frame with ring and arc adjustments is well suited for
reaching a fixed target location from a range of angles
while changing the entry point into the skull.

[0044] FIG. 11 illustrates a two-dimensional visualiza-
tion of virtual point rotation mechanism, according to
some embodiments. In this embodiment, the robotic arm
is able to create a different type of point-rotation func-
tionality that enables a new movement mode that is not
easily achievable with a 5-axis mechanical frame, but
that may be achieved using the embodiments described
herein. Through coordinated control of the robot’s axes
using the registration techniques described herein, this
mode allows the user to pivot the robot’s guide tube about
any fixed pointin space. For example, the robot may pivot
about the entry point 1162 into the anatomical feature
1128 (e.g., a patient’s head). This entry point pivoting is
advantageous as it allows the user to make a smaller
burr hole without limiting their ability to adjust the target
location 1164 intraoperatively. The cone 1160 represents
the range of trajectories that may be reachable through
a single entry hole. Additionally, entry point pivoting is
advantageous as it allows the user to reach two different
target locations 1164 and 1166 through the same small
entry burr hole. Alternately, the robot may pivot about a
target point (e.g., location 1058 shown in FIG. 10) within
the skull to reach the target location from different angles
or trajectories, as illustrated in Figure 10. Such interior
pivoting robotically has the same advantages as a ster-
eotactic frame as it allows the user to approach the same
target location 1058 from multiple approaches, such as
when irradiating a tumor or when adjusting a path so that
critical structures such as blood vessels or nerves will
not be crossed when reaching targets beyond them. Un-
like a stereotactic frame, which relies on fixed ring and
arc articulations to keep a target/pivot point fixed, the
robot adjusts the pivot point through controlled activation
of axes and the robot can therefore dynamically adjust
its pivot point and switch as needed between the modes
illustrated in Figures 10 and 11.

[0045] Following theinsertion ofimplants orinstrumen-
tation using the robot or ring and arc fixture, these and
other embodiments may allow for implant locations to be
verified using intraoperative imaging. Placement accu-
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racy of the instrument or implant relative to the planned
trajectory can be qualitatively and/or quantitatively
shown to the user. One option for comparing planned to
placed position is to merge a postoperative verification
CT image to any of the preoperative images. Once pre-
and post-operative images are merged and planis shown
overlaid, the shadow of the implant on postop CT can be
compared to the plan to assess accuracy of placement.
Detection of the shadow artifact on post-op CT can be
performed automatically through image processing and
the offset displayed numerically in terms of millimeters
offset at the tip and entry and angular offset along the
path. This option does not require any fiducials to be
present in the verification image since image-to-image
registration is performed based on bony anatomical con-
tours.

[0046] A second option for comparing planned position
to the final placement would utilize intraoperative fluoro
with or without an attached fluoro fixture. Two out-of-
plane fluoro images will be taken and these fluoro images
will be matched to DRRs generated from pre-operative
CT or MR as described above for registration. Unlike
some of the registration methods described above, how-
ever, it may be less important for the fluoro images to be
tracked because the key information is where the elec-
trode is located relative to the anatomy in the fluoro im-
age. The linear or slightly curved shadow of the electrode
would be found on a fluoro image, and once the DRR
corresponding to that fluoro shot is found, this shadow
can be replicated in the CT image volume as a plane or
sheet that is oriented in and out of the ray direction of the
fluoroimage and DRR. Thatis, the system may not know
how deep in or out of the fluoro image plane the electrode
lies on a given shot, but can calculate the plane or sheet
of possible locations and represent this plane or sheet
on the 3D volume. In a second fluoro view, a different
plane or sheet can be determined and overlaid on the
3D image. Where these two planes or sheets intersect
on the 3D image is the detected path of the electrode.
The system can represent this detected path as a graphic
on the 3D image volume and allow the user to reslice the
image volume to display this path and the planned path
from whatever perspective is desired, also allowing au-
tomatic or manual calculation of the deviation from
planned to placed position of the electrode. Tracking the
fluoro fixture is unnecessary but may be done to help de-
warp the fluoro images and calculate the location of the
x-ray emitter to improve accuracy of DRR calculation,
the rate of convergence when iterating to find matching
DRR and fluoro shots, and placement of sheets/planes
representing the electrode on the 3D scan.

[0047] In this and other examples, it is desirable to
maintain navigation integrity, i.e., to ensure that the reg-
istration and tracking remain accurate throughout the
procedure. Two primary methods to establish and main-
tain navigation integrity include: tracking the position of
a surveillance marker relative to the markers on the DRB,
and checking landmarks within the images. In the first
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method, should this position change due to, for example,
the DRB being bumped, then the system may alert the
user of a possible loss of navigation integrity. In the sec-
ond method, if a landmark check shows that the anatomy
represented in the displayed slices on screen does not
match the anatomy at which the tip of the probe points,
then the surgeon will also become aware that there is a
loss of navigation integrity. In either method, if using the
registration method of CT localizer and frame reference
array (FRA), the surgeon has the option to re-attach the
FRA, which mounts in only one possible way to the frame
base, and to restore tracking-to-image registration based
onthe FRA tracking markers and the stored fiducials from
the CT localizer 536. This registration can then be trans-
ferred or related to tracking markers on a repositioned
DRB. Once registration is transferred the FRA can be
removed if desired.

[0048] In the above-description of various embodi-
ments of present inventive concepts, it is to be under-
stood that the terminology used herein is for the purpose
of describing particular embodiments only and is not in-
tended to be limiting of present inventive concepts. Un-
less otherwise defined, all terms (including technical and
scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art
to which present inventive concepts belong. It will be fur-
therunderstood that terms, such as those defined in com-
monly used dictionaries, should be interpreted as having
a meaning that is consistent with their meaning in the
context of this specification and the relevant art and will
not be interpreted in an idealized or overly formal sense
unless expressly so defined herein.

[0049] When an element is referred to as being "con-
nected", "coupled", "responsive", or variants thereof to
another element, it can be directly connected, coupled,
or responsive to the other element or intervening ele-
ments may be present. In contrast, when an element is
referred to as being "directly connected", "directly cou-
pled", "directly responsive", or variants thereof to another
element, there are no intervening elements present. Like
numbers refer to like elements throughout. Furthermore,
"coupled”, "connected", "responsive", or variants thereof
as used herein may include wirelessly coupled, connect-
ed, or responsive. As used herein, the singular forms "a",
"an" and "the" are intended to include the plural forms as
well, unless the context clearly indicates otherwise. Well-
known functions or constructions may not be described
in detail for brevity and/or clarity. The term "and/or" in-
cludes any and all combinations of one or more of the
associated listed items.

[0050] It will be understood that although the terms
first, second, third, etc. may be used herein to describe
various elements/operations, these elements/operations
should not be limited by these terms. These terms are
only used to distinguish one element/operation from an-
other element/operation. Thus a first element/operation
in some embodiments could be termed a second ele-
ment/operation in other embodiments without departing
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from the teachings of present inventive concepts. The
same reference numerals or the same reference desig-
nators denote the same or similar elements throughout
the specification.

[0051] Asused herein, the terms"comprise", "compris-
ing", "comprises", "include", "including", "includes",
"have", "has", "having", or variants thereof are open-end-
ed, and include one or more stated features, integers,
elements, steps, components or functions but does not
preclude the presence or addition of one or more other
features, integers, elements, steps, components, func-
tions or groups thereof. Furthermore, as used herein, the
common abbreviation "e.g.", which derives from the Latin
phrase "exempli gratia," may be used to introduce or
specify a general example or examples of a previously
mentioned item, and is not intended to be limiting of such
item. The common abbreviation "i.e.", which derives from
the Latin phrase "id est," may be used to specify a par-
ticular item from a more general recitation.

[0052] Example embodiments are described herein
with reference to block diagrams and/or flowchart illus-
trations of computer-implemented methods, apparatus
(systems and/or devices) and/or computer program
products. It is understood that a block of the block dia-
grams and/or flowchartillustrations, and combinations of
blocks in the block diagrams and/or flowchart illustra-
tions, can be implemented by computer program instruc-
tions that are performed by one or more computer cir-
cuits. These computer program instructions may be pro-
vided to a processor circuit of a general purpose compu-
ter circuit, special purpose computer circuit, and/or other
programmable data processing circuit to produce a ma-
chine, such that the instructions, which execute via the
processor of the computer and/or other programmable
data processing apparatus, transform and control tran-
sistors, values stored in memory locations, and other
hardware components within such circuitry to implement
the functions/acts specified in the block diagrams and/or
flowchart block or blocks, and thereby create means
(functionality) and/or structure forimplementing the func-
tions/acts specified in the block diagrams and/or flow-
chart block(s).

[0053] These computer program instructions may also
be stored in a tangible computer-readable medium that
can direct a computer or other programmable data
processing apparatus to function in a particular manner,
such that the instructions stored in the computer-reada-
ble medium produce an article of manufacture including
instructions which implement the functions/acts specified
in the block diagrams and/or flowchart block or blocks.
Accordingly, embodiments of present inventive concepts
may be embodied in hardware and/or in software (includ-
ing firmware, resident software, micro-code, etc.) that
runs on a processor such as a digital signal processor,
which may collectively be referred to as "circuitry," "a
module" or variants thereof.

[0054] It should also be noted that in some alternate
implementations, the functions/acts noted in the blocks
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may occur out of the order noted in the flowcharts. For
example, two blocks shown in succession may in fact be
executed substantially concurrently or the blocks may
sometimes be executed in the reverse order, depending
upon the functionality/acts involved. Moreover, the func-
tionality of a given block of the flowcharts and/or block
diagrams may be separated into multiple blocks and/or
the functionality of two or more blocks of the flowcharts
and/or block diagrams may be at least partially integrat-
ed. Finally, other blocks may be added/inserted between
the blocks that are illustrated, and/or blocks/operations
may be omitted without departing from the scope of in-
ventive concepts. Moreover, although some of the dia-
grams include arrows on communication paths to show
a primary direction of communication, it is to be under-
stood that communication may occur in the opposite di-
rection to the depicted arrows.

[0055] Although several embodiments of inventive
concepts have been disclosed in the foregoing specifi-
cation, itis understood that many modifications and other
embodiments of inventive concepts will come to mind to
which inventive concepts pertain, having the benefit of
teachings presented in the foregoing description and as-
sociated drawings. It is thus understood that inventive
concepts are not limited to the specific embodiments dis-
closed hereinabove, and that many modifications and
other embodiments are intended to be included within
the scope of the appended claims. Itis further envisioned
that features from one embodiment may be combined or
used with the features from a different embodiment(s)
described herein. Moreover, although specific terms are
employed herein, as well as in the claims which follow,
they are used only in a generic and descriptive sense,
and not for the purposes of limiting the described inven-
tive concepts, nor the claims which follow. The entire
disclosure of each patent and patent publication cited
herein is incorporated by reference herein in its entirety,
as if each such patent or publication were individually
incorporated by reference herein. Various features
and/or potential advantages of inventive concepts are
set forth in the following claims.

[0056] The invention could be defined inter alia by the
following examples

1. A system comprising: a processor circuit; and a
memory comprising machine-readable instructions
configured to cause the processor circuit to: provide
a medical image volume defining an image space,
the medical image volume comprising: an anatomi-
cal feature of a patient; a registration fixture that is
fixed with respect to the anatomical feature of the
patient; and a plurality of fiducial markers that are
fixed with respect to the registration fixture; based
on the medical image volume, determine, for each
fiducial marker of the plurality of fiducial markers, a
position of the fiducial marker with respect to the im-
age space; determine, based on the determined po-
sitions of the plurality of fiducial markers, a position
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and orientation of the registration fixture with respect
to the anatomical feature; provide a tracking data
frame defining a tracking space, the tracking data
frame comprising positions of a first plurality of
tracked markers that are fixed with respect to the
registration fixture; and based on the tracking data
frame, determine a position of the anatomical feature
with respect to the first plurality of tracked markers
in the tracking space.

2. The system of example 1, wherein the tracking
data frame further comprises positions of a second
plurality of tracked markers that are fixed with re-
spect to a patient support structure, wherein the an-
atomical feature of the patient is fixed with respect
to the patient support structure, and wherein the ma-
chine-readable instructions are further configured to
cause the processor circuit to: based on the tracking
data frame and the determined position of the ana-
tomical feature with respect to the first plurality of
tracked markers in the tracking space, determine a
position of the anatomical feature with respect to the
second plurality of tracked markers in the tracking
space.

3. The system of example 2, wherein the first plurality
of tracked markers is removed from the patient after
determining the position of the anatomical feature
with respect to the second plurality of tracked mark-
ers in the tracking space.

4. The system of example 2, wherein the registration
fixture comprises a stereotactic frame fixed to the
patient.

5. The system of example 4, wherein the second
plurality of tracked markers is fixedly attached to a
dynamic reference base (DRB) that is removably at-
tached to the stereotactic frame.

6. The system of example 1, wherein the registration
fixture comprises a stereotactic frame fixed to the
patient.

7. The system of example 6, wherein the medical
image volume comprises a computerized tomogra-
phy (CT) image of the stereotactic frame, the ana-
tomical feature of the patient, and a CT localizer that
is removably attached to the stereotactic frame, the
CT localizer comprising the plurality of fiducial mark-
ers.

8. The system of example 6, wherein the first plurality
of tracked markers is fixedly attached on a frame
reference array (FRA) that is removably attached to
the stereotactic frame.

9. The system of example 1, wherein the registration
fixture comprises a fixture fixedly attached to an im-
age intensifier of a fluoroscopy (fluoro) image cap-
ture device, and wherein the medical image volume
comprises: a first fluoro image of the registration fix-
ture, the anatomical feature of the patient, and the
plurality of fiducial markers that is captured by the
fluoro image capture device from a first fluoro image
perspective, wherein the plurality of fiducial markers
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causes a first plurality of shadows on the first fluoro
image that are fixed from a first perspective with re-
spect to the registration fixture; and a second fluoro
image of the registration fixture, the anatomical fea-
ture ofthe patient, and the plurality of fiducial markers
that is captured by the fluoro image capture device
from a second fluoro image perspective different
from the first fluoro image perspective, wherein the
plurality of fiducial markers causes a second plurality
of shadows on the second fluoro image that are fixed
from a second perspective with respect to the regis-
tration fixture.

10. The system of example 9, wherein determining
the position and orientation of the registration fixture
with respect to the anatomical feature further com-
prises: comparing the first fluoro image to a first dig-
itally reconstructed radiograph (DRR) projected
through a computerized tomography (CT) image vol-
ume having a first DRR perspective; determining,
based the comparing the first fluoro image to the first
DRR, that the first DRR perspective with respect to
the anatomical feature is substantially equal to the
first fluoro image perspective with respect to the an-
atomical feature; comparing the second fluoroimage
to a second DRR projected through the CT image
volume having a second DRR perspective different
from the first DRR perspective; determining, based
comparing the second fluoro image to the DRR, that
the second DRR perspective with respect to the an-
atomical feature is substantially equal to the second
fluoroimage perspective with respect to the anatom-
ical feature; determining a position and orientation
ofthe anatomical feature with respectto the first DRR
perspective and the second DRR perspective; and
based on the determining the position and orienta-
tion of the anatomical feature with respect to the first
DRR perspective and the second DRR perspective,
the determining that the first DRR perspective is sub-
stantially equal to the first fluoro image perspective,
and the determining that the second DRR perspec-
tive is substantially equal to the second fluoro image
perspective, determining the position and orientation
of the registration fixture with respect to the anatom-
ical feature.

11. The system of example 1, wherein the registra-
tion fixture comprises an intraoperative computer-
ized tomography (ICT) fixture, wherein the plurality
of fiducial markers comprise a plurality of radio-
opaque fiducial markers that are coupled to the ICT
fixture, wherein the first plurality of tracked markers
are coupled to the ICT fixture, wherein the medical
image volume comprises a computerized tomogra-
phy (CT) image of the fiducial markers and the an-
atomical feature of the patient.

12. The system of example 1, further comprising: an
updated medical image volume defining an updated
image space comprising: the anatomical feature of
the patient; the registration fixture that is fixed with
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respect to the anatomical feature of the patient; and
the plurality of fiducial markers that are fixed with
respect to the registration fixture, wherein the ma-
chine-readable instructions are further configured to
cause the processor circuit to: based on the updated
medical image volume, determine, for each fiducial
marker of the plurality of fiducial markers, an updated
position of the fiducial marker with respect to the up-
dated image space; determine, based on the deter-
mined updated positions of the plurality of fiducial
markers, an updated position and orientation of the
registration fixture with respect to the anatomical fea-
ture; and based on the tracking data frame, deter-
mine an updated position of the anatomical feature
with respect to the tracking space.

13. The system of example 1, wherein the tracking
data frame further comprises locations of a second
plurality of tracked markers that are fixed with re-
spect to a surgical robot, and wherein the machine-
readable instructions are further configured to cause
the processor circuit to: based on the tracking data
frame, determine a position of a robot arm of the
surgical robot with respect to the tracking space; de-
termine, based on the determined position and ori-
entation of the anatomical feature with respect to the
tracking space and the determined position and ori-
entation of the robot arm with respect to the tracking
space, a position and orientation of the anatomical
feature with respect to the robot arm; and control the
robot arm based on the determined position and ori-
entation of the anatomical feature with respect to the
robot arm.

14. The system of example 13, wherein the machine-
readable instructions are further configured to cause
the processor circuit to: based on the determined
position and orientation of the anatomical feature
with respect to the robot arm, determine a target lo-
cation within the anatomical feature in the tracking
space; and control the robot arm to position a tool at
the target location within the anatomical feature.
15. The system of example 14, wherein the machine-
readable instructions are further configured to cause
the processor circuit to: based on the determined
position and orientation of the anatomical feature
with respect to the robot arm, determine a pivot lo-
cation in the tracking space, wherein controlling the
robot arm to position the tool at the target location
comprises pivoting the tool about the pivot location.
16. A computed implemented method comprising:
receiving a medical image volume at a first time, the
medical image volume comprising an anatomical
feature of a patient and at least a portion of a regis-
tration fixture that is fixed with respect to the ana-
tomical feature of the patient, the registration fixture
comprising a first plurality of fiducial markers that are
fixed with respect to the registration fixture; deter-
mining, by a processor circuit, for each fiducial mark-
er of the first plurality of fiducial markers, a position
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of the fiducial marker relative to the medical image
volume; determining, by the processor circuit based
on the determined positions of the first plurality of
fiducial markers, positions of an array of tracking
markers on the registration fixture with respect to the
anatomical feature; receiving a tracking data frame
from an intraoperative tracking device comprising a
plurality of tracking cameras at a second time that is
later than the first time, the tracking data frame com-
prising positions of a first plurality of tracking markers
that are fixed with respect to the registration fixture;
and determining, by the processor circuit based on
the positions of the first plurality of tracking markers,
a position and orientation of the anatomical feature
with respect to the plurality of tracking cameras.
17. The computer implemented method of example
16, wherein the first plurality of tracking markers are
fixed with respect to a robot comprising a robot arm
and a second plurality of tracking markers, the meth-
od further comprising: determining, by the processor
circuit based on the determined positions of the sec-
ond plurality of tracking markers of the robot, a po-
sition and orientation of the robot arm with respect
to the plurality of tracking cameras; determining, by
the processor circuit based on the determined posi-
tion and orientation of the anatomical feature with
respect to the plurality of tracking cameras and the
determined position and orientation of the robot arm
with respect to the plurality of tracking cameras, a
position and orientation of the anatomical feature
with respect to the robot arm; and controlling, by the
processor circuit, movement of the robot arm with
respect to the anatomical feature based on the de-
termined position and orientation of the anatomical
feature with respect to the robot arm.

18. The computer implemented method of example
17, further comprising removing the first plurality of
tracked markers from the patient after determining
the position and orientation of the anatomical feature
with respect to the robot arm.

19. The computer implemented method of example
16, wherein the registration fixture comprises a ster-
eotactic frame fixed to the patient, and wherein the
medical image volume comprises a computerized
tomography (CT) image of the stereotactic frame,
the anatomical feature of the patient, and a CT lo-
calizer that is removably attached to the stereotactic
frame, the CT localizer comprising the first plurality
of fiducial markers.

20. The computer implemented method of example
16, wherein the registration fixture comprises a ster-
eotactic frame fixed to the patient, and wherein the
first plurality of tracked markers is fixedly attached
on a frame reference array (FRA) that is removably
attached to the stereotactic frame.
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Claims

1.

A system comprising:

a processor circuit; and

a memory comprising machine-readable in-
structions configured to cause the processor cir-
cuit to:

provide a medical image volume defining
an image space, the medical image volume
comprising:

an anatomical feature of a patient;

a registration fixture that is fixed with
respect to the anatomical feature of the
patient; and

a plurality of fiducial markers that are
fixed with respect to the registration fix-
ture;

based on the medical image volume, deter-
mine, for each fiducial marker of the plurality
of fiducial markers, a position of the fiducial
marker with respect to the image space;
determine, based on the determined posi-
tions of the plurality of fiducial markers, a
position and orientation of the registration
fixture with respect to the anatomical fea-
ture;

provide a tracking data frame defining a
tracking space, the tracking data frame
comprising positions of a first plurality of
tracked markers that are fixed with respect
to the registration fixture; and

based on the tracking data frame, deter-
mine a position of the anatomical feature
with respect to the first plurality of tracked
markers in the tracking space.

The system of claim 1, wherein the tracking data
frame further comprises positions of a second plu-
rality of tracked markers that are fixed with respect
to a patient support structure,

wherein the anatomical feature of the patient is fixed
with respect to the patient support structure, and
wherein the machine-readable instructions are fur-
ther configured to cause the processor circuit to:
based on the tracking data frame and the determined
position of the anatomical feature with respect to the
first plurality of tracked markers in the tracking space,
determine a position of the anatomical feature with
respect to the second plurality of tracked markers in
the tracking space.

The system of claim 2, wherein the first plurality of
tracked markers is removed from the patient after
determining the position of the anatomical feature
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with respect to the second plurality of tracked mark-
ers in the tracking space.

The system of claim 2, wherein the registration fix-
ture comprises a stereotactic frame fixed to the pa-
tient.

The system of claim 4, wherein the second plurality
of tracked markers is fixedly attached to a dynamic
reference base (DRB) that is removably attached to
the stereotactic frame.

The system of claim 1, wherein the registration fix-
ture comprises a stereotactic frame fixed to the pa-
tient.

The system of claim 6, wherein the medical image
volume comprises a computerized tomography (CT)
image of the stereotactic frame, the anatomical fea-
ture of the patient, and a CT localizer that is remov-
ably attached to the stereotactic frame, the CT local-
izer comprising the plurality of fiducial markers.

The system of claim 6, wherein the first plurality of
tracked markers is fixedly attached on a frame ref-
erence array (FRA) that is removably attached to the
stereotactic frame.

The system of claim 1, wherein the registration fix-
ture comprises a fixture fixedly attached to animage
intensifier of a fluoroscopy (fluoro) image capture de-
vice, and

wherein the medical image volume comprises:

a first fluoro image of the registration fixture, the
anatomical feature of the patient, and the plu-
rality of fiducial markers that is captured by the
fluoro image capture device from a first fluoro
image perspective, wherein the plurality of fidu-
cial markers causes a first plurality of shadows
on the first fluoro image that are fixed from a first
perspective with respect to the registration fix-
ture; and

a second fluoro image of the registration fixture,
the anatomical feature of the patient, and the
plurality of fiducial markers that is captured by
the fluoro image capture device from a second
fluoro image perspective different from the first
fluoro image perspective, wherein the plurality
of fiducial markers causes a second plurality of
shadows on the second fluoro image that are
fixed from a second perspective with respect to
the registration fixture.

10. The system of claim 9, wherein determining the po-

sition and orientation of the registration fixture with
respect to the anatomical feature further comprises:
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comparing the first fluoro image to afirst digitally
reconstructed radiograph (DRR) projected
through a computerized tomography (CT)image
volume having a first DRR perspective;
determining, based the comparing the firstfluoro
image to the first DRR, that the first DRR per-
spective with respect to the anatomical feature
is substantially equal to the first fluoroimage per-
spective with respect to the anatomical feature;
comparing the second fluoro image to a second
DRR projected through the CT image volume
having a second DRR perspective different from
the first DRR perspective;

determining, based comparing the second
fluoro image to the DRR, that the second DRR
perspective with respect to the anatomical fea-
ture is substantially equal to the second fluoro
image perspective with respect to the anatomi-
cal feature;

determining a position and orientation of the an-
atomical feature with respect to the first DRR
perspective and the second DRR perspective;
and

based on the determining the position and ori-
entation of the anatomical feature with respect
to the first DRR perspective and the second
DRR perspective, the determining that the first
DRR perspective is substantially equal to the
first fluoro image perspective, and the determin-
ing that the second DRR perspective is substan-
tially equal to the second fluoro image perspec-
tive, determining the position and orientation of
the registration fixture with respect to the ana-
tomical feature.

The system of claim 1, wherein the registration fix-
ture comprises an intraoperative computerized tom-
ography (ICT) fixture,

wherein the plurality of fiducial markers comprise a
plurality of radio-opaque fiducial markers that are
coupled to the ICT fixture,

wherein the first plurality of tracked markers are cou-
pled to the ICT fixture,

wherein the medical image volume comprises a
computerized tomography (CT) image of the fiducial
markers and the anatomical feature of the patient.

The system of claim 1, further comprising:
an updated medical image volume defining an up-
dated image space comprising:

the anatomical feature of the patient;

the registration fixture that is fixed with respect
to the anatomical feature of the patient; and
the plurality of fiducial markers that are fixed with
respect to the registration fixture,

wherein the machine-readable instructions are
further configured to cause the processor circuit
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to:

based on the updated medical image vol-
ume, determine, for each fiducial marker of
the plurality of fiducial markers, an updated
position of the fiducial marker with respect
to the updated image space;

determine, based on the determined updat-
ed positions of the plurality of fiducial mark-
ers, an updated position and orientation of
the registration fixture with respect to the
anatomical feature; and

based on the tracking data frame, deter-
mine an updated position of the anatomical
feature with respect to the tracking space.

The system of claim 1, wherein the tracking data
frame further comprises locations of a second plu-
rality of tracked markers that are fixed with respect
to a surgical robot, and wherein the machine-read-
able instructions are further configured to cause the
processor circuit to:

based on the tracking data frame, determine a
position of a robot arm of the surgical robot with
respect to the tracking space;

determine, based on the determined position
and orientation of the anatomical feature with
respect to the tracking space and the deter-
mined position and orientation of the robot arm
with respectto the tracking space, a position and
orientation of the anatomical feature with re-
spect to the robot arm; and

control the robot arm based on the determined
position and orientation of the anatomical fea-
ture with respect to the robot arm.

The system of claim 13, wherein the machine-read-
able instructions are further configured to cause the
processor circuit to: based on the determined posi-
tion and orientation of the anatomical feature with
respect to the robot arm, determine a target location
within the anatomical feature in the tracking space;
and control the robot arm to position a tool at the
target location within the anatomical feature.

The system of claim 14, wherein the machine-read-
able instructions are further configured to cause the
processor circuit to: based on the determined posi-
tion and orientation of the anatomical feature with
respect to the robot arm, determine a pivot location
in the tracking space, wherein controlling the robot
arm to position the tool at the target location com-
prises pivoting the tool about the pivot location.
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RECEIVING A FIRST IMAGE VOLUME FROM A PREOPERATIVE MEDICAL IMAGING DEVICE
AT A FIRST TIME
302

DETERMINING, FOR EACH FIDUCIAL MARKER OF THE PLURALITY OF FIDUCIAL MARKERS
ON A REGISTRATION FIXTURE, A POSITION OF THE FIDUCIAL MARKER WITH RESPECT TO
THE FIRST IMAGE VOLUME
304

2

DETERMINING, BASED ON THE DETERMINED POSITIONS OF THE PLURALITY
OF FIDUCIAL MARKERS, POSITIONS OF TRACKING MARKERS ON THE REGISTRATION
FIXTURE WITH RESPECT TO THE ANATOMICAL FEATURE
306

RECEIVING A TRACKING DATA FRAME FROM AN INTRAOPERATIVE TRACKING DEVICE AT
A SECOND TIME LATER THAN THE FIRST TIME
308

DETERMINING, BASED ON THE POSITIONS OF THE TRACKING MARKERS OF THE
REGISTRATION FIXTURE, A POSITION AND ORIENTATION OF THE ANATOMICAL FEATURE
WITH RESPECT TO TRACKING CAMERAS OF THE INTRAOPERATIVE TRACKING DEVICE
310

DETERMINING, BASED ON THE DETERMINED POSITIONS OF TRACKING MARKERS ON A
ROBOT, A POSITION AND ORIENTATION OF A ROBOT ARM OF THE ROBOT WITH RESPECT
TO THE TRACKING CAMERAS
312

DETERMINING, BASED ON THE DETERMINED POSITION AND ORIENTATION OF THE
ANATOMICAL FEATURE AND THE DETERMINED POSITION AND ORIENTATION OF THE
ROBOT ARM WITH RESPECT TO THE TRACKING CAMERAS, A POSITION AND ORIENTATION
OF THE ANATOMICAL FEATURE WITH RESPECT TO THE ROBOT ARM
314

CONTROLLING THE ROBOT ARM BASED ON THE DETERMINED POSITION AND
ORIENTATION OF THE ANATOMICAL FEATURE WITH RESPECT TO THE ROBOT ARM
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