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(54)
AND CARRIER MEANS

(57)  An image capturing device, image capturing
system, and image processing method, each of which:
obtains a video image of an object; converts a wide-angle
video image to generate a low-definition, wide-angle im-
age; applies projection transformation to a part of the

wide-angle video image to generate a high-definition,

narrow-angle video image in different projection; com-
bines each frame of the low-definition, wide-angle video
image and a corresponding frame of the high-definition,
narrow-angle video image, into one frame data while re-

IMAGE CAPTURING DEVICE, IMAGE CAPTURING SYSTEM, IMAGE PROCESSING METHOD,

ducing a resolution of each video image, to generate a
combined video image; transmits the combined video im-
age for display at a communication terminal; in response
to a request from the communication terminal, applies
projection transformation to a part of a frame of the
wide-angle video image to generate an ultra-high-defini-
tion, narrow-angle still image in different projection; and
transmits the ultra-high-definition, narrow-angle still im-
age for display at the communication terminal.
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Description
BACKGROUND
Technical Field

[0001] The presentinvention relates to animage capturing device, image capturing system, image processing method,
and carrier means.

Description of the Related Art

[0002] The image capturing device transmits a wide-angle image, which has been captured using such as a fish-eye
lens, for example, to a smart phone operated by a user who views the image using a viewer. In order to reduce a size
of data for distribution through a network, the image capturing device transmits a whole image having an image definition
lower than that of the captured wide-angle image, and a partial image of an area of interest that is higher in image
definition than that of the whole image. At the smart phone, the high-definition, partial image is superimposed on the
whole image for display (See Japanese Patent Application Publication No. 2006-340091-A).

[0003] However, if the whole image and the partial image are transmitted as video image, further reduction in data
size for transmission is desired.

SUMMARY

[0004] Example embodiments include an image capturing device, an image capturing system, an image processing
method, and carrier means.

[0005] The image capturing device includes an imaging device that captures a video image of an object, and a proc-
essor. The processor operates as an image definition converter, projection converter, and combiner. The image capturing
device further includes a transmitter.

[0006] The image definition converter converts a wide-angle video image from an ultra-high-definition image into a
low definition image to generate a low-definition, wide-angle image, the wide-angle video image being an entire or a
part of the captured video image. The projection converter applies projection transformation to a part of the wide-angle
video image to generate a high-definition, narrow-angle video image in different projection, the high-definition, narrow-
angle video image having an image definition higher than that of the low-definition, wide-angle video image. The combiner
combines each frame of the low-definition, wide-angle video image and a corresponding frame of the high-definition,
narrow-angle video image, into one frame data while reducing a resolution of each video image, to generate a combined
video image. The transmitter transmit the combined video image for display at a communication terminal, the high-
definition, narrow-angle video image to be superimposed on the low-definition, wide-angle video image. In response to
arequest from the communication terminal, the projection converter applies projection transformation to a part of a frame
of the wide-angle video image to generate an ultra-high-definition, narrow-angle still image in different projection, the
ultra-high-definition, narrow-angle still image having an image definition higher than that of the high-definition, narrow-
angle video image. The transmitter transmits the ultra-high-definition, narrow-angle still image for display at the com-
munication terminal, the ultra-high-definition, narrow-angle still image to be displayed in place of the high-definition,
narrow-angle video image.

[0007] With the above-described configuration, an amount of data of whole video image and partial video image to
be transmitted via a network is reduced. In case there is a request from a user to display a specific area in more detail,
such area of user’s interest can be displayed with higher resolution as an ultra-high-definition, partial still image.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0008] A more complete appreciation of the disclosure and many of the attendant advantages and features thereof
can be readily obtained and understood from the following detailed description with reference to the accompanying
drawings, wherein:

FIGs. 1A to 1D (FIG. 1) are respectively a right side view, a rear view, a plan view, and a bottom view of a spherical
image capturing device, according to embodiments;

FIG. 2 is an illustration for explaining how a user uses the spherical image capturing device, according to embodi-
ments;

FIGs. 3A, 3B, and 3C (FIG. 3) are views illustrating a front side of a hemispherical image, a back side of the
hemispherical image, and an image in equirectangular projection, respectively, captured by the spherical image
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capturing device, according to embodiments;

FIG. 4A and FIG. 4B (FIG. 4) are views respectively illustrating the image in equirectangular projection covering a
surface of a sphere, and a spherical image, according to embodiments;

FIG. 5is a view illustrating positions of a virtual camera and a viewable area in a case in which the spherical image
is represented as a three-dimensional solid sphere according to embodiments;

FIGs. 6A and 6B (FIG. 6) are respectively a perspective view of FIG. 5, and a view illustrating an image of the
viewable area on a display, according to embodiments;

FIG. 7 is an illustration for explaining parameters of a partial image, according to embodiments;

FIG. 8 is a schematic view illustrating an image capturing system according to an embodiment;

FIG. 9 is a schematic block diagram illustrating a hardware configuration of a spherical image capturing device of
FIG. 8, according to the embodiment;

FIG. 10 is a schematic block diagram illustrating a hardware configuration of a relay device of FIG. 8 according to
the embodiment;

FIG. 11 is a schematic block diagram illustrating a hardware configuration of a smart phone of FIG. 8, according to
the embodiment;

FIG. 12is a hardware configuration diagram of animage management server of FIG. 8, according to the embodiment;
FIG. 13 is a schematic block diagram illustrating a functional configuration of the spherical image capturing device
of FIG. 8, according to the embodiment;

FIG. 14 is a schematic block diagram illustrating a functional configuration of the smart phone of FIG. 8, according
to the embodiment;

FIG. 15 is a schematic block diagram illustrating a functional configuration of the image management server of FIG.
8, according to the embodiment;

FIG. 16A is a conceptual diagram illustrating information on threshold value of angle of view;

FIG. 16B is an illustration for explaining horizontal angle of view and vertical angle of view;

FIG. 17 is a sequence diagram illustrating operation of generating and reproducing a whole video image and a
partial video image, according to the embodiment;

FIG. 18 is a conceptual diagram illustrating image processing performed by the spherical image capturing device,
with images being generated, according to the embodiment;

FIG. 19A, 19B, and 19C (FIG. 19) are an illustration for explaining partial image parameters;

FIG. 20 is a conceptual diagram illustrating data in which a frame of whole video image and a frame of partial video
image is combined, according to the embodiment;

FIG. 21 is a conceptual diagram illustrating image processing performed by the smart phone, with images being
generated, according to the embodiment;

FIGs. 22A and 22B (FIG. 22) are an illustration for explaining generation of a partial sphere, from a partial image,
according to the embodiment;

FIG. 23A and 23B (FIG. 23) are conceptual diagrams illustrating a two-dimensional view of a spherical image
superimposed with a partial image, without generating the partial sphere, according to a comparative example;
FIGs. 24A and 24B (FIG. 24) are conceptual diagrams illustrating a two-dimensional view of the spherical image
superimposed with the partial image, while generating the partial sphere, according to the embodiment;

FIGs. 25A, 25B, 25C, and 25D (FIG. 25) are illustrations of a wide-angle image without superimposed display, a
telephoto image without superimposed display, a wide-angle image with superimposed display, and a telephoto
image with superimposed display, according to the embodiment; and

FIG. 26 is a sequence diagram illustrating operation of generating and reproducing a partial still image, according
to the embodiment.

[0009] The accompanying drawings are intended to depict embodiments of the present invention and should not be
interpreted to limit the scope thereof. The accompanying drawings are not to be considered as drawn to scale unless
explicitly noted.

DETAILED DESCRIPTION

[0010] The terminology used herein is for the purpose of describing particular embodiments only and is not intended
to be limiting of the present invention. As used herein, the singular forms "a", "an" and "the" are intended to include the
plural forms as well, unless the context clearly indicates otherwise.

[0011] In describing embodiments illustrated in the drawings, specific terminology is employed for the sake of clarity.
However, the disclosure of this specification is not intended to be limited to the specific terminology so selected and it
is to be understood that each specific element includes all technical equivalents that have a similar function, operate in

a similar manner, and achieve a similar result.
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<Overview>

[0012] Referring to FIGs. 1 to 6, operation of generating a spherical image is described according to one or more
embodiments.

[0013] First, referring to FIGs. 1A to 1D, an external view of a spherical image capturing device 1, is described. The
spherical image capturing device 1 is a digital camera for capturing images from which a 360-degree spherical image
is generated. FIGs. 1A to 1D are respectively a right side view, a rear view, a plan view, and a bottom view of the spherical
image capturing device 1.

[0014] The spherical image capturing device 1 includes imaging elements (imaging sensors) 103a and 103b in its
inside. The imaging elements 103a and 103b respectively capture images of an object or surroundings via the lenses
102a and 102b, to each obtain a hemispherical image (the image with an angle of view of 180 degrees or greater). As
illustrated in FIG. 1B, the spherical image capturing device 1 further includes a shutter button 115a on a rear side of the
spherical image capturing device 1, which is opposite of the front side of the spherical image capturing device 1. As
illustrated in FIG. 1A, the left side of the spherical image capturing device 1 is provided with a power button 115b, a
Wireless Fidelity (Wi-Fi) button 115c, and an image capturing mode button 115d. Any one of the shutter button 115a,
the power button 115b and the Wi-Fi button 115¢ switches between ON and OFF, according to selection (pressing) by
the user. The image capturing mode button 115d switches between a still-image capturing mode, a video image capturing
mode, and a video image distribution mode, according to selection (pressing) by the user. The shutter button 115a,
power button 115b, Wi-Fi button 115c, and image capturing mode button 115d are an example of an operation unit 115.
The operation unit 115 is any section that receives a user instruction, and is not limited to the above-described buttons
or switches.

[0015] As illustrated in FIG. 1D, the spherical image capturing device 1 is provided with a tripod mount hole 151 at a
center of its bottom face 150. The tripod mount hole 151 receives a screw of a tripod, when the spherical image capturing
device 1 is mounted on the tripod. The bottom face 150 of the spherical image capturing device 1 further includes a
Micro Universal Serial Bus (Micro USB) terminal 152, on its left side. The bottom face 150 further includes a High-
Definition Multimedia Interface (HDMI, Registered Trademark) terminal 153, on its right side.

[0016] Next, referring to FIG. 2, a description is given of a situation where the spherical image capturing device 1 is
used. FIG. 2 illustrates an example of how the user uses the spherical image capturing device 1. As illustrated in FIG.
2, for example, the spherical image capturing device 1 is used for capturing objects surrounding the user who is holding
the spherical image capturing device 1 in his or her hand. The imaging elements 103a and 103b illustrated in FIGs.1A
to 1D capture the objects surrounding the user to obtain two hemispherical images.

[0017] Next, referring to FIGs. 3A to 3C and FIGs. 4A and 4B, a description is given of an overview of an operation
of generating an equirectangular projection image EC and a spherical image CE from the images captured by the
spherical image capturing device 1. FIG. 3A is a view illustrating a hemispherical image (front side) captured by the
spherical image capturing device 1. FIG. 3B is a view illustrating a hemispherical image (back side) captured by the
spherical image capturing device 1. FIG. 3C is a view illustrating an image in equirectangular projection, which is referred
to as an "equirectangular projection image" (or equidistant cylindrical projection image) EC. FIG. 4A is a conceptual
diagram illustrating an example of how the equirectangular projection image maps to a surface of a sphere. FIG. 4B is
a view illustrating the spherical image.

[0018] As illustrated in FIG. 3A, an image captured by the imaging element 103a is a curved hemispherical image
(front side) taken through the fish-eye lens 102a. Also, as illustrated in FIG. 3B, an image captured by the imaging
element 103b is a curved hemispherical image (back side) taken through the fish-eye lens 102b. The hemispherical
image (front side) and the hemispherical image (back side), which are reversed by 180-degree from each other, are
combined by the spherical image capturing device 1. This results in generation of the equirectangular projection image
EC as illustrated in FIG. 3C.

[0019] The equirectangular projection image is mapped on the sphere surface using Open Graphics Library for Em-
bedded Systems (OpenGL ES) as illustrated in FIG. 4A. This results in generation of the spherical image CE as illustrated
in FIG. 4B. In other words, the spherical image CE is represented as the equirectangular projection image EC, which
corresponds to a surface facing a center of the sphere CS. It should be noted that OpenGL ES is a graphic library used
for visualizing two-dimensional (2D) and three-dimensional (3D) data. The spherical image CE is either a still image or
a video image, unless it is explicitly stated.

[0020] Since the spherical image CE is an image attached to the sphere surface, as illustrated in FIG. 5B, a part of
the image may look distorted when viewed from the user, providing a feeling of strangeness. To resolve this strange
feeling, an image of a viewable area, which is a part of the spherical image CE, is displayed as a flat image having fewer
curves. The viewable area is, for example, a part of the sphericalimage CE thatis viewable by the user. In this disclosure,
the image of the viewable area is referred to as a "viewable-areaimage" Q. Hereinafter, a description is given of displaying
the viewable-area image Q with reference to FIG. 5 and FIGs. 6A and 6B.

[0021] FIG. 5is aview illustrating positions of a virtual camera IC and a viewable area T in a case in which the spherical
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image is represented as a surface area of a three-dimensional solid sphere. The virtual camera IC corresponds to a
position of a point of view (viewpoint) of a user who is viewing the spherical image CE represented as a surface area of
the three-dimensional solid sphere CS. FIG. 6A is a perspective view of the spherical image CE illustrated in FIG. 5.
FIG. 6B is a view illustrating the viewable-area image Q when displayed on a display. In FIG. 6A, the spherical image
CE illustrated in FIG. 4B is represented as a surface area of the three-dimensional solid sphere CS. Assuming that the
spherical image CE is a surface area of the solid sphere CS, the virtual camera IC is inside of the spherical image CE
as illustrated in FIG. 5. The viewable area T in the spherical image CE is an imaging area of the virtual camera IC.
Specifically, the viewable area T is specified by viewable-area information indicating an imaging direction and an angle
of view of the virtual camera IC in a three-dimensional virtual space containing the spherical image CE. That is, the
zooming of the viewable area T is determined by expanding or contracting a range (arc) of the angle of view a.. In addition,
zooming in the viewable area T can also be determined by bringing the virtual camera IC closer to or away from the
spherical image CE. The viewable-area image Q is an image of the viewable area T, in the spherical image CE.
[0022] The viewable-area image Q, which is an image of the viewable area T illustrated in FIG. 6A, is displayed on a
display as an image of an imaging area of the virtual camera IC, as illustrated in FIG. 6B. FIG. 6B illustrates the viewable-
area image Q represented by the viewable-area information that is set by default. The viewable-area information, which
is expressed in a coordinate indicating the location of the virtual camera IC, may alternatively be expressed in an imaging
area (X, Y, Z) of the virtual camera IC that corresponds to the viewable area T.

[0023] FIG. 7 is an illustration for explaining parameters of a partial image. The following describes a method of
designating a part of the spherical image, as a partial image. The coordinate of the central point CP of the partial image,
in the spherical image, can be defined using an imaging direction of a camera (virtual camera IC) capturing the spherical
image. Assuming that the center of the spherical image as a whole image, corresponds to a surface of the spherical
image facing a viewer-side, that center has an azimuth angle "aa", and an elevation angle "ea". Further, an angle of
view in the diagonal direction (the diagonal angle of view) o can be used to represent a range (area) of the partial image.
The range in the vertical and horizontal directions, can be represented by an aspect ratio (width w / height h) of the
image. In alternative to using the diagonal angle of view o and the aspect ratio w/h, the range of the partial image may
be represented by the vertical angle of view and the horizontal angle of view, or the vertical angle of view and the aspect
ratio w/h. In addition to the azimuth angle and the elevation angle, a rotation angle may be used.

<Overview of Image Capturing System>

[0024] First, referring to FIG. 8, an overview of the image capturing system is described according to the embodiment.
FIG. 8 is a schematic view illustrating the image capturing system according to an embodiment.

[0025] As illustrated in FIG. 8, the image capturing system includes the spherical image capturing device 1, a relay
device 3, a smart phone 5, and an image management server 7.

[0026] The spherical image capturing device 1 is a special digital camera, which captures an image of an object or
surroundings such as scenery to obtain two hemispherical images, from which a spherical (panoramic) image is gener-
ated, as described above referring to FIGs. 1 to 7.

[0027] The relay device 3 enables the spherical image capturing device 1 to communicate with any device on the
communication network 100 such as the Internet. Even when the spherical image capturing device 1 is not able to directly
communicate via the communication network 100, the spherical image capturing device 1 communicates with the relay
device 3 using short-range wireless communication, to establish communication with such as the image management
server 7 onthe communication network 100 via the relay device 3. Thatis, the relay device 3 intermediates communication
between the spherical image capturing device 1 and the image management server 7. The short-range wireless com-
munication is based on such as Wi-Fi, Bluetooth (Registered Trademark), and Near Field Communication (NFC). In
FIG. 8, the relay device 3 is used as a dongle receiver on which the spherical image capturing device 1 is mounted.
[0028] The smart phone 5 communicates with the image management server 7 via the communication network 100
by wired or wireless communication. The smart phone 5 is capable of displaying images obtained from the spherical
image capturing device 1, on a display 517 provided for the smart phone 5.

[0029] The image management server 7, which is implemented by one or more computers, transfers a request for
video or stillimage from the smart phone 5, to the spherical image capturing device 1 via the relay device 3. The image
management server 7 transmits video data or stillimage data, received from the spherical image capturing device 1 via
the relay device 3, to the smart phone 5.

[0030] While only one set of the spherical image capturing device 1 and the relay device 3 is illustrated in FIG. 1, a
plurality of sets of the spherical image capturing device 1 and the relay device 3 may be provided in the image capturing
system. Similarly, while only one smart phone 5 is illustrated, a plurality of smart phones 5 may be used. In this disclosure,
the smart phone 5 is an example of communication terminal. Other examples of communication terminal include, but
not limited to, PC, smart watch, game machine, and car navigation system. The image management server 7 may be
implemented by one or more computers.
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<Hardware Configuration>

[0031] Next, referring to FIGs. 9 to 12, hardware configurations of the spherical image capturing device 1, relay device
3, smart phone 5, and image management server 7 are described according to the embodiment.

<Hardware Configuration of Spherical Image Capturing Device>

[0032] First, referring to FIG. 9, a hardware configuration of the spherical image capturing device 1 is described
according to the embodiment. FIG. 9 is a schematic block diagram illustrating a hardware configuration of the spherical
image capturing device 1. The following describes a case in which the spherical image capturing device 1 is a full-view
spherical (omnidirectional) image capturing device capable of capturing 4= radian image, with two imaging elements.
However, the spherical image capturing device 1 may include any suitable number of imaging elements, providing that
itincludes at least two imaging elements. In addition, the spherical image capturing device 1 is not necessarily an image
capturing device dedicated to omnidirectional image capturing. Alternatively, an external omnidirectionalimage capturing
unit may be attached to a general-purpose digital camera or a smart phone to implement an image capturing device
having substantially the same function as that of the spherical image capturing device 1.

[0033] Asillustratedin FIG. 9, the sphericalimage capturing device 1 includes animaging unit 101, an image processor
104, an imaging controller 105, a microphone 108, an audio processor 109, a central processing unit (CPU) 111, a read
only memory (ROM) 112, a static random access memory (SRAM) 113, a dynamic random access memory (DRAM)
114, the operation unit 115, a network interface (I/F) 116, a communication circuit 117, an antenna 117a, an electronic
compass 118, a gyro sensor 119, an acceleration sensor 120, and a terminal 121.

[0034] The imaging unit 101, which may be referred to as an imaging device, includes two wide-angle lenses (so-
called fish-eye lenses) 102a and 102b, each having an angle of view of equal to or greater than 180 degrees so as to
form a hemispherical image. The imaging unit 101 further includes the two imaging elements 103a and 103b corre-
sponding to the wide-angle lenses 102a and 102b respectively. The imaging elements 103a and 103b each includes
an imaging sensor such as a complementary metal oxide semiconductor (CMOS) sensor and a charge-coupled device
(CCD) sensor, a timing generation circuit, and a group of registers. The imaging sensor converts an optical image formed
by the wide-angle lenses 102a and 102b into electric signals to outputimage data. The timing generation circuit generates
horizontal or vertical synchronization signals, pixel clocks and the like for the imaging sensor. Various commands,
parameters and the like for operations of the imaging elements 103a and 103b are set in the group of registers.
[0035] Each of the imaging elements 103a and 103b of the imaging unit 101 is connected to the image processor 104
via a parallel I/F bus. In addition, each of the imaging elements 103a and 103b of the imaging unit 101 is connected to
the imaging controller 105 via a serial I/F bus such as an 12C bus. The image processor 104, the imaging controller 105,
and the audio processor 109 are each connected to the CPU 111 via a bus 110. Furthermore, the ROM 112, the SRAM
113, the DRAM 114, the operation unit 115, the network I/F 116, the communication circuit 117, and the electronic
compass 118 are also connected to the bus 110.

[0036] The image processor 104 acquires image data from each of the imaging elements 103a and 103b via the
parallel I/F bus and performs predetermined processing on each image data. Thereafter, the image processor 104
combines these image data to generate data of the equirectangular projection image as illustrated in FIG. 3C.

[0037] The imaging controller 105 usually functions as a master device while the imaging elements 103a and 103b
each usually functions as a slave device. The imaging controller 105 sets commands and the like in the group of registers
of the imaging elements 103a and 103b via the serial I/F bus such as the 12C bus. The imaging controller 105 receives
various commands from the CPU 111. Further, the imaging controller 105 acquires status data and the like of the group
of registers of the imaging elements 103a and 103b via the serial I/F bus such as the 12C bus. The imaging controller
105 sends the acquired status data and the like to the CPU 111.

[0038] The imaging controller 105 instructs the imaging elements 103a and 103b to output the image data at a time
when the shutter button 115a of the operation unit 115 is pressed. In some cases, the spherical image capturing device
1 is capable of displaying a preview image on a display (e.g., the display of the smart phone 5) or displaying a video
image (movie). In case of displaying movie, the image data are continuously output from the imaging elements 103a
and 103b at a predetermined frame rate (frames per second).

[0039] Furthermore, the imaging controller 105 operates in cooperation with the CPU 111 to synchronize the time
when the imaging element 103a outputs image data and the time when the imaging element 103b outputs the image
data. It should be noted that, although the spherical image capturing device 1 does not include a display in this embod-
iment, the spherical image capturing device 1 may include the display.

[0040] The microphone 108 converts sounds to audio data (signal). The audio processor 109 acquires the audio data
output from the microphone 108 via an I/F bus and performs predetermined processing on the audio data.

[0041] The CPU 111 controls entire operation of the spherical image capturing device 1, for example, by performing
predetermined processing. The CPU 501 may be a single or a plurality of processors. The ROM 112 stores various
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programs for execution by the CPU 111. The SRAM 113 and the DRAM 114 each operates as a work memory to store
programs loaded from the ROM 112 for execution by the CPU 111 or data in current processing. More specifically, in
one example, the DRAM 114 stores image data currently processed by the image processor 104 and data of the
equirectangular projection image on which processing has been performed.

[0042] The operation unit 115 collectively refers to various operation keys, such as the shutter button 115a. In addition
to the hardware keys, the operation unit 115 may also include a touch panel. The user operates the operation unit 115
to input various image capturing (photographing) modes or image capturing (photographing) conditions.

[0043] The network I/F 116 collectively refers to an interface circuit such as a USB I/F that allows the spherical image
capturing device 1 to communicate data with an external medium such as an SD card or an external personal computer.
The network I/F 116 supports at least one of wired and wireless communications. The data of the equirectangular
projection image, which is stored in the DRAM 114, is stored in the external medium via the network I/F 116 or transmitted
to the external device such as the smart phone 5 via the network I/F 116, at any desired time.

[0044] The communication circuit 117 communicates data with the external device such as the smart phone 5 via the
antenna 117a of the spherical image capturing device 1 by short-range wireless communication such as Wi-Fi, NFC,
and Bluetooth. The communication circuit 117 is also capable of transmitting the data of equirectangular projection image
to the external device such as the smart phone 5. In this example illustrated in FIG. 8, the communication circuit 117
communicates with the relay device 3 by short-range wireless communication, to communicate with the smart phone 5
or the image management server 7 via the relay device 3. However, the image capturing device 1 may communicate
with the smart phone 5 or the image management server 7 directly, for example, using the network I/F 116. In such
case, the relay device 3 does not have to be provided.

[0045] The electronic compass 118 calculates an orientation of the spherical image capturing device 1 from the Earth’s
magnetism to output orientation information. This orientation and tilt information is an example of related information,
which is metadata described in compliance with Exif. This information is used for image processing such as image
correction of captured images. The related information also includes a date and time when the image is captured by the
spherical image capturing device 1, and a size of the image data.

[0046] The gyro sensor 119 detects the change in tilt of the spherical image capturing device 1 (roll, pitch, yaw) with
movement of the spherical image capturingdevice 1. The change in angle is one example of related information (metadata)
described in compliance with Exif. This information is used for image processing such as image correction of captured
images.

[0047] The acceleration sensor 120 detects acceleration in three axial directions. The spherical image capturing device
1 calculates its position (an angle with respect to the direction of gravity), based on the acceleration detected by the
acceleration sensor 120. With the gyro sensor 119 and the acceleration sensor 120, the spherical image capturing device
1 is able to correct images with high accuracy.

[0048] The terminal 121 is a connector (with a recess) for Micro USB.

<Hardware configuration of relay device>

[0049] Referring to FIG. 10, a hardware configuration of the relay device 3 is described according to an embodiment.
FIG. 10 is a schematic diagram illustrating a hardware configuration of the relay device 3, when implemented as a cradle
with wireless communication capability.

[0050] As illustrated in FIG. 10, the relay device 3 includes a CPU 301, ROM 302, RAM 303, EEPROM 304, and
CMOS sensor 305. The CPU 301 controls entire operation of the relay device 3. The ROM 302 stores basic input/output
program. The RAM 303 functions as a work area for the CPU 301. The EEPROM 304 reads or writes data under control
of the CPU 301. The CMOS sensor 305, as an imaging element, captures a subject to obtain image data under control
of the CPU 301.

[0051] The EEPROM 304 stores operating system (OS) and other programs to be executed by the CPU 301, and
various data to be used in execution. In alternative to the CMOS sensor 305, a CCD sensor may be used.

[0052] The relay device 3 further includes an antenna 313a, communication circuit 313, GPS receiver 314, and bus
line 310. The communication circuit 313 communicates with the image management server 7 via the communication
network 100 using a wireless signal through the antenna 313a. The GPS receiver 314 receives a GPS signal including
location information (latitude, longitude, and altitude) of the relay device 3, from Global Positioning Systems (GPS)
satellite or Indoor Messaging System (IMES). The bus line 310, implemented by an address bus or data bus, electronically
connects the above-described elements in the relay device 3.

<Hardware Configuration of Smart Phone>

[0053] Referringto FIG. 11, a hardware configuration of the smart phone 5 is described according to the embodiment.
FIG. 11 illustrates a hardware configuration of the smart phone 5. As illustrated in FIG. 11, the smart phone 5 includes
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a CPU 501, a ROM 502, a RAM 503, an EEPROM 504, a Complementary Metal Oxide Semiconductor (CMOS) sensor
505, animaging element|/F 513a, an acceleration and orientation sensor 506, a medium I/F 508, and a GPS receiver 509.
[0054] The CPU 501 controls entire operation of the smart phone 5. The CPU 501 may be a single or a plurality of
processors. The ROM 502 stores a control program for controlling the CPU 501 such as an IPL. The RAM 503 is used
as a work area for the CPU 501. The EEPROM 504 reads or writes various data such as a control program for the smart
phone 5 under control of the CPU 501. The CMOS sensor 505 captures an object (for example, the user operating the
smart phone 5) under control of the CPU 501 to obtain captured image data. The imaging element 1/F 513a is a circuit
that controls driving of the CMOS sensor 512. The acceleration and orientation sensor 506 includes various sensors
such as an electromagnetic compass or gyrocompass for detecting geomagnetism, and an acceleration sensor. The
medium I/F 508 controls reading or writing of data with respect to a recording medium 507 such as a flash memory. The
GPS receiver 509 receives a GPS signal from a GPS satellite.

[0055] The smart phone 5 further includes a long-range communication circuit 511, an antenna 511a for the long-
range communication circuit 511, a CMOS sensor 512, an imaging element I/F 513b, a microphone 514, a speaker 515,
an audio input/output I/F 516, a display 517, an external device connection I/F 518, a short-range communication circuit
519, an antenna 519a for the short-range communication circuit 519, and a touch panel 521.

[0056] The long-range communication circuit 511 is a circuit that communicates with other device through the com-
munication network such as the Internet. The CMOS sensor 512 is an example of a built-in imaging device capable of
capturing an object under control of the CPU 501. The imaging element 1/F 513a is a circuit that controls driving of the
CMOS sensor 512. The microphone 514 is an example of audio collecting device, which is a built-in type, capable of
inputting audio under control of the CPU 501. The audio I/O I/F 516 is a circuit for inputting or outputting an audio signal
to the microphone 514 or from the speaker 515 under control of the CPU 501. The display 517 may be a liquid crystal
or organic electro luminescence (EL) display that displays an image of a subject, an operation icon, or the like. The
external device connection I/F 518 is an interface circuit that connects the smart phone 5 to various external devices.
The short-range communication circuit 519 is a communication circuit that communicates in compliance with the NFC,
the Bluetooth, and the like. The touch panel 521 is an example of input device that enables the user to input a user
instruction to the smart phone 5 through touching a screen of the display 517.

[0057] The smart phone 5 further includes a bus line 510. Examples of the bus line 510 include an address bus and
a data bus, which electrically connects the elements such as the CPU 501.

<Hardware Configuration of Image Management Server>

[0058] Referring to FIG. 12, a hardware configuration of the image management server 7 is described according to
an embodiment. FIG. 12 is a schematic diagram illustrating a hardware configuration of the image management server
7 according to the embodiment.

[0059] As illustrated in FIG. 12, the image management server 7 includes a CPU 701, a ROM 702, a RAM 703, a hard
disk (HD) 704, a hard disk drive (HDD) 705, a medium I/F 707, a display 708, a network I/F 709, a bus line 710, a
keyboard 711, a mouse 712, and a DVD-RW drive 714.

[0060] The CPU 701 controls entire operation of the image management server 7. The ROM 702 stores a control
program for controlling the CPU 701 such as an IPL. The RAM 703 is used as a work area for the CPU 701. The HD
704 stores various data such as programs. The HDD 705 controls reading or writing of various data to or from the HD
704 under control of the CPU 701. The display 708 displays various information such as a cursor, menu, window,
characters, or image. The medium I/F 707 controls reading or writing of data with respect to a recording medium 706
such as a flash memory. The network I/F 709 is an interface that controls communication of data with an external device
through the communication network 100. The bus line 710 may be an address bus or a data bus, which electrically
connects various elements such as the CPU 701 of FIG. 12.

[0061] The keyboard 711 is one example of input device provided with a plurality of keys for allowing a user to input
characters, numerals, or various instructions. The mouse 712 is one example of input device for allowing the user to
select a specific instruction or execution, select a target for processing, or move a curser being displayed. The DVD-
RW drive 714 reads or writes various data with respect to a DVD ReWritable (DVD-RW) 713, which is one example of
removable recording medium. In alternative to the DVD-RW, any recording medium may be used such as a DVD-R,
Blu-ray Disc (Blu-ray Disc), etc.

<Functional configuration>

[0062] Referring now to FIGs. 13 to 16, a functional configuration of the image capturing system is described according
to the embodiment. In this disclosure, the relay device 3 relays communication between the spherical image capturing
device 1 and the image management server 7 by transmitting or receiving data therebetween. For simplicity, description
of the functional configuration of the relay device 3 is omitted below.
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<Functional Configuration of Spherical Image Capturing Device>

[0063] FIG. 13 is a schematic block diagram illustrating a functional configuration of the spherical image capturing
device 1 according to the embodiment. The spherical image capturing device 1 includes a transmitter and receiver 11,
a partial image parameter generator 12, an image capturing controller 13, image capturing units 14a and 14b, an image
processor 15, a storage unit 16, an image definition converter 17, a projection converter 18, a combiner 19, a video
encoder 203, a still image encoder 20b, an acceptance unit 22, a determiner 25, and a still image storage unit 29. These
units are functions that are implemented by or that are caused to function by operating any of the elements illustrated
in FIG. 9 in cooperation with the instructions of the CPU 111 according to the spherical image capturing device control
program expanded from the SRAM 113 to the DRAM 114. The spherical image capturing device 1 further includes a
threshold manager 1001, which is implemented by the SRAM 113.

(Threshold of Angle of View)

[0064] FIG. 16A is a conceptual diagram illustrating information on a threshold value of an angle of view. FIG. 16B is
a diagram illustrating a horizontal angle of view and a vertical angle of view.

[0065] As illustrated in FIG. 16A, the threshold manager 1001 stores information on a threshold value of an angle of
view for each of a plurality of configuration patterns ("Configuration 1" to "Configuration 4"). In this example, the threshold
of the angle of view includes a threshold of a horizontal angle of view and a threshold of a vertical angle of view.
Alternatively, the threshold of the angle of view may only include one of the threshold of the horizontal angle of view and
the threshold of the vertical angle of view. The table of FIG. 16A is previously stored, for example, before the spherical
image capturing device 1 is shipped to a user site. While the information on the threshold of the angle of view is expressed
in the form of table, this information may be expressed in any other way.

[0066] Referring to FIG. 16A, for each configuration pattern, a threshold value of an angle of view of an area as a
partial image, is associated with a maximum recording resolution of the spherical image capturing device 1 (expressed
by a number of horizontal pixels W and a number of vertical pixels H), and a maximum display resolution of the smart
phone 5 set by the user (expressed by a number of horizontal pixels W’ and a number of vertical pixels H’). As described
below, the threshold value of the horizontal angle of view (AH) and the vertical angle of view (AV) is used to determine
whether to transmit the partial image to the smart phone 5 from the spherical image capturing device 1 via the image
management server 7.

[0067] The table of FIG. 16A stores four configuration patterns, however, any number of configuration patterns may
be stored, such that the patterns may be between one and three, or more than five. Further, the table of FIG. 16 does
not have to be provided. In such case, a threshold value of an angle of view may be calculated using the equation, for
example, as described below.

[0068] Referring now to FIG. 16B, a horizontal angle of view AH and a vertical angle of view AV are described. Since
the central point CP, the azimuth angle "aa", and the elevation angle "ea" have been described in FIG. 7, description
thereof is omitted. For the spherical image (either video or still image), a size of the entire one frame of the partial image
(video or still image) can be expressed by an imaging direction of a camera capturing the image (virtual camera).
Specifically, the horizontal length of the partial image can be expressed by the horizontal angle of view AH from the
virtual camera IC. The vertical length of the partial image can be expressed by the vertical angle of view AV from the
virtual camera IC. The threshold of the horizontal angle of view AH and the threshold of the vertical angle of view AV
are each an angle where resolution of the image before conversion and resolution of the image after conversion are
made equal, and can be obtained using the following Equations 1 and 2.

(Equation 1) AH=(360/ W) * W'

(Equation 2) AV = (180 / H) * (H'/2)

[0069] In this embodiment, even when the maximum recording resolution of the spherical image capturing device 1
is 4000 pixels by 2000 pixels, the spherical image capturing device 1 stores information on the threshold of an angle of
view for four configurations as illustrated in FIG. 16A. However, the spherical image capturing device 1 only refers to
the configuration 1 and the configuration 2. Similarly, even when the maximum display resolution set by the user at the
smart phone 5 is 1920 pixels by 1080 pixels, the spherical image capturing device 1 stores information on the threshold
of an angle of view for four configurations as illustrated in FIG. 16A, even the spherical image capturing device 1 only
refers to the configuration 1 and the configuration 3.
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[0070] The following example describes how the threshold value of an angle of view is obtained for the configuration 1.
[0071] In the configuration 1, the maximum recording resolution of the spherical image capturing device 1 is 4000
pixels by 2000 pixels, and the instruction data from the user at the smart phone 5 requests for image data (video or still
image) having a resolution of 1920 pixels by 1080 pixels. In such case, the determiner 25 determines whether the angle
of view of the partial image, requested by the instruction data, is equal to or greater than the threshold of angle of view
stored for the configuration 1. When the angle of view of the partial image is less than the threshold of angle of view for
the configuration 1, the determiner 25 determines not to apply projection transformation to the ultra-high-definition whole
image using the projection converter 18 to generate the ultra-high-definition partial still image. In this example, the
determiner 25 may determine whether the horizontal angle of view and the vertical angle of view for the partial image
is equal to or greater than corresponding one of the threshold of horizontal angle of view (172.8 degrees) and the
threshold of vertical angle of view (48.6 degrees), and determines not to apply projection transformation when the
horizontal angle of view and the vertical angle of view for the partial image are both less than the corresponding one of
the threshold of horizontal angle of view (172.8 degrees) and the threshold of vertical angle of view (48.6 degrees).
Alternatively, the determiner 25 may only use one of the horizontal angle of view and the vertical angle of view to make
determination.

[0072] Referring to FIG. 13, a functional configuration of the spherical image capturing device 1 is described in detail.
[0073] The transmitter and receiver 11 transmits or receives image data to or from an extraneous source. Examples
of image data include, but not limited to, ultra-high-definition partial still image, high-definition partial video image, and
low-definition whole video image. The transmitter and receiver 11 may transmit the partial image parameters to the smart
phone 5, or receive the instruction data from the smart phone 5.

[0074] In this embodiment, images of three different resolution levels are processed. For the descriptive purposes,
the ultra-high-definition image, high-definition image, and low-definition image are used, with the image definition de-
creasing from a higher level to a lower level in this order. For example, the ultra-high-definition image has a resolution
that is substantially equal to that of the maximum recording resolution of the spherical image capturing device 1. The
high-definition image has a resolution that is lower than that of the ultra-high definition image. The low-definition image
has a resolution that is even lower than that of the high-definition image.

[0075] Further, in this embodiment, the wide-angle image is any image having an angle of view of 100 degrees or
greater. The narrow-angle image is any image having an angle of view, narrower than that of the wide-angle image,
such as having an angle of view of 90 degrees or less.

[0076] The partial image parameter generator 12 generates partial image parameters based on the instruction data
sent from the smart phone 5 via the image management server 7. The instruction data is generated according to a user
operation received at the acceptance unit 52 of the smart phone 5, and is an instruction for specifying an area to be
viewed, which is a part of the whole image. The area to be viewed corresponds to an area, which is to be cut out from
the whole image at the spherical image capturing device 1, as the partial image. The partial image parameters are used
to specify a superimposed area, which is an area on which the partial image (the superimposed image S) is to be
superimposed on the spherical image CE (whole image), when displayed at the smart phone 5. The partial image
parameter generator 12 is implemented by instructions of the CPU 111.

[0077] The image capturing controller 13 outputs an instruction to each of the image capturing units 14a and 14b, to
synchronize timings at which the image data are output from the imaging capturing units 14a and 14b. The image
capturing controller 13 is implemented by the instructions of the CPU 111, which operates with the imaging controller 105.
[0078] The image capturing units 14a and 14b respectively capture an object according to instructions from the image
capturing controller 13, to output data of hemispherical images, from which the spherical image is generated, as illustrated
in FIGs. 3A and 3B. The image capturing units 14a and 14b correspond to the imaging elements 103a and the lens
102a, and the imaging element 103b and the lens 102b, respectively.

[0079] The image processor 15 synthesizes and converts data of two hemispherical images obtained by the image
capturing units 14a and 14b into data of an equirectangular projection image in equirectangular projection. The image
processor 15 corresponds to the image processor 104, which is implemented by an image processing circuit.

[0080] The storage unit 16 serves as a buffer for temporarily storing data of the equirectangular projection image
synthesized and converted by the image processor 15. The equirectangular projection image, at this stage, is an ultra-
high-definition image, as the image is generated by combining the images captured at the image capturing units 14a
and 14b. The storage unit 16 may be implemented by a RAM.

[0081] Theimage definition converter 17 converts equirectangular projection video image, from the ultra-high-definition
image into a low-definition image. Accordingly, the low-definition, equirectangular projection image (whole image) is
generated. The image definition converter 17 may generate the low-definition, whole image, according to a request for
video received from the smart phone 5, for example, by reducing a size or resolution of the image. As described below
referring to FIG. 17, the spherical image capturing device 1 may receive instruction data with the request for video. In
this example, the low-definition, whole image may correspond to entire or a part of the equirectangular projection image
generated and stored in the storage unit 16. The image definition converter 17 may be implemented by instructions of

10



10

15

20

25

30

35

40

45

50

55

EP 3712 839 A1

the CPU 111.

[0082] The projection converter 18 applies projection transformation to a part of the equirectangular projection video
image, to convert from the equirectangular projection to the perspective projection, according to the request for video,
received at the transmitter and receiver 11. With the request for video, the instruction data may be received. For example,
the instruction data indicates an imaging direction, angle of view, aspect ratio of a partial image (a part of the whole
image), and an image size for data transmission to the smart phone 5. Further, image definition (or resolution) of the
video image is made lower than that of the equirectangular projection, whole video image stored in the storage unit 16.
Accordingly, the high-definition, partial video image is generated. As described above, the whole image data output from
the image definition converter 17 has a lower definition (or resolution) than that of the partial image data output from the
projection converter 18. That is, the partial image data output from the projection converter 18 has a higher definition
(resolution) than that of the whole image data output from the image definition converter 17.

[0083] Further, the projection converter 18 applies projection transformation to a part of a frame of the equirectangular
projection video image, to convert from the equirectangular projection to the perspective projection, according to a
request for still image and the instruction data, received at the transmitter and receiver 11. The instruction data indicates
an imaging direction, angle of view, aspect ratio of a partial image (a part of the whole image), and an image size for
data transmission to the smart phone 5. Further, resolution of the still image is kept the same with that of the ultra-high-
definition, equirectangular projection image stored in the storage unit 16. Accordingly, the ultra-high-definition, partial
still image is generated.

[0084] As described above, the projection converter 18 not only applies projection transformation to an area, cut out
from the equirectangular projection image, but also changes image definition (resolution) of the ultra-high-definition
equirectangular projection image to generate the high-definition partial video image.

[0085] In this example, the partial video image is generated to have a resolution lower than that of the partial still
image, but higher than that of the low-definition, whole image.

[0086] Alternatively, the partial video image and the partial still image generated by the projection converter 18 may
each be generated as the ultra-high-definition image having a resolution higherthan that of the low-definition, whole image.
[0087] For the descriptive purposes, the example case in which an equirectangular projection image of 2K, 4K, or 8K
is generated as an ultra-high-definition image is described. The partial still image, output from the projection converter
18, is data having its projection converted to a predetermined projection, while keeping its resolution (either 2K, 4K, or
8K), based on data of the high-definition, equirectangular projection image. On the other hand, the whole video image
output from the definition converter 17 is data having its definition (resolution) lowered than that of the equirectangular
projection image (for example, lowered to 1K, 2K, or 4K).

[0088] In case the partial video image is made lower in resolution than that of the partial still image, the partial video
image may have its definition higher than that of the equirectangular projection image but lower than that of the partial
still image (for example, 1.5K, 3K, and 6K, or any value between 1K to 2K, 2K to 4K, or 4K to 8K).

[0089] Thecombiner 19 combines eachframe of the low-definition, whole videoimage generated by the image definition
converter 17, and a corresponding frame of the high-definition, partial video image generated by the projection converter
18, into one frame of image. In combining, as illustrated in FIG. 20, vertical resolution (resolution of a vertical length) of
each image to be combined is reduced in half.

[0090] By combining a set of frames into one frame while reducing resolution of images to be combined, a size of data
to be transmitted via the network can be reduced.

[0091] Even when the partial video image has a definition substantially equal to that of the partial still image when
output from the projection converter 18, definition of the partial video image is made lower than that of the partial still
image through this process of lowering resolution and higher than that of the whole image that also goes through the
same process.

[0092] Further, this set of frames to be combined are each generated from the same equirectangular projection image
stored in the storage unit 16. Accordingly, this set of frames to be combined as images captured at the same time, can
be associated, without metadata for associating the frames to be combined.

[0093] The video encoder 20a encodes data of the whole video image and the partial video image, combined at the
combiner 19. The still image encoder 20b encodes the partial still image.

[0094] The acceptance unit22 receives various operations by the user via the operation unit 115 of the image capturing
device 1.

[0095] The determiner 25 determines whether an entire frame of the partial image, which is a part of the whole video
image, is smaller than a predetermined area determined by a threshold value of angle of view stored in the threshold
manager 1001 as illustrated in FIG. 16A. When an area of the partial image is smaller than the predetermined area
determined by the threshold of angle of view, the determiner 25 controls the projection converter 18 not to generate the
ultra-high-definition partial stillimage from the ultra-high-definition whole video image. When an area of the partial image
is equal to or greater than the predetermined area determined by the threshold of angle of view, the determiner 25
controls the projection converter 18 to apply projection transformation to a part of the ultra-high-definition whole video
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image to generate the ultra-high-definition partial still image.

[0096] Forexample, as described above referring to FIG. 16, in the configuration 1, the maximum recording resolution
of the spherical image capturing device 1 is 4000 pixels by 2000 pixels, and the instruction data from the user at the
smart phone 5 requests for image data (video or still image) having a resolution of 1920 pixels by 1080 pixels, which is
a maximum display resolution of the smart phone 5. In such case, the determiner 25 determines not to apply projection
transformation using the projection converter 18 such that the ultra-high-definition still image is not generated, when an
area (the partial image) instructed by the instruction data has a horizontal angle of view less than 172.8 degrees and a
vertical angle of view of less than 48.6 degrees.

[0097] When an area cut out as the partial image, requested by the smart phone 5, is smaller than an area indicated
by the threshold of angle of view, the user at the smart phone 5 would not be able to tell differences between the ultra-
high-definition partial image and the high-definition partial image. For this reasons, it becomes meaningless to transmit
and display the ultra-high definition partial still image.

[0098] On the other hand, when an area (the partial image) instructed by the instruction data has a horizontal angle
of view equal to or greater than 172.8 degrees and a vertical angle of view equal to or greater than 48.6 degrees, the
determiner 25 determines to control the projection converter 18 to apply projection transformation to generate the ultra-
high-definition still image. In such case, the smart phone 5 switches display of an area of user’s interest, from the high-
definition partial video image to the ultra-high-definition partial stillimage, to display the area of the user’s interest clearly.
[0099] In the above-described example, the determiner 25 determines not to generate the ultra-high-definition still
image when the instruction data instructs to display an area having an angle of view equal to or greater than the threshold,
and not to generate the ultra-high-definition still image when such area has an angle of view less than the threshold.
Alternatively, the determiner 25 may determine not to generate the ultra-high-definition still image when the instruction
data instructs to display an area having an angle of view greater than the threshold, and not to generate the ultra-high-
definition still image when such area has an angle of view equal to or less than the threshold.

<Functional Configuration of Smart Phone>

[0100] FIG. 14 is afunctional block diagram of the smartphone according to the present embodiment. The smart phone
5 includes a transmitter and receiver 51, an acceptance unit 52, a video decoder 53a, a still image decoder 53b, a
superimposed area generator 54, an image generator 55, an image superimposing unit 56, a projection converter 57,
and a display control 58. These units are functions that are implemented by or that are caused to function by operating
any of the hardware elements illustrated in FIG. 11 in cooperation with the instructions of the CPU 501 according to the
control program for the smart phone 5, expanded from the EEPROM 504 to the RAM 503.

<Functional Configuration of Smart Phone>

[0101] Referring to FIG. 14, a functional configuration of the smart phone 5 is described in detail.

[0102] The transmitter and receiver 51 transmits or receives data to or from an extraneous source. For example, the
transmitter and receiver 51 receives image data from the transmitter and receiver 11 of the spherical image capturing
device 1, or transmits instruction data to the transmitter and receiver 11 of the spherical image capturing device 1. The
transmitter and receiver 51 separates the image data (video data of whole image and partial image illustrated in FIG.
20) and the partial image parameters into different data, which is received from the transmitter and receiver 11 of the
spherical image capturing device 1.

[0103] The acceptance unit 52 accepts a user operation for designating the imaging direction, the angle of view, the
aspect of the partial image, and the size of the image data to be received by the smart phone 5. The acceptance unit
52 generates instruction data based on the user operation, which is to be transmitted to the spherical image capturing
device 1. Specifically, in this example, the instruction data sets a maximum display resolution (horizontal size W’ and
vertical size H’ in FIG. 16A) of the smart phone 5. The acceptance unit 52 is implemented by the touch panel 521, and
the instructions of the CPU 501. The microphone 514 may be used, in case the user operation is received as voice.
[0104] The video decoder 53a decodes each data of the low-definition, whole video image and the high-definition,
partial video image encoded by the video encoder 20a. The still image decoder 53b decodes data of the ultra-high-
definition, partial still image, encoded by the stillimage encoder 20b. The video decoder 53a and the stillimage decoder
53b may be implemented by the instructions of the CPU 501.

[0105] The superimposed area generator 54 specifies a superimposed area as indicated by the partial image param-
eters. The superimposed area indicates a location and a range of an area of the sphericalimage CE (whole video image),
on which a superimposed image S (partial video image or partial still image) and a mask image M are superimposed.
The superimposed area indicates both a location and a range of a superimposed image S (that is, partial video image
or partial still image) and a mask image M on the spherical image CE (that is, whole image).

[0106] The image generator 55 generates the superimposed image S and the mask image M, which is to be super-
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imposed on the superimposed area, and generates a spherical image CE from the low-definition, whole image.

[0107] The image superimposing unit 56 superimposes the superimposed image S and the mask image M, on the
superimposed area of the spherical image CE, to generate the spherical image CE.

[0108] The projection converter 57 converts projection of the spherical image CE, from equirectangular projection to
perspective projection, according to instruction data generated based on a user operation received at the acceptance
unit 52. The projection converter 57 is implemented by the instructions of the CPU 501.

[0109] The display control 58 controls the display 517 to display the viewable-area image Q of the spherical image
CE that is converted to have a perspective projection. The display control 58 is implemented by the instructions of the
CPU 501, which controls operation of the display 517.

<Functional Configuration of Image Management Server>

[0110] FIG. 15is a diagram illustrating a functional configuration of the image management server 7 according to the
embodiment. The image management server 7 includes a transmitter and receiver 71, which is implemented by the
network I/F 709 illustrated in FIG. 12 and instructions of the CPU 701 according to the control program expanded from
the HD 704 to the RAM 703. The image management server 7 further includes a storage unit 7000 implemented by the
HD 704.

[0111] Next, referring to FIG. 15, a functional configuration of the image management server 7 is described in detail.
[0112] The transmitter and receiver 71 transmits or receives data to or from an extraneous source. For example, the
transmitter and receiver 71 receives image data from the transmitter and receiver 11 of the spherical image capturing
device 1 via the relay device 3, or transmits instruction data to the transmitter and receiver 11 of the spherical image
capturing device 1 via the relay device 3. The transmitter and receiver 71 transmits the image data (video data of whole
image and partial image illustrated in FIG. 20) and the partial image parameters, which is received from the transmitter
and receiver 11 of the spherical image capturing device 1, to the smart phone 5. The transmitter and receiver 71
temporarily stores the ultra-high-definition still image, received from the spherical image capturing device 1 via the relay
device 3, in the storage unit 7000. The transmitter and receiver 71 further reads the high-definition partial still image
from the storage unit 7000 for transmission to the smart phone 5.

<Operation>

[0113] Referring now to FIGs. 17 to 26, operation of capturing the image and displaying the image, performed by the
image capturing system, is described according to the embodiment. The following describes the example case in which
the smart phone 5 playbacks the whole video image and the partial video image based on data generated and transmitted
by the spherical image capturing device 1, and the user requests to display one frame of the partial video image with
higher resolution. In response to this request, the smart phone 5 displays the ultra-high-definition, partial still image.

<Generation and Playback of whole video image and partial video image>

[0114] First, referring to FIG. 17, operation of generating and reproducing data of whole video image and partial video
image is described according to the embodiment. FIG. 17 is a sequence diagram illustrating operation of generating
and reproducing data of whole video image and partial video image according to the embodiment.

[0115] As illustrated in FIG. 17, the acceptance unit 52 of the smart phone 5 accepts a request to start distribution of
video from a user as a viewer (S11). The transmitter and receiver 51 of the smart phone 5 transmits a request for video
data, to the transmitter and receiver 71 of the image management server 7 (S12). With the request for video data, the
smart phone 5 transmits the instruction data including the partial image parameters, designated by the user.

[0116] For example, the smart phone 5 may display the spherical image on which the partial image is being superim-
posed on at least a part of the spherical image. An area of the spherical image to be displayed in the view area may be
set by default. In such case, the user may select a certain point of the spherical image being displayed, for example, by
touching that point with a pointing device or a user’s finger. In response to such user operation, the smart phone 5
transmits information on partial image parameters (for example, as instruction data) to the spherical image capturing
device 1.

[0117] Next, the transmitter and receiver 71 of the image management server 7 transfers a request for video data to
the transmitter and receiver of the relay device 3 (S13). The transmitter and receiver of the relay device 3 transfers a
request for video data to the transmitter and receiver 11 of the spherical image capturing device 1 (S14).

[0118] The spherical image capturing device 1 generates video data (S15). This processing of S15 will be described
later in detail (see FIGs. 18 to 20).

[0119] The transmitter and receiver 11 of the spherical image capturing device 1 transmits video data to the transmitter
and receiver of the relay device 3 according to the request for video data (S16). This video data includes a set of low-
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definition, whole video image and high-definition, partial video image. The transmitter and receiver of the relay device
3 transfers the video data to the transmitter and receiver 71 of the image management server 7 (S17). The transmitter
and receiver 71 of the image management server 7 transfers the video data to the transmitter and receiver 51 of the
smart phone 5 (S18).
[0120] Next, the smart phone 5 playbacks the video data (S19). This processing of S19 will be described later in detail
(see FIGs. 21 to 25).

<Generation of video data>

[0121] Next, referring to FIGs. 18 to 20, operation of generating video data, performed by the spherical image capturing
device 1, at S15 is described according to the embodiment. FIG. 18 is a conceptual diagram for illustrating image
processing performed by the sphericalimage capturing device 1, and images generated along with processing, according
to the embodiment.

[0122] Theimage processor 15 combines (stiches) data of two hemispherical images obtained by the image capturing
units 14a and 14b into data of an equirectangular projection image (in this example, video) in equirectangular projection
(S120). The data of equirectangular projection video image, which is an ultra-high-definition image, is temporarily stored
in the storage unit 16.

[0123] The partial image parameter generator 12 generates partial image parameters based on the instruction data
sent from the smart phone 5 (S130). As described above, the instruction data includes information on an imaging direction,
angle of view, aspect ratio of a partial image (a part of the whole image), and an image size for data transmission. As
described below, the partial image parameters specify an area of the equirectangular projection image, on which the
partial image is to be superimposed. The partial image parameters are generated based on the imaging direction and
the angle of view, for example.

[0124] The image definition converter 17 converts the equirectangular projection image from an ultra-high-definition
video image to a low-definition video image, according to instruction data from the smart phone 5 received at the
transmitter and receiver 11 (S140). Accordingly, the low-definition, equirectangular projection video image (whole video
image) is generated.

[0125] For each frame of video, the projection converter 18 applies projection transformation to an area of the equirec-
tangular projection image, which corresponds to the partial image, to convert from the equirectangular projection to the
perspective projection, according to the instruction data received at the transmitter and receiver 11 (S150). The area as
the partial image is defined by the instruction data received at the transmitter and receiver 11 from the smart phone 5,
which includes an imaging direction of an area of the whole video image, an angle of view and an aspect of such area,
and a size of the partial image for transmission. Accordingly, the high-definition, partial video image is generated.
[0126] The combiner 19 combines the low-definition, whole video image and the high-definition, partial video image
(S160). This process of combining images will be described below in detail (FIG. 20).

[0127] Referring to FIGs. 19 and 20, the above-described processing of FIG. 18 is described in detail. FIG. 19 is an
illustration for explaining parameters of a partial image.

(Partial Image Parameter)

[0128] Referring to FIG. 19, partial image parameters are described in detail. FIG. 19A illustrates the whole image,
after the images are combined (synthesized) at S120. FIG. 19B is a diagram illustrating an example of partial image
parameters. FIG. 19C illustrates the partial image, to which the projection transformation is applied at S150.

[0129] The azimuth angle (aa) in FIG. 7 corresponds to the horizontal direction (latitude 1) in the equirectangular
projection image illustrated in FIG. 19A. The elevation angle (ea) in FIG. 7 corresponds to the vertical direction (longitude
¢) in the equirectangular projection image illustrated in FIG. 19A. The partial image parameters of FIG. 19B define an
area in the equirectangular projection image, as the partial image. Specifically, as illustrated in FIG. 16B and FIG. 7, the
partial image parameters include the point of gaze (aa, ea) as the central point CP, the angle of view a, and the aspect
ratio of the horizontal length (w) and vertical length (h). With the partial image parameters, a specific area in the equirec-
tangular projection image as the partial image can be defined. FIG. 19C illustrates an example partial image obtained
by cutting out an area, surrounded by a frame in the equirectangular projection image in FIG. 19A that is defined by the
partial image parameters.

[0130] The following describes transformation of a projection in detail. As illustrated in FIG. 4A, the equirectangular
projection image EC covers a surface of the sphere CS, to generate the spherical image CE illustrated in FIG. 4B.
Therefore, each pixel in the equirectangular projection image EC corresponds to each pixel in the surface of the sphere
CS, that is, the three-dimensional, spherical image. The projection converter 18 applies the following transformation
equation 3. Here, the coordinate system used for the equirectangular projection image EC is expressed with (latitude,
longitude) = (ea, aa), and the rectangular coordinate system used for the three-dimensional sphere CS is expressed
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with (%, y, z).

(Equation 3) (x,y,z)=(cos(ea)xcos(aa),cos(ea)xsin(aa),sin(ea)),

wherein the sphere CS has a radius of 1.

[0131] The partial image in perspective projection, is a two-dimensional image. When the partial image is represented
by the two-dimensional polar coordinate system (moving radius, argument)=(r, a), the moving radius r, which corresponds
to the diagonal angle of view a, has a value in the range from 0 to tan (diagonal angle view/2). That is, 0<=r<=tan(diagonal
angle view/2). The partial image, which is represented by the two-dimensional rectangular coordinate system (u, v), can
be expressed using the polar coordinate system (moving radius, argument) = (r, a) using the following conversion
equation 4.

(Equation 4) u =1 X cos (a), v=r1 X sin (a)

[0132] Theequation4isrepresented by the three-dimensional coordinate system (movingradius, polar angle, azimuth).
Forthe surface of the sphere CS, the moving radius in the three-dimensional coordinate systemis"1". The equirectangular
projection image, which covers the surface of the sphere CS, is converted from the equirectangular projection to the
perspective projection, using the following equations 5 and 6. Here, the equirectangular projection image is represented
by the above-described two-dimensional polar coordinate system (moving radius, argument) = (r, a), and the virtual
camera IC is located at the center of the sphere.

(Equation 5) r = tan (polar angle)

(Equation 6) a=azimuth

[0133] Assuming that the polar angle is t, Equation 5 can be expressed as: t=arctan(r).

[0134] Accordingly, the three-dimensional polar coordinate (moving radius, polar angle, azimuth) is expressed as (1,
arctan(r),a).

[0135] The three-dimensional polar coordinate system is transformed into the rectangle coordinate system (x, y, z),
using Equation 7.

(Equation 7) (x, y, z) = (sin (t) x cos (a), sin (t) x sin (a), cos (t))

[0136] Equation 7 is applied to convert between the equirectangular projection image EC (whole image) in equirec-
tangular projection, and the partial image in perspective projection. More specifically, the moving radius r, which corre-
sponds to the diagonal angle of view o of the partial image, is used to calculate transformation map coordinates, which
indicate correspondence of a location of each pixel between the partial image and the equirectangular projection image
EC. With this transformation map coordinates, the equirectangular projection image EC is transformed to generate the
partial image in perspective projection.

[0137] Through the above-described projection transformation, the coordinate (latitude=90°, longitude=0°) in the
equirectangular projection image EC becomes the central point in the partial image in perspective projection. In case of
applying projection conversion to an arbitrary point in the equirectangular projection image EC as the point of gaze, the
sphere CS covered with the equirectangular projection image EC is rotated such that the coordinate (latitude, longitude)
of the point of gaze is positioned at (90°, 0°).

[0138] The sphere CS may be rotated using any known equation for rotating the coordinate.

(Combining images)
[0139] Referring to FIG. 20, example operation of combining images, performed by the combiner 19 at S 160, is
described. FIG. 20 is a conceptual diagram of data, generated by combining a frame of the whole video image and a

corresponding frame of the partial video image. As illustrated in FIG. 20, a set of frames of video images are combined,
such that a frame of the whole video image is arranged at an upper side, and a frame of the partial video image is
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arranged at a lower side. In this embodiment, the images are arranged to have an aspect ratio of 16:9, which is generally
used for high-definition (HD) TV, but any other aspect ratio may be used. Further, the arrangement of these two images
is not limited to the upper and lower sides, but may be left and right sides. When there are a plurality of partial video
images, the frame of the whole video may be positioned at upper half, and the frames of the partial video images may
be positioned at lower half, while the lower half area being divided into areas in a number of partial video images being
present. By combining the whole image and the partial image(s) into one item of data, it would be easier to manage
images to be combined (stitched), or images to be synchronized for display at substantially the same time. Alternatively,
the spherical image capturing device 1 may transmit the whole image data and the partial image data to the smart phone
5 separately, or at different timings, as long as they are associated to be displayed as one image.

[0140] In case the whole video image and the partial video image are to be transmitted as one data item as illustrated
in FIG. 20, resolution of each image will be reduced, as a vertical size is reduced by half. Accordingly, the whole video
image and the partial video image are both lower in definition than that of the ultra-high-definition video image stored at
the storage unit 16. That is, image definition will be higher in the order from the ultra-high-definition video image stored
in the storage unit 16, the partial video image output from the projection converter 18, and the whole video image output
from the image definition converter 17.

<Playback of Video at Smart Phone>

[0141] Referring to FIG. 21, operation of reproducing video at the smart phone 5 is described according to the em-
bodiment. FIG. 21 is a conceptual diagram for illustrating image processing performed by the smart phone 5, and images
generated along with processing, according to the embodiment.

[0142] The superimposed area generator 54 illustrated in FIG. 14 generates a partial sphere PS, indicated by partial
image parameters, as illustrated in FIG. 21 (S320).

[0143] The image generator 55 superimposes the partial image in perspective projection, on the partial sphere PS to
generate the superimposed image S (S330). The image generator 55 further generates the mask image M, based on
a surface area of the partial sphere PS (S340). The image generator 55 covers (attaches) the whole image in equirec-
tangular projection (equirectangular projection image EC), over the sphere CS, to generate the spherical image CE
(S350). The image superimposing unit 56 superimposes the superimposed image S and the mask image M, on the
spherical image CE (S360). The image is generated, in which the high-definition superimposed image S (high-definition
partial image) is superimposed on the low-definition spherical image CE (low-definition whole image). With the mask
image, the boundary between the two different images is made unnoticeable.

[0144] The projection converter 57 converts projection (S370), such that the viewable area T of the spherical image
CE, with the superimposed image S being superimposed, is displayed on the display 517, for example, in response to
a user instruction for display. The projection transformation is performed based on the line of sight of the user (the
direction of the virtual camera IC, represented by the central point CP of the viewable area T), and the angle of view a
of the viewable area T. Accordingly, the display control 58 controls the display 517 to display the viewable-area image
Q, which is a viewable area T of the spherical image CE.

[0145] FIG. 22 s an illustration for explaining generation of a partial sphere, from a partial image that is a planar image.
In general, since an image is projected onto a plane in perspective projection, the image is often represented as a planar
image in a three-dimensional space as illustrated in FIG. 22A. In the present embodiment, as illustrated in FIG. 22B,
the image is represented as a partial sphere, which is a part of a sphere representing the spherical image. The following
describes transformation from a planar image (FIG. 22A) to a partial sphere (FIG. 22B).

[0146] As illustrated in FIG. 22A, it is assumed that each point (X, y, z) on a plane having a certain angle of view is
projected onto a surface of the sphere. The point, where a straight line that connects the origin of the sphere ("Center")
and each point (x, y, z), intersects the surface of the sphere, is considered as the point (X', y’, z’) on the surface of the
sphere illustrated in FIG. 17B. Each point on the surface of the sphere is a point whose distance from the origin is equal
to the radius of the sphere. If the radius of the sphere is 1, the point (X', y’, z’) on the surface of the sphere illustrated in
FIG. 22B is expressed by the Equation 8.

(Equation 8) (X, y', ) = (x, y, z) x 1 / Y (x2 + y2 +x2)

[0147] FIG. 23A and 23B are conceptual diagrams illustrating a two-dimensional view of a spherical image CE super-
imposed with a partial image P, without generating the partial sphere, according to a comparative example. FIGs. 24A
and 24B are conceptual diagrams illustrating a two-dimensional view of the spherical image CE superimposed with the
partial image P, while generating the partial sphere, in this embodiment.

[0148] As illustrated in FIG. 23A, it is assumed that the virtual camera IC, which corresponds to the user’s point of
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view, is located at the center of the sphere CS, which is a reference point. The object P1, as an image capturing target,
is represented by the object P2 in the spherical image CE. The object P1 is represented by the object P3 in the super-
imposed image S. Stillreferring to FIG. 23A, the object P2 and the object P3 are positioned along a straight line connecting
the virtual camera IC and the object P1. This indicates that, even when the superimposed image S is displayed as being
superimposed on the spherical image CE, the coordinate of the spherical image CE and the coordinate of the superim-
posed image S match. As illustrated in FIG. 18B, if the virtual camera IC is moved away from the center of the sphere
CS, the position of the object P2 stays on the straight line connecting the virtual camera IC and the object P1, but the
position of the object P3 is slightly shifted to the position of an object P3’. The object P3’ is an object in the superimposed
image S, which is positioned along the straight line connecting the virtual camera IC and the object P1. This will cause
a difference in grid positions between the spherical image CE and the superimposed image S, by an amount of shift "g"
between the object P3 and the object P3’. Accordingly, in displaying the superimposed image S, the coordinate of the
superimposed image S is shifted from the coordinate of the spherical image CE.

[0149] With the partial sphere being generated, as illustrated in FIGs. 24A and 24B, the superimposed image S is
superimposed on the spherical image CE at right positions, while compensating the shift. More specifically, as illustrated
in FIG. 24A, when the virtual camera IC is at the center of the sphere CS, the object P2 and the object P3 are positioned
along the straight line connecting the virtual camera IC and the object P1. As illustrated in FIG. 19B, even when the
virtual camera IC is moved away from the center of the sphere CS, the object P2 and the object P3 are positioned along
the straight line connecting the virtual camera IC and the object P1. Even when the superimposed image S is displayed
as being superimposed on the spherical image CE, the coordinate of the spherical image CE and the coordinate of the
superimposed image S match.

[0150] FIG. 25A illustrates the spherical image CE (low-definition whole image), when displayed as a wide-angle
image. Here, the partial image P (high-definition partial image) is not superimposed on the spherical image CE. FIG.
25B illustrates the spherical image CE, when displayed as a telephoto image. Here, the partial image P is not superim-
posed on the spherical image CE. FIG. 25C illustrates the spherical image CE, superimposed with the partial image P,
when displayed as a wide-angle image. FIG. 25D illustrates the spherical image CE, superimposed with the partial image
P, when displayed as a telephoto image. The dotted line in each of FIG. 25A and 25C, which indicates the boundary of
the partial image P, is shown for the descriptive purposes. Such dotted line may be displayed, or not displayed, on the
display 517 to the user. Further, it is assumed that the images illustrated in FIGs. 25A to 25D are displayed as video.
[0151] Itis assumed that, while the spherical image CE without the partial image P being superimposed, is displayed
as illustrated in FIG. 25A, a user instruction for enlarging an area indicated by the dotted area is received. In such case,
as illustrated in FIG. 25B, the enlarged, low-definition image, which is a blurred image, is displayed to the user. As
described above in this embodiment, it is assumed that, while the spherical image CE with the partial image P being
superimposed, is displayed as illustrated in FIG. 25C, a user instruction for enlarging an area indicated by the dotted
area is received. In such case, as illustrated in FIG. 25D, a high-definition image, which is a clear image, is displayed
to the user. However, even when the high-definition image is being displayed, the user may still want to see details of
such specified area.

[0152] For example, assuming that the target object, which is shown within the dotted line, has a sign with some
characters, even when the user enlarges that section, the user may not be able to read such characters if the image is
low in resolution. If the partial image of even higher resolution is displayed on that section, the user is able to read those
characters. As described below, the smart phone 5 displays the ultra-high-definition, partial still image, in response to
user operation for requesting display of such image. Examples of such user operation include, but not limited to, any
operation for specifying an area of the user’s interest, from the view area, for example, by using the pointing device such
as a mouse or user’s finger(s).

<Generation and Display of partial still image>

[0153] Next, referring to FIG. 26, operation of generating and reproducing data of partial still image is described
according to the embodiment. FIG. 26 is a sequence diagram illustrating operation of generating and reproducing data
of a partial still image according to the embodiment.

[0154] At S19 of FIG. 17, the smart phone 5 displays to the viewer (user) video of whole image, on which the partial
video image is superimposed, as illustrated in FIG. 25C. The user, who is viewing the video, may want to see a part of
the whole image in more detail. In such case, the user may operate the smart phone 5 to request for displaying a specific
part in more detail, for example, by zooming in a specific part in the whole image being displayed. In response to such
request, the smart phone 5 displays an ultra-high-definition partial still image, which is higher in image definition than
that of the high-definition partial video image, to the user. In operation, as illustrated in FIG. 26, the acceptance unit 52
of the smart phone 5 accepts a request to start distribution of a partial still image from the viewer (user) (S31). The
transmitter and receiver 51 of the smart phone 5 transmits a request for still image data, to the transmitter and receiver
71 of the image management server 7 (S32). With the request for still image data, the smart phone 5 transmits the
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instruction data including the partial image parameters, designated by the viewer.

[0155] Next, the transmitter and receiver 71 of the image management server 7 transfers a request for still image data
to the transmitter and receiver of the relay device 3 (S33). The transmitter and receiver of the relay device 3 transfers
a request for still image data to the transmitter and receiver 11 of the spherical image capturing device 1 (S34).

[0156] The sphericalimage capturing device 1 generates stillimage data (S35). The processing of S35 will be described
later in detail.

[0157] The transmitter and receiver 11 of the spherical image capturing device 1 transmits still image data to the
transmitter and receiver of the relay device 31 according to the request for still image data (S36). The still image data
is data of an ultra-high-definition, partial still image.

[0158] The transmitter and receiver of the relay device 3 transfers the still image data to the transmitter and receiver
71 of the image management server 7 (S37).

[0159] Next, the transmitter and receiver 71 of the image management server 7 temporarily stores the stillimage data
in the storage unit 7000 (S38).

[0160] Thetransmitterandreceiver71 oftheimage managementserver 7 transfers the stillimage data to the transmitter
and receiver 51 of the smart phone 5 (S39). The transmitter and receiver 71 of the image management server 7 transfers
the still image data to the transmitter and receiver 51 of the smart phone 5 (S39).

[0161] The smart phone 5 displays, on the display 517, the ultra-high-definition, partial still image, in place of the high-
definition partial video image being superimposed on the whole video image (S40). This operation of superimposing the
partial still image on the whole video image is partly in common to the above-described operation of superimposing the
partial video image on the whole video image, with some differences that will be described below.

[0162] At S35, when the determiner 25 determines not to apply projection transformation on the ultra-high-definition,
still image, at the projection converter 18, the determiner 25 may cause a message to be displayed to the user, for
example, at S36 and S37. Such message may be "still image is not transmitted" or "angle of view is too narrow". In such
case, the whole video image, on which the partial video image is superimposed, is continuously displayed, with the
above-described message.

<Generation of Still Image>

[0163] Next, operation of generating a still image, performed by the spherical image capturing device 1, at S35 is
described according to the embodiment.

[0164] In response to receiving a request for still image data, the spherical image capturing device 1 determines
whether to generate a partial stillimage. When the angle of view of the partial image is relatively narrow, even when the
partial still image, which is higher in resolution than that of the partial video image, is displayed, the user is not able to
see the differences in resolution. For this reasons, when the angle of view, specified by the instruction data, is narrower
than the threshold of angle of view, the partial still image is not generated. In this embodiment, when an angle of view
defined by the partial image parameters, is greater than the threshold value of horizontal angle of view (AH) or vertical
angle of view (AV) in FIG. 16, the spherical image capturing device 1 generates an ultra-high-definition, partial stillimage
(S210).

[0165] More specifically, while the transmitter and receiver 11 of the spherical image capturing device 1 is transmitting
video data, it is assumed that the request for stillimage data is received. In such case, the projection converter 18 applies
projection transformation to an area, cut out from the equirectangular projection image, according to partial image
parameters, to generate a partial still image. Here, resolution of the partial still image is unchanged from the ultra-high-
definition, equirectangular projection image (whole image) stored in the storage unit 16. A size of the partial still image
may be changeable. When the horizontal resolution of the ultra-high-definition, whole image is W, and the horizontal
angle of view specified by the instruction data is ah, the horizontal resolution Wp of the partial stillimage can be calculated
as follows.

(Equation 9) Wp =W /360 * ah

[0166] The spherical image capturing device 1 reads out the value of W, from the information on threshold value of
an angle of view that is stored in the threshold manager 1001 (See FIG. 16A).

[0167] Similarly, when the vertical resolution of the ultra-high-definition, whole image is H, and the vertical angle of
view specified by the instruction data is av, the vertical resolution Hp of the partial stillimage can be calculated as follows.
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(Equation 10) Hp=H/ 180 * av

[0168] The still image encoder 20b encodes the partial still image data, and stores the encoded data in an image
buffer. The transmitter and receiver 11 transmits the partial still image data to the image management server 7 via the
relay device 3, in a substantially similar manner as described above referring to S16 and S17. The partial image param-
eters are sent with the partial still image data.

<Display of Still Image>

[0169] Next, operation of reproducing a still image, performed by the smart phone 5 at S40, is described according to
the embodiment.

[0170] The transmitter and receiver 51 of the smart phone 5 separates the stillimage data, received from the spherical
image capturing device 1, into data of partial still image and partial image parameters. The still image decoder 53b
decodes the partial still image, extracted from the still image data. The processing of displaying the partial still image in
a manner that is superimposed on the whole video image is performed in a substantially similar manner as described
above referring to S19 of FIG. 17 and FIG. 21.

[0171] As described above, according to one or more embodiments, an amount of data of whole video image and
partial video image to be transmitted via a network is reduced. Specifically, in one example, the partial video image is
generated to have an image definition lower than that of the equirectangular projection image that has been generated
by capturing an object. The user, who views the video image, is not likely to look closely to the partial video image, even
when the partial video image may contain an object that the user may become interested. That is, as long as the partial
video image is sufficiently clear, its resolution may be lowered.

[0172] In case there is a request from a user to display a specific area in more detail, such area of user’s interest can
be displayed with higher resolution as an ultra-high-definition, partial still image.

[0173] Specifically, as described above, the spherical image capturing device 1 generates a low-definition, whole
image (in this example, the low-definition, whole video image) from an ultra-high-definition, spherical image (S140). The
spherical image capturing device 1 further generates a high-definition, partial image (in this example, the high-definition,
partial video image) in different projection, from the same ultra-high-definition, spherical image (S 150). The spherical
image capturing device 1 transmits data of the low-definition, whole image and the high-definition, partial image, to the
smart phone 5. The smart phone 5 superimposes the high-definition, partial image, on the low-definition, whole image
(S360), and converts projection of the superimposed image according to the line-of-sight direction and the angle of view
specified by the user (viewer) (S370). As described above, the spherical image capturing device 1, which obtains an
ultra-high-definition, spherical image of an object, transmits a partial image having an area of interest as a high-definition
image, and a whole image that shows an entire image as a low-definition image. The spherical image capturing device
1 further converts projection of the high-definition partial image, before transmission of such image. Further, the combiner
19 of the spherical image capturing device 1 combines a frame of the low-definition whole video image and a frame of
the high-definition partial video image into one frame, while lowering resolution of each image, as described above
referring to FIG. 20.

[0174] Accordingly, the smart phone 5, which receives image data having a reduced data size, is able to display the
spherical image on which the partial image is superimposed on the whole image, with increased processing speed.
[0175] Further, even when the low-definition whole image and the high-definition partial image (or the ultra-high-
definition partial image) are generated in different projections (projective spaces), projection of the high-definition partial
image (or the ultra-high-definition partial image) has been converted before being transmitted. Accordingly, the smart
phone 5 is able to combine these images, without requiring projection transformation.

[0176] Further, in the above-described embodiment, the determiner 25 determines whether an entire frame of the
partial image, which is an area cut out from the whole image, is smaller than an area determined by the threshold value
of angle of view, managed by the threshold manager 1001 as illustrated in FIG. 16. When the partial image is smaller
than the area determined by the threshold angle of view, the determiner 25 controls the projection converter 18 not to
generate the ultra-high-definition, partial stillimage. When the partialimage is equal to or greater than the area determined
by the threshold angle of view, the determiner 25 controls the projection converter 18 to generate the ultra-high-definition,
partial still image.

[0177] In alternative to this processing of controlling to generate or not to generate the ultra-high-definition, partial still
image, the determiner 25 may control the transmitter and receiver 11 to transmit or not to transmit the ultra-high-definition,
partial still image. More specifically, when the partial image is smaller than the area determined by the threshold angle
of view, the determiner 25 controls the transmitter and receiver 11 not to transmit the ultra-high-definition still image,
stored in the still image storage unit 29. When the partial image is equal to or greater than the area determined by the
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threshold angle of view, the determiner 25 controls the transmitter and receiver 11 to transmit the ultra-high-definition
still image, stored in the still image storage unit 29, to the smart phone 5.

[0178] In the above-described case, the determiner 25 may instruct the transmitter and receiver 11 to transmit or not
to transmit the partial still image. Alternatively, the determiner 25 may instruct the still image storage unit 29 to transmit
or not to transmit the partial still image having the projection converted and stored therein.

[0179] Further, the above-described spherical image capturing device 1 illustrated in FIG. 1 is an example of image
capturing device. Other examples of image capturing device include a digital camera or smart phone capable of capturing
a wide-angle image using a wide-angle lens, for example.

[0180] The smart phone 5 illustrated in FIG. 8 is an example of a communication terminal capable of communicating
with the image capturing device 1 either directly orindirectly to obtain images for display. Examples of the communication
terminal include, but not limited to, a tablet personal computer (PC), note PC, desktop PC, smart watch, game machine,
and car navigation system mounted on a vehicle. That s, as long as the communication terminal is capable of displaying
images received from the image capturing device, any type of apparatus may be used.

[0181] Further, in the above-described embodiments, the image management server 7 is provided, which stores
various data such as the ultra-high-definition partial still image generated by the image capturing device 1. However,
use of the image management server 7 is optional.

[0182] Any one of the above-described functions performed by the image capturing device 1 may be performed by a
combination of the image capturing device 1 and one or more servers on the communication network 100. For example,
the image capturing device captures an object to generate an ultra-high-definition, equirectangular projection image
(spherical image). Any one of processing such as generation of a low-definition whole video image, a high-definition
partial video image, and an ultra-high-definition partial still image may be performed, for example, at the server.
[0183] In any one of the above-described embodiments, the whole image generated from image data captured at the
image capturing units 14a and 14b, is referred to as a low-definition image (video). The partial image, as a part of the
whole image, is referred to as a high-definition image (video). The high-definition image and the low-definition image
are not limited to this example. The low-definition image may be an image (video) of a partial area of the whole image
generated from the image data captured at the image capturing units 14a and 14b. In such case, the high-definition
image is an image (video) of a partial area of the partial area in the whole image. That is, the low-definition video image
is any video image having an angle of view larger than that of the high-definition video image. Accordingly, the low-
definition video image may be called a wide-angle video image, and the high-definition video image may be called a
narrow-angle video image. Similarly, the ultra-high definition still image may be called a narrow-angle still image.
[0184] In this disclosure, the wide-angle image (either stillimage or video image) is any image that has been captured
at an image capturing device using a wide-angle lens or fish-eye lens, which may have image distortion. The narrow-
angle image (either stillimage or video image) is any image, which corresponds to a part of the wide-angle image, having
an angle of view less than that of the wide-angle image. That is, even though the term "whole" is used, the whole image
may be a part of the captured image, or entire captured image. In such case, the high-definition image, which is the
partial image, is an image of a part of the whole image, while the whole image being a part or entire captured image.
[0185] In any one of the above-described embodiments, the partial image, which is the planarimage, is superimposed
on the whole image, which is the spherical image. In this disclosure, examples of superimposition of images include,
but not limited to, placement of one image on top of other image entirely or partly, laying one image over other image
entirely or partly, mapping one image on other image entirely or partly, pasting one image on other image entirely or
partly, combining one image with other image, and integrating one image with other image. That is, as long as the user
can perceive a plurality of images (such as the spherical image and the planar image) being displayed on a display as
they were one image, processing to be performed on those images for display is not limited to the above-described
examples.

[0186] Further, any one of the low-definition, whole image and the high-definition, partialimage, may each be generated
as any combination of a moving image and a still image. That is, both of the low-definition, whole image and the high-
definition, partial image may be a moving image, or a still image. Either one of the whole image and the partial image
may be a moving image, or a still image.

[0187] Further, in any one of the above-described embodiments, the projection converter 18 applies projection trans-
formation to an area, cut out from the ultra-high-definition, spherical image that is read out from the storage unit 16, to
generate a partial still image in different projection while keeping its resolution being unchanged. Alternatively, the
projection converter 18 may apply projection transformation to an area, which is made lower in image definition than
that of the spherical image stored in the storage unit 16, as long as the resultant partial still image is higher in image
definition than any one of the low-definition, whole video image output from the image definition converter 17 and the
high-definition, partial video image.

[0188] Further, in any one of the above-described embodiments, bandwidth control may be performed to control
transmission of data over the communication network 100. Through this bandwidth control, data can be transmitted or
received more stably. For example, at S12 of FIG. 17, the transmitter and receiver 51 of the smart phone 5 may control
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timing to start transmission of data according to the available bandwidth of the communication network 100. Similarly,
at any one of S17 and S18 of FIG. 17 and S37 and S39 of FIG. 26, any one of the relay device 3 and the image
management server 7 may control timing to start transmission of image data to cause a total transmission time will be
shorter, for example, through bandwidth control. Examples of such bandwidth control include, but not limited to, sending
data during when traffic of data is not heavy such as during the time, based on time that has been obtained by measuring
a delay time.

[0189] The presentinvention can be implemented in any convenient form, for example using dedicated hardware, or
a mixture of dedicated hardware and software. The present invention may be implemented as computer software im-
plemented by one or more networked processing apparatuses. For example, each of the functions of the described
embodiments, such as the functions described above referring to FIGs. 13, 14, and 15 may be implemented by one or
more processing apparatuses.

[0190] The processing apparatuses include devices such as an application specific integrated circuit (ASIC), digital
signal processor (DSP), field programmable gate array (FPGA), programmable logical circuit (PLD), discrete gate,
transistor logical device, and conventional circuit components arranged to perform the recited functions. Further, any
one of the above-described memories, or any device capable of storing data, may be implemented by, for example, a
USB memory, flash memory, removable disc, ROM, RAM, magnetic disc, and optical disc.

[0191] The processing apparatuses can also comprise any suitably programmed apparatuses such as a general
purpose computer, personal digital assistant, mobile telephone (such as a WAP or 3G-compliant phone) and so on.
Since the present invention can be implemented as software, each and every aspect of the present invention thus
encompasses computer software implementable on a programmable device. The computer software can be provided
to the programmable device using any conventional carrier medium (carrier means). The carrier medium can comprise
a transient carrier medium such as an electrical, optical, microwave, acoustic or radio frequency signal carrying the
computer code. An example of such a transient medium is a TCP/IP signal carrying computer code over an IP network,
such as the Internet. The carrier medium can also comprise a storage medium for storing processor readable code such
as a floppy disk, hard disk, CD ROM, magnetic tape device or solid state memory device.

Claims
1. Animage capturing device (1) comprising:

an imaging device (14a, 14b) configured to capture a video image of an object;

an image definition converter (17) configured to convert a wide-angle video image from an ultra-high-definition
image into a low definition image to generate a low-definition, wide-angle image, the wide-angle video image
being an entire or a part of the captured video image;

a projection converter (18) configured to apply projection transformation to a part of the wide-angle video image
to generate a high-definition, narrow-angle video image in different projection, the high-definition, narrow-angle
video image having an image definition higher than that of the low-definition, wide-angle video image;

a combiner (19) configured to combine each frame of the low-definition, wide-angle video image and a corre-
sponding frame of the high-definition, narrow-angle video image, into one frame data while reducing a resolution
of each video image, to generate a combined video image; and

a transmitter (11) configured to transmit the combined video image for display at a communication terminal, the
high-definition, narrow-angle video image to be superimposed on the low-definition, wide-angle video image,
wherein, in response to a request from the communication terminal, the projection converter (18) is configured
to apply projection transformation to a part of a frame of the wide-angle video image to generate an ultra-high-
definition, narrow-angle stillimage in different projection, the ultra-high-definition, narrow-angle stillimage having
an image definition higher than that of the high-definition, narrow-angle video image, and

the transmitter (11) is configured to transmit the ultra-high-definition, narrow-angle still image for display at the
communication terminal, the ultra-high-definition, narrow-angle still image to be displayed in place of the high-
definition, narrow-angle video image.

2. The image capturing device (1) of claim 1, further comprising:

a determiner (25) configured to determine whether an area defined by the part of the frame of the wide-angle
video image, from which the ultra-high-definition, narrow-angle still image is generated, is smaller than a pre-
determined area, and

based on a determination that the area of the wide-angle video image is smaller than the predetermined area,
control not to generate the ultra-high-definition, narrow-angle still image, or not to transmit the ultra-high-defi-
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nition, narrow-angle still image.

The image capturing device (1) of claim 2, wherein the area defined by the part of the frame of the wide-angle video
image, from which the ultra-high-definition, narrow-angle stillimage is generated, is determined by instruction data
transmitted with the request.

The image capturing device (1) of claim 2 or 3, wherein the predetermined area is determined by a threshold value
of angle of view.

The image capturing device (1) of any one of claims 1 to 4, wherein the ultra-high-definition, narrow-angle stillimage
has an image definition equal to that of the wide-angle video image.

The image capturing device (1) of any one of claims 1 to 5, wherein the imaging device (14a, 14b) captures a
spherical image of the object using at least two lenses.

The image capturing device (1) of any one of claims 1 to 6, further comprising:

acommunication circuit (117) configured to communicate with the communication terminal via a relay device (3),
wherein the image capturing device (1) is mountable on the relay device.

An image capturing system comprising:

the image capturing device (1) of any one of claims 1 to 7; and
the communication terminal (5) communicably connected with the image capturing device (1), comprising:

a transmitter (51) configured to receive the combined video image, in which the high-definition, narrow-
angle video image and the low-definition, wide-angle video image are combined; and

a display control (58) configured to control a display to display the low-definition, wide-angle video image,
on which the high-definition, narrow-angle video image is superimposed, and in response to an instruction,
further control the display to display the ultra-high-definition, narrow-angle still image, in place of the high-
definition, narrow-angle video image.

The image capturing system of claim 8, further comprising:

an image management server (7) communicably connected with the image capturing device (1) and the communi-
cation terminal (5), comprising:

a storage unit (7000) configured to store, in a memory, the ultra-high-definition, narrow-angle still image, received
from the image capturing device.

10. An image processing method comprising:

obtaining a video image of an object;

converting (S140) a wide-angle video image from an ultra-high-definition image into a low definition image to
generate a low-definition, wide-angle image, the wide-angle video image being an entire or a part of the captured
video image;

applying (S150) projection transformation to a part of the wide-angle video image to generate a high-definition,
narrow-angle video image in different projection, the high-definition, narrow-angle video image having an image
definition higher than that of the low-definition, wide-angle video image;

combining (S160) each frame of the low-definition, wide-angle video image and a corresponding frame of the
high-definition, narrow-angle video image, into one frame data while reducing a resolution of each video image,
to generate a combined video image;

transmitting (S16) the combined video image for display at acommunication terminal, the high-definition, narrow-
angle video image to be superimposed on the low-definition, wide-angle video image;

in response to a request from the communication terminal, applying (S210) projection transformation to a part
of a frame of the wide-angle video image to generate an ultra-high-definition, narrow-angle stillimage in different
projection, the ultra-high-definition, narrow-angle still image having an image definition higher than that of the
high-definition, narrow-angle video image; and

transmitting (S36) the ultra-high-definition, narrow-angle still image for display at the communication terminal,
the ultra-high-definition, narrow-angle still image to be displayed in place of the high-definition, narrow-angle
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EP 3712 839 A1

23



EP 3 712 839 A1

ecol
SN

Jl Ol

NOILYY3dO)

L NOLLNY
d3ALINHS —

EG

qcol
SN

(GL1 LINN

9¢0l SN

dl Ol

GLL LINN
NOILVH3dO

( pgLL
NOLl1lNg 3A0OW

o611
NOLLNgG '4-IM ]

ag11

L
T

Q)

L
T

)

\NOLLNg 43mod 4]

(ecOl LNIWITI ONIDVIALD

€¢0l SN

Vi Ol

|-

(GL1 LINN NOILVY3dO)
BGL1 NOLLNG d3L1NHS

(ag0 LNIW33
ONIDVIID
Q¢01l SNT1

24



FIG. 2




EP 3 712 839 A1

HEMISPHERICAL IMAGE (FRONT) HEMISPHERIGAL IMAGE (BACK)

FIG. 3C

CAPTURED IMAGE (EQUIRECTANGULAR PROJECTION IMAGE EC)

26



EP 3 712 839 A1

340 FOVII TVOI43HdS

ooy %

dy Ol

$

03 IOVINI NOILO3rOdd dVY1NONYLO3HINDS

27



EP 3 712 839 A1

Ol YHINVO
IVNLHIA

Amjzomuv

A

(L VIdY 31aVM3IA) /.

1Tk

O JFOVINI VIHV-T1aVM3IA

(SO F3HdS) ol YHINYD
30 JOVAI IVALHIA
IVOIdTHdS

G Ol

Ol YHIWNVO
VNLHIA

(SO IHIHJS)
30 I9DVAI TVOIYIHS

(L V3dy F19vMIIA)

| ——— 0 3OVNI VIHV-TT1aVM3IA

(SO 34IHJS)
30 IHVINI TVOIMIHS

(L VIV 37aYM3IN)

k O FOVII VIHV-I1aVM3IA

28



EP 3 712 839 A1

FIG. 6A FIG. 6B

VIRTUAL VIEWABLE-AREA IMAGE Q
CAMERA IC SPHERE CS

VIEWABLE-AREA IMAGE Q
(VIEWABLE AREA T)

VERTICAL
CAMERA IC

FRONT FACE

29



EP 3 712 839 A1

FIG. 8

IMAGE MANAGEMENT
SERVER 7

COMMUNICATION
NETWORK

SPHERICAL IMAGE

CAPTURING DEVICE 1 \
Ny o )
e
N

N
SIS
RELAY DEVICE 3 <

SMART PHONE 5

30



EP 3 712 839 A1

TVNINYAL

L1} VNNILNV

1217
HOSN3S
"y NOLLYYI 1300V
| HOSNIS O¥AD
611
SSVdNOD
o\ |/1_OINOHLOT13
1INDHID
| NOLLYOINNAIOD
4/1 YHOMLIN
911/
1INN
o NOILYH3dO
e te
p11]
WYHS
g1 1]
.y Wod
", Ndo

803008 | INOHdOHOIN
7 7
601 801
Y3 TI0HLINOD v
> Tonpvil )
~ LNIW3T3 AT
g6l ~ ONIDYWI
9g01
HOSSIO0Nd [¢ ,—
e (1)
< ININTT3 | [
7 ~1 ONIDVII
14418 ego|
N 1INN DNIDVAI
oLl =
101

j
4c¢0l SN

~
€¢0l SN

6 Ol

31



EP 3 712 839 A1

V\A ANTENNA
3 313a
/
305 313 314
/ / /
COMMUNI-
GPS
cMOS || CATION
310 CIrcuIT ||RECEIVER
/ | | |
[ [ [ [
CPU ROM RAM EEPROM
/ / / /
301 302 303 304

32




EP 3 712 839 A1

WNIA3IN

50
N r Y A
L0
SOWD
60 80 90 eglg 0S €05 Zog 108
Wy 2 |~ 2 2 Z 2
d43N303d | [ 31 | [GOSNIS NOILVINAMO| [3/1 INFWT 13
0l Sdo | |wriaaw | | NV NOLLYY3T300V | | oniowwi | | WOHd3 ] Wvd 1] WOY || NdO
N _ _ _ _ _ _ _ _
| _ _ | _ _ |
TINVd 1INOYID /INOILOINNOD | [ ruegl [ 24 INdIn0 | [F/LINanT1a] [~ Linoui
HONOL | | NOLLVOINNWWOO | | 30IAIA TYNYLX3 /INNIOIaNY | |~ ONISVIAL | [NOLLYOINNWINOD
- IONVY-LHOHS | 7 - - = IONVY-DNOT
12 > 8l Lis  olg oLg 7
61 - LI
INOHd
c6l ¥Divaas| | Dodi| | sowo |,
- 7 7
ANOHd LHVINS SIS pig at:

=
g

L1 Ol

33



EP 3 712 839 A1

7
F’
' HD I’v704
A
705
701 702 703 v ! 708
9 ? ! |HDD con- ?
CPU ROM RAM | |TROLLER DISPLAY 210
I | )
| |
NETWORK KEYBOARD| |MOUSE| |MEDIUM DVD-RW
I/F ] ) I/F DRIVE
759 711 712 b (
707 714
STORA&B
MEDIUM O
(
106 713

34




EP 3 712 839 A1

d3AI303H ANV H3LLINSNVHL

\ A A
nl
HIDVNVI (Y3LINVEVd )
dTOHSIHHL IOV
L JS%E )
100} U3 TI041NOD
LINN HOLVYINTD ONIMNLdYO
IOVHOLS | ¥aANIWY3L3A HILINVHVd JOVNI
IOV TIILS IOV TVILEYd - 4
— — el LINN
62 ¢z - \y ONRINLYO
¢l JOVINI
(NOILL =
HIAOONT el _INI3G-HOIH ¢ !
BPVANLTILS || vy 17n) 3DV
= TILLS WVILYVd
902 2Z LINN
moL ) JONY1dID0V
~INI430-HDIH) YILHIANOD
 03dIA WVILdvd ) | |NOILO3rodd
\
| 8l IOVII il ]
(NOLL Y3LYIANOD NOLLINIJ3d 1INN
HIA0ONT e | YINIGWOO e INIHIG-MO) - NOILNLFA e \HOH-VULID/ | LINABOSED (| oninLavo
03dIA TTOHM IOVI LINN 39VH0LS IOYNI
I ~ P P e
B0Z 61 Ll rl gl eyl

40IA30 ONIHNL1dYO FOVII TVOIMIHdS

91

P
I

€l Ol

35



EP 3 712 839 A1

d3AI303d ANV H3LIINSNVYL

430d003d

JOVIAL TIILS

\.\
X
ﬁ (NOLL
1IN HOLVHINTD vIdY _~INI430-HOH
Q3SOdNIYIdNS vaLin) 39V
JONVLd300V TILLS TViLdVd
C 7
¢s v & A 4 y ( (ADVINI NOIL A
| —INI43G-HOIH)
104INOD |, | W3ruaaNoo | | JHNDNOL dolvuanan | (FOVAL IVILHVd)
AV1dSIa NOILOIrOYd et IOVAL SETTITR
—| -INI43G-MOT)
7 7 7 7 | IDVNI 3T0HM
86 LG 96 GG /

INOHd 14VINS

\l\
Qe

d3d0934d

y

O3dIA

BEq

\.\

g

vl Ol

36



EP 3 712 839 A1

FIG. 15

4 )
WHOLE VIDEO J

(LOW-DEFINI-
TION)

\. /

r \
PARTIAL VIDEO

y

(HIGH-DEFINI-
TION)

\. J/

7000

(PARTIAL STILL) PARTIAL STILL
IMAGE (ULTRA-| | STORAGE IMAGE (ULTRA-

y

HIGH-DEFINI- UNIT HIGH-DEFINI-
TION) TION)
T 71
/

J

TRANSMITTER AND RECEIVER |«

37



EP 3 712 839 A1

AH AV
W H W’ H’ (THRESH-|(THRESH-
OLD) OLD)
CONFIGU-
RATION 1 4000 2000 1920 1080 1728 48.6
CONFIGU-
RATION 2 | 4000 2000 1280 720 1152 324
CONFIGU-
RATION 3 | 8000 4000 1920 1080 86.4 243
CONFIGU-
RATION 4 | 8000 4000 1280 720 57.6 16.2

FIG. 16B

VERTICAL
CAMERA IC

WHOLE IMAGE,
FRONT FACE

38



EP 3 712 839 A1

((NOLLINI43@
—HOIH) O3dIA VI dvd

((NOLLINI43@
—HOIH) O3dIA 1vILYvd
‘(NOLLINIF3d-MOT) 03dIA

—H9OIH) 03dIA 1VILYVd
‘(NOLLINIF3A-MOT) 03dIA
3710HM) V1vad O3dIA

O3dIA
30NAd0dd3y

/
((NOILINI43d 61S

‘(NOLLINI4Ia-MOT) 03dIA J10HM) Y1va O3dIA -
J10HM) Y1va O3dIA 7 < 8IS
\ ' LLS
O3dIA 3LVHINTD IS
- (4313
GIS  |-AVYVd FOVII TVILYVd) (4313

O3dIA HO4 1S3ND03H

ﬁ

J0IA3d ONIHINLdVO
JOVII TVOIHIHdS

-WVHVYd IOV TVILYVYd)

—-Wvdvd IOVINI TYILEVd)
O3dIA 404 1S3IND3Y

P

(d313

Vad

) (o] |

e~

- 03dIA ¥O4 1S3INOIM
1S p
\
IS J
N
ARS
NELNES

INJWIOVNVIN FOVII

;

[~

L] Ol

\
LIS

O3dIA 404
1S3N03Y
14300V

INOHd 14VIS
g — J

39



EP 3 712 839 A1

(012S)
JOVII TTILS TVILYYd 40
NOILO3rOYd 143IANOD

(02 "Old)
+

(091S)SIDVII INIGWOD
]

(061S)03dIA TVILYVd
40 NOILD3r0Ydd 143ANOD

(0¥ 1S)03AIA FITOHM
40 NOILINI43a
J9VAI FONVHD

(0£1S)SY3LINYHVYd
I9VINI TVILYYd ILYHINTD

40



EP 3 712 839 A1

y/m

OlLVYd 103dSY

0

M3IA 40 FTONV

Amm.mmv

47v9O 40 1NIOd

ANTVA

W31l

061 Ol

vo 40 ¥3IN30 P

(XG0)

d6l Ol

V61

Ol

41



EP 3 712 839 A1

_O4dIA TvVILdVd

O3dIA ITOHM

0¢ Ol

42



EP 3 712 839 A1

JOVAI ITOHM

O FOVNI VIHV-I1avMIIA

S FOVAI d3SOdNIHAdNS

(

s

08€S) AV1dSId
(0L€S)

(09€S) 3SOdINIYAdNS
]

(
v

NOILDO3rodd
WHO4SNVYHL

d FOVNI TvILdvd)
I d3SOdWIF3dNS

30 IOVINI TVOIH3HAS

40
JOVII TVOI43IHdS

N JOVINI
ASVIA

(06€S)

JOVII TVOI4IHAS
EIRASENED)

SO FH3HAS

(0¥€S) IDVINI MSYIN
_ J1VHINTD

S IOVII d3SOdNIHIdNS

(0££S) ADYINI
@3SOdIY3dNS J1vHINTD

x

JOVII vI1dvd

(02€S) F4IHAS TVILHVd ILVHINTD

¢ Old

43



FIG. 22B

FIG. 22A

EP 3 712 839 A1

RGN
ﬁwgpvmw.‘;l;n?i‘
A
o

g

.-;v.*g Vgg'g A

R i
Sy o

& LR

LA

F
A‘J.
TRy ok
.m‘-«.w:';; Ik
Sy w,mmwyx‘»‘« SR

1 "‘"’w‘"‘f i ng'a' g
Sy

44




EP 3 712 839 A1

FIG. 23A

SPHERICAL IMAGE CE
(SPHERE CS)

P1

SUPERIMPOSED IMAGE S
(PARTIAL IMAGE P)

VIRTUAL
CAMERA IC

45



EP 3 712 839 A1

FIG. 23B
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