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(54) SYSTEM AND METHOD FOR PRE-PROCESSING IMAGES CAPTURED BY A VEHICLE

(57) The present invention relates to systems and
methods for pre-processing images. In particular, image
processing that is performed on images that are recorded
by a camera of a vehicle. A method, system and compu-
ter-readable medium described herein provide one or
more images with reduced information content. In par-
ticular, the one or more images are filtered to generate
a filtered image with reduced information content before
said filtered image is encoded. This may lead to a de-
crease in computational steps performed by an encoder
when encoding the filtered image as well as to a decrease

in the file size of the encoded image that needs to be
stored and/or transmitted. One or more images with re-
duced information content are provided before encoding
the filtered image by receiving an image having a plurality
of pixels, determining a region of interest within the image
and filtering the image to generate a filtered image with
reduced information content. The filtering comprises re-
ducing the information content of the image by filtering
pixels of the image outside the region of interest. The
method further comprises encoding the filtered image.
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Description

BACKGROUND

[0001] The present invention relates to systems and methods for pre-processing images. In particular, image process-
ing that is performed on images that are recorded by a camera of a vehicle. With the rise of remote and autonomic
driving, the amount of image data which is streamed is ever increasing. In many cases, recording images by cameras
which are integrated into vehicles (or which can be removably attached to vehicles) is indispensable. Also, high resolution
cameras with 1080p and 4k resolution that produce large amounts of image data are commonly used. However, data
transmission is limited by available bandwidth and high data rates can lead to transmission latencies. This can render
applications impossible, which rely on near or real-time image transmission. To allow image streaming, one typically is
driven to use image compression. Usually, the recorded images are encoded by an encoder prior to storing and/or
transmitting the images. There are many encoders known in the state of the art, which allow controlling overall com-
pression of the image. However, just having control over the overall compression may be non-optimal. In many image
streaming applications, and in particular in case of recording images by a camera of a vehicle (for example, as generated
by remotely controlled or autonomously driving cars), some regions of an image may be more important than other
regions. State of the art encoders lack the capability to control compression based on individual regions of the image.
In addition, the loss of image quality by overall compression is not only perceptually undesirable but compression artifacts
may also interfere with image analysis algorithms such as classification and/or neural networks that may be performed
on the image later on. Another problem which is halting progress in the field of image compression is compatibility: while
it may be possible to modify an encoder to include local compression within the encoding process, also the decoder
needs to be modified to decode the image accordingly. Control over the decoder, however, is often out of the scope of
an image processing application.
[0002] It is therefore the object of the present invention to provide an improved image processing method. This object
is solved by the subject matter of the independent claims. Preferred embodiments are defined by the dependent claims.

SUMMARY

[0003] A method, system and computer-readable medium described herein provide one or more images with reduced
information content. In particular, the one or more images are filtered to generate a filtered image with reduced information
content before said filtered image is encoded. This may lead to a decrease in computational steps performed by an
encoder when encoding the filtered image as well as to a decrease in the file size of the encoded image that needs to
be stored and/or transmitted.
[0004] According to the present invention a method for providing one or more images with reduced information content
before encoding the filtered image comprises receiving an image having a plurality of pixels, determining a region of
interest within the image and filtering the image to generate a filtered image with reduced information content. The
filtering comprises reducing the information content of the image by filtering pixels of the image outside the region of
interest. The method further comprises encoding the filtered image.
[0005] According to an embodiment the steps of the method are performed by a processor of a vehicle.
[0006] According to an embodiment the method may further comprise recording the image by a camera of the vehicle;
an at least one of transmitting the encoded image to one or more of another vehicle or a cloud environment, providing
the encoded image to an autonomous driving system of the vehicle, and storing the encoded image in a memory of the
vehicle.
[0007] According to an embodiment the region of interest is determined by at least one of recognizing an object on
the image and determining the region of interest based on the recognized object, obtaining distance values for the image
and determining the region of interest based on the distance values, obtaining temperature values for the image and
determining the region of interest based on the temperature values, obtaining a gaze location of a user for the image
and determining the region of interest based on the gaze location of the user, determining a future trajectory and
determining the region of interest based on the future trajectory, and determining a velocity for one or more pixels of the
plurality of pixels and determining the region of interest based on the velocity.
[0008] According to an embodiment the region of interest is defined by an importance matrix having a plurality of
importance values, whereby each of the plurality of pixels of the image has a corresponding importance value of the
importance matrix, and the filtering the image comprises filtering the plurality of pixels of the image based on the corre-
sponding importance values.
[0009] According to an embodiment the image and the importance matrix have the same size, or wherein the importance
matrix is mapped to fit the size of the image.
[0010] According to an embodiment the importance matrix is determined by applying a trained neural network to the
image.
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[0011] According to an embodiment the importance matrix is received from another vehicle or a cloud environment.
[0012] According to an embodiment the importance matrix is a combined importance matrix that is generated by
combining a plurality of importance matrices, and the filtering the captured image is based on the combined importance
matrix.
[0013] According to an embodiment the image is included in a sequence of images.
[0014] According to an embodiment a global importance value is assigned to the image.
[0015] According to an embodiment the region of interest of the image is obtained based on a region of interest of a
previous image, the previous image is included in the sequence of images, and the previous image is previous to the
image in the sequence.
[0016] According to the present invention a system for providing images with reduced information content captured
by a camera is adapted to receive an image having a plurality of pixels, determine a region of interest within the image,
filter the image to generate a filtered image with reduced information content, and encode the filtered image. The filtering
comprises reducing the information content of the image by filtering pixels (302A; 302B) of the image outside the region
of interest.
[0017] According to an embodiment the system comprises a processor of a vehicle that is adapted to filter and encode
the image as described above. The image is recorded by a camera of the vehicle, and the system is further adapted to
perform at least one of transmit the encoded image to one or more of another vehicle or a cloud environment, provide
the encoded image to an autonomous driving system of the vehicle, and store the encoded image in a memory of the
vehicle.
[0018] According to an embodiment the system is further adapted to determine the region of interest by at least one
of recognizing an object on the image and determining the region of interest based on the recognized object, obtaining
distance values for the image and determining the region of interest based on the distance values, obtaining temperature
values for the image and determining the region of interest based on the temperature values, obtaining a gaze location
of a user for the image and determining the region of interest based on the gaze location of the user, determining a
future trajectory and determining the region of interest based on the future trajectory, and determining a velocity for one
or more pixels of the plurality of pixels and determining the region of interest based on the velocity.
[0019] The above described embodiments can be combined with each other. The above described embodiments may
also be implemented on a computer-readable medium comprising computer-readable instructions, that, when executed
by a processor, cause the processor to perform the above described steps.
[0020] This Summary is provided to introduce a selection of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used as an aid in determining the scope of the claimed subject matter.

BRIEF SUMMARY OF THE FIGURES

[0021] These and further aspects and features of the present invention will be described by the following detailed
description of the embodiments of the invention under reference to the accompanying drawings, wherein

Fig. 1 is a diagram illustrating system comprising a vehicle, a corresponding camera, another vehicle and a cloud
environment;

Fig. 2 illustrates an exemplary image that may be captured by a camera of a vehicle, the image comprising an
exemplary scene including a traffic sign, a pedestrian, a street, a vehicle, a cyclist, trees and sky;

Fig. 3A illustrates an exemplary region of interest on the image that is determined using object recognition and a
region on the image that is not the region of interest;

Fig. 3B illustrates an exemplary region of interest on the image that is determined using additional distance values
for the image and a region on the image that is not the region of interest;

Fig. 4A illustrates an exemplary importance matrix which can be used to assign importance values to an image in
order to define one or more regions of interest;

Fig. 4B illustrates the exemplary importance matrix of Fig. 4A where an importance value is assigned to each single
pixel of the image;

Fig. 4C illustrates the exemplary importance matrix of Fig. 4A where an importance value is assigned to blocks of
pixels of the image;
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Fig. 5 illustrates an exemplary image, an exemplary corresponding importance matrix, and a corresponding filtered
image;

Fig. 6 illustrates an exemplary sequence of subsequently captured images;
and

Fig. 7 is a flow diagram illustrating a method for processing an image.

DETAILED DESCRIPTION

[0022] Reference will now be made in detail to the exemplary embodiments, examples of which are illustrated in the
accompanying drawings, therein like reference numerals reference to like elements throughout.
[0023] Fig. 1 illustrates a system 100 including a vehicle 110, a camera 120 of the vehicle 110, another vehicle 130,
and a cloud environment 140. The vehicle 110 may further comprise a processor configured to receive an image and
to process the image by filtering the image before encoding the image. In one embodiment this image may be an image
that is recorded by the camera 120 of the vehicle 110. The vehicle 110 may further comprise a memory for saving the
encoded image. In addition, the vehicle 110 may further comprise an autonomous driving system that may be commu-
nicatively coupled to the processor of the vehicle and that may receive the encoded image. The autonomous driving
system may use the encoded image for autonomously driving the vehicle 110. The vehicle 110 may comprise one or
more sensors, such as a distance sensor and a temperature sensor. The vehicle 110 may be further communicatively
coupled to another vehicle 130 and/or a cloud environment 140. The camera 120 may be integrated anywhere in the
vehicle 110 (e.g., next to a headlight, a rearview mirror, etc) or may be a camera that can be attached and removed
from the vehicle 110 (such as a dashcam). The other vehicle 130 may also comprise a camera for recording images, a
processor, a memory, and/or an autonomous driving system. Likewise, the processor of the other vehicle 130 may also
be configured to process an image by filtering the image before encoding the image, as described herein. The cloud
environment 140 may include a cloud storage for storing the encoded image. The cloud environment 140, may be
communicatively coupled to a remote driving system that may be used to control the vehicle 110 from remote by a
remote driver.
[0024] Fig. 2 illustrates an exemplary image 200 that may be filtered and encoded according to various embodiments
described herein. The image 200 may be recorded by the camera 120 of vehicle 110. The image 200 comprises an
exemplary scene that may be recorded by a camera 120 of a vehicle 110. The image 200 may include a plurality of
pixels that may form one or more regions on the image. The one or more regions (of pixels) on the image may display
one or more objects. The exemplary image 200 of Fig. 2 illustrates several regions 201 - 207 of pixels that display several
objects including a traffic sign 201, a pedestrian 202, a street 203, a car 204, a cyclist 205, two trees 206A, 206B and
sky 207. It is apparent that it may be possible to define more regions displaying further objects such as cyclist way, lane
marker, or cloud which are also present in image 200. It is further apparent that in other examples other regions of the
image may display other objects. As discussed above and as further detailed below, it may be computationally expensive
to encode the image 200 directly without pre-processing. Similarly, the encoded image may have a large file size when
the image 200 is not pre-processed. To solve these problems, the image 200 may be filtered (e.g., by the processor of
the vehicle 110) before the image is encoded. The filtering may reduce the information content of pixels that display
objects that are of less interest for a particular application. For example, in a remote and or/autonomous driving application
one may be interested in other vehicles, traffic signs, pedestrians and cyclists, but not in trees. In this example, regions
on the image that display trees may be filtered (e.g., by blurring or by removing high frequencies). Filtering out trees
may already lead to a significant reduction in processing needed by the encoder to encode the image, as trees may
have a high level of detail which is computationally expensive to encode. Similarly, the file size of the encoded image
may be reduced when regions of the image are filtered (e.g., blurred) before the image is encoded.
[0025] In the following, various examples are described that can be used to determine a region of interest on an image
(e.g., image 200). As further described below, multiple regions of interest can be generated according to any of the
following examples and it is possible to combine these multiple regions of interest (that may be obtained via different
examples).
[0026] According to one example object recognition may be used (e.g., by the processor of the vehicle 110) to recognize
one or more objects on the image (e.g., image 200). In this example, the region (e.g., the pixels) on the image that
displays the recognized object may be determined to be the region of interest. Object recognition on an image is well
known in the state of the art and is not described in further detail herein. In particular, object recognition can be used to
recognize various object categories, such as traffic signs, streets, pedestrians, cyclists, trees, sky, to name only a few
examples. For each of these object categories, an object recognizer may find none or one or more object. In the particular
example displayed in Fig. 3A an object recognizer is used to recognize traffic signs on the exemplary image 200 of Fig.
2. In this example, the object recognizer recognizes traffic sign 201 on the image 200 and the region of the image (e.g.,
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the pixels of the image) displaying the traffic sign 201 (i.e., the recognized object) may be determined to be the region
of interest 301A (e.g., as one is only interested in traffic signs). In this example, the remainder of image 200 is not a
region of interest 302A. In this example, the region (i.e., the pixels) on the image that are not (i.e., that are outside) the
region of interest 302A can be filtered (e.g., blurred) prior to encoding the image. In this particular example of Fig. 3A
only one object category is recognized (i.e., traffic sign) and the object category only includes one object (i.e., traffic sign
201). However, as further detailed below with reference to Fig. 4, it is also possible that multiple object categories can
be recognized (e.g., traffic signs and vehicles) and that an object category may have multiple objects (e.g., the category
vehicles may include two vehicle objects).
[0027] According to one example one or more distance values may be used to determine the region of interest. In this
example, the vehicle 110 may include a distance sensor. In one example, the camera 120 may be a 3D camera including
the distance sensor. In another example, the vehicle comprises the distance sensor for sensing the distance values in
addition to the camera 120 (e.g., a lidar or radar sensor). The distance sensor may measure a distance value for the
same scene that is displayed on the image so that for each pixel (or group of pixels - depending on the resolution of the
distance sensor) on the image a corresponding distance value is obtained. In other words, for each pixel (or group of
pixels) on the image (e.g., image 200) a distance value is obtained by the distance sensor. The region of interest can
then be determined based on these distance values (that correspond to the pixels on the image). For example, a threshold
distance can be defined (such as 10 meters) and all pixels with a corresponding distance value of less than the threshold
distance may be determined to be a region of interest and all pixels with a corresponding distance of more than the
threshold distance may be determined to be not a region of interest (e.g., in an example where only "close" objects, i.e.,
objects that are closer than 10 meters, are of interest). The region (i.e., the pixels) on the image that is not the region
of interest may then be filtered (in order to reduce the information content of the image) before the image is encoded.
It becomes apparent that also other threshold distances can be used and that also multiple threshold distances can be
used (e.g., pixels with distance values between 10 and 20 meters). In some examples, the one or more threshold distance
may be a pre-defined, static value (e.g., 10 meters) in other examples, the one or more threshold distances can be
dynamic, i.e., the threshold distance can depend on other information, such as the speed of the vehicle 110. In this case,
the threshold distance may increase when the speed of the vehicle 110 increases and the threshold distance may
decrease when the speed of the vehicle is decreasing. One of these examples is illustrated in Fig. 3B where all pixels
with a distance value that is smaller than a threshold distance are determined to be the region of interest 301B and all
pixels with a distance value that is larger than the threshold distance are determined to be not the region of interest
302B (i.e., are outside the region of interest). In the depicted example of Fig. 3B the pixels of image 200 that display
traffic sign 201, car 204, tree 206B and parts of the street 303 of image 200 are included in the region of interest (i.e.,
these regions of the image have distance values that are smaller than the threshold distance), while the pixels of image
200 that display pedestrian 202, the remainder of street 203, cyclists 205, tree 206A and sky 207 are not in (i.e., outside)
the region of interest (i.e., these regions of the image have distance values that are larger than the threshold distance).
[0028] In some scenarios, one may determine the region of interest as pixels that have a corresponding distance value
that is farer away than the threshold value (instead of or in addition to pixels that have a corresponding distance value
that is closer than the threshold value as discussed above). Determining the region of interest as being pixels on the
image with a corresponding distance value that is farer away than the threshold distance value may be especially
beneficial because a region of interest that is far away may typically occupy a smaller area on the image as compared
to a region of interest that is close. Consequently, the number of regions (or objects) of interest per image area can be
higher when the regions of interest are far away. In addition, a region of interest at far distance typically includes high
frequency and/or high entropy areas (of pixels). In these areas, filtering on the one hand side may aid compression more
than on an image area with regular content, while on the other side, filtering can render an object unrecognizable. For
this reason, it may make sense to determine distant objects to be the region of interest, in case it is desirable to further
process (e.g., recognize) the distant object after compression. For example, if the aim is to recognize a car after com-
pression, it may make sense to assign a higher importance to distant cars than to nearby cars
[0029] While the foregoing example with regard to determining the region of interest based on distance values has
been discussed with reference to a distance sensor that may be included in the vehicle (for measuring the distance
values), it may also be possible to compute the distance values from the image (e.g., the image 200 which may be
captured by camera 120 of the vehicle 110). For example, the distance values for the pixels on the image could be
computed from stereo imaging (i.e., taking two images of the same scene from different angles). Likewise, the distance
values for the pixels on the image could also be computed from the image alone (i.e., without stereo imaging or a distance
sensor), for example, by using a neural network that is trained to determine distance values for regions (pixels) on an
image (such as image 200). Using a trained neural network to detect a region of interest (e.g., a region of interest based
on distance values determined by the neural network) is further discussed below.
[0030] According to another example, one or more temperature values may be used to determine the region of interest.
In this example, the vehicle 110 may include a temperature sensor. In one example, the camera 120 may include an
infrared sensor that can measure the temperature. In another example, the vehicle comprises the temperature sensor
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for sensing the temperature values in addition to the camera 120 (e.g., a thermal imaging device such as FLIR). The
temperature sensor may measure a temperature value for the same scene that is displayed on the image so that for
each pixel (or group of pixels - depending on the resolution of the temperature sensor) on the image a corresponding
temperature value is obtained. In other words, for each pixel (or group of pixels) on the image (e.g., image 200) a
temperature value is obtained by the temperature sensor. The region of interest can then be determined based on these
temperature values (that correspond to the pixels on the image). For example, a threshold temperature can be defined
(such as 30 degrees Celsius) and all pixels with a corresponding temperature value of more than the threshold temperature
may be determined to be a region of interest and all pixels with a corresponding temperature of less than the threshold
temperature may be determined to be not a region of interest (e.g., in an example where only "warm" objects, i.e., objects
that are warmer than 30 degrees Celsius, are of interest). The region on the image that is outside (i.e., not in) the region
of interest may then be filtered (e.g., blurred) before the image is encoded in order to reduce the information content of
the image before encoding the image. It becomes apparent that also other threshold temperatures can be used and that
also multiple threshold temperatures can be used (e.g., pixels with temperature values between 25 and 40 degrees
Celsius). This is particularly useful for detecting humans and/or animals, which may be an important task when driving
a vehicle (e.g., vehicle 110).
[0031] According to yet another example, a gaze location of a user (e.g., the driver of vehicle 110) may be used to
determine the region of interest. In one example, the gaze location of the driver who is located in the vehicle 110 may
be determined (e.g., via an eye tracker) and may be used to determine the region of interest. In another example, the
gaze location of a remote driver who is driving the car but not physically present in the car may be determined and used
to determine the region of interest. The remote driver may image from the vehicle 110 via cloud environment 140. In
this case, the gaze location (i.e., the gaze location on the received image) of the remote driver may be communicated
back to the vehicle via the cloud environment. The gaze location (either of the driver located in the vehicle or of the
remote driver) may then be mapped to a region (i.e., pixels) on the image (e.g., image 200) that is to be filtered. The
region (i.e., the pixels) on the image that corresponds to the gaze location can then be defined to be the region of interest.
Of course, one may also define a (larger) region that is determined based on the gaze location (e.g., a circle with a
particular radius centered at the region of the image that corresponds to the gaze location, or a square with a particular
side length centered at the region of the image that corresponds to the gaze location). The remaining region of the image
(i.e., the pixels outside the region of interest) may then be determined to be not the region of interest, which can then
be filtered before encoding the image.
[0032] According to yet another example, a future trajectory of the vehicle (e.g., vehicle 110) may be used to determine
the region of interest. In this example, the speed of the vehicle, the position of the steering wheel of the vehicle and/or
information from the navigation system of the vehicle (e.g., about the route of the vehicle) may be used to determine
the future trajectory of the vehicle. In this example, the region (i.e., pixels) on the image may be determined that correspond
to the future trajectory of the vehicle. This region may then be the region of interest and the remaining regions (i.e.,
pixels) on the image may then be not the region of interest. This example may be useful when the vehicle is changing
its direction. Such a change of direction could be detected via the position of the steering wheel or the information from
the navigation system. The region of interest could then be the region on the image where the vehicle is steering towards.
[0033] The above described examples of determining a region of interest can also be combined (e.g., via logic operators,
such as OR and AND) to determine one or more combined regions of interest that can then be used for filtering (i.e., by
filtering the regions on the image that are outside the one or more combined regions of interest). For example, one may
be interested in cars (i.e., pixels of the image which were recognized to display cars) and warm regions of the image
(i.e., pixels of the image for which the temperature sensor detected a warm temperature, e.g., between 25 and 40 degrees
Celsius). In this case, one could determine all cars and all warm objects to be the regions of interest on the image. In
another example, one may be interested in close cyclists (i.e., pixels of the image which both were recognized to display
cyclists, and for which the distance sensor detected that they are closer than some distance threshold). Of course, many
other examples are possible.
[0034] In the following, the concept of the importance matrix is explained which may be used to define the region of
interest(s) in accordance with the above described examples. In particular, the importance matrix may have the same
size as the image (e.g., image 200), i.e., the same width and height as the image. In addition, the importance matrix
may include importance values. In one example, each importance value may correspond to a pixel of the image (e.g.,
image 200). This means that there may be a one-to-one correspondence between regions (i.e., pixels) of the image and
respective regions (i.e., importance values) of the importance matrix. In the above-described examples, the importance
value of the importance matrix can be either 1 (e.g., for pixels of the region of interest on the image) or 0 (e.g., for pixels
of that are outside the region of interest). Returning back to Fig. 3A, an importance matrix 300A in Fig. 3A may have the
same size as image 200 (i.e., there may be as many importance values in the importance matrix 300A as there are
pixels in the image 200) having importance values that may be 1 at the region of interest 301A and having importance
values that may be 0 at the region 302A (i.e., for the pixels that are outside the region of interest 201A) that is not the
region of interest. Similarly, when referring back to Fig. 3B, an importance matrix 300B may have the same size as
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image 200 having importance values 1 at region 301B and having importance values 0 at region 302B. The same can
be done for the other above-discussed examples, i.e., pixels of the region of interest that being determined based on
any of object recognition, distance values, temperature values, gaze location, future trajectory or any combination thereof
may have an importance value 1 and the pixels outside the region of interest may have importance value 0 in the
importance matrix. In other words, for any of the above discussed examples of determining a region of interest, a
corresponding importance matrix may be defined having importance values 1 at a region of interest and having importance
values 0 at a region that is not the region of interest.
[0035] In the above discussed examples, the importance values of the importance matrix may be either 0 or 1. In other
words, either a pixel on the image may be important (e.g., may be included in the region of interest) then the corresponding
importance value of the importance matrix may be 1 or a pixel on the image may be not important (e.g., may be included
not in the region of interest) then the corresponding importance value of the importance matrix may be 0. In some
examples, however, the importance values may have not only two values (e.g., 0 and 1), but also more values may be
possible. For example, the importance values may have values of 0, 0.5 and 1 or 0, 0.1, 0.2, 0.3, 0.4, 0.5 ... 0.9, 1. In
general, the importance values may be any real number. In this example, the filtering of the image (that is performed
before the image is encoded) may be performed in accordance with the importance values that correspond to the pixels
of the image. For example, pixels having a corresponding importance value of 1 may not be filtered, pixels having a
corresponding importance value of 0.5 may be moderately filtered and pixels having a corresponding importance value
of zero may be strongly filtered. In other words, the degree of filtering of one or more pixels may depend on the respective
one or more importance values of the one or more pixels. This may allow reducing the information content of regions
(i.e., pixels) of the image that do not have an importance value of 1. The further details of how the importance value
may be used for filtering are detailed below.
[0036] Having an importance matrix with importance values that are not only binary (i.e., 0 and 1) also may allow
assigning different important values to different regions of interest (i.e., different from 1). For example, as discussed
above with regard to Fig. 3A (where an object recognizer may be used to determine the region of interest) it is also
possible that multiple object categories can be recognized (e.g., traffic signs and vehicles) on an image and that an
object category may have multiple objects (e.g., the category vehicles may include two vehicle objects). In this example,
it may be possible to assign different importance values to the recognized object categories. This example is illustrated
in Fig. 4A displaying an importance matrix 400 for image 200 of Fig. 2 where multiple object categories are recognized.
In the example displayed in Fig. 4A the object categories are traffic sign 401, pedestrian 402, street 403, car 404, cyclist
405, tree 406, sky 407. In this example the object category tree includes two objects (i.e., two trees). In this case, the
importance matrix may have different importance values that correspond to regions on the image that display the different
recognized object categories. One example to define the importance matrix in this case may be a look-up table where
object categories may be associated with a corresponding value for the importance value. One example for such a table
is shown in table 1:

[0037] The remainder of the image 200 (i.e., all regions that are not recognized by object recognition and which are
not the region of interest) may have importance value 0 or also a non-zero value (e.g., 0.1). It is worth mentioning that
also the importance value 0 may be assigned to a region of interest (as in the above described example, where the
region of interest "sky" is assigned the importance value 0) in case one is not interested in this particular region. It
becomes apparent that regions (i.e., pixels) on the image that are determined to be regions of interest may also be
filtered (i.e., in addition to the pixels that are outside the region of interest) depending on the importance value that is
assigned to the region of interest. In the example discussed above, this means that, for example, the region of interest
that was recognized as "traffic sign" (which may have importance value of 1) may not be filtered, but that, for example,
the region of interest that was recognized as "tree" (which may have an importance value 0.2) or as "sky" (which may

Table 1

Object category Importance value (for pixels displaying an object of the object category)

Traffic sign 1

Pedestrian 1

Street 0.6

Car 0.8

Cyclist 1

Tree 0.2

Sky 0
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have an importance value 0) may be filtered (in addition to the pixels that are outside the recognized regions of interest).
In other words, a region of interest that has an importance value that is smaller than 1 (i.e., that does not have the highest
available importance value) may also be filtered in accordance with the importance value (as detailed below) in addition
to the pixels that are outside the region of interest. Likewise, it may be possible to assign a non-zero importance value
to the pixels that are outside the region of interest.
[0038] In the above example, using an importance matrix with more than two possible values for the importance values
has been explained for the case of using object recognition to determine one or more regions of interest on the image.
It becomes apparent, that also for the other above-discussed examples for determining the region(s) of interest and
importance matrix with more than two possible values for the importance values can be used. For example, in case of
determining the region of interest based on distance values, it may be possible to have an importance value of 1 for
pixels that are close (e.g., having a distance value that is smaller than a first threshold distance), importance value of
0.5 for pixels that are medium distant (e.g., having a distance value that is in between the first threshold distance and
a second threshold distance), and importance value of 0 for pixels that are far away (e.g., having a distance value that
is larger than the second threshold distance). Similar examples are possible in case of using temperature values, gaze
location, or future trajectory for determining the region of interest.
[0039] In some examples, the values in the lookup table that are used to determine the importance values of the
importance matrix may be static. In other examples, the importance values in the lookup table may also be dynamic. In
these examples, the importance values in the table can be dependent on other sensor data (such as data from an
accelerometer, the break and/or the speed) of the vehicle 110 and may change based on the sensor data. In one example,
the value for all object categories may be set to 1 (and possibly also the value for the regions that are not the region of
interest) in case of a safety critical event (such as a sudden breaking event which may be determined based on an
accelerometer, a position of the break and/or the speed of the vehicle).
[0040] In further examples, the importance values of the importance matrix may also be defined as a function of the
region of interest. For example, in case the region of interest is determined based on distance values, the importance
values could be determined as a function of the distance values. One example for this may be that all pixels with a
corresponding distance value that is smaller than a threshold distance have an importance value of 1 and all pixels with
a corresponding distance value that is larger than the threshold distance may have an importance value that decreases
as a function of the distance value (e.g., the function could be proportional 1/distance). Similarly, in case the region of
interest is determined based on gaze location, all pixels that are located around the gaze location may have an importance
value of 1 and the importance values for the remaining pixels may be determined as a function that depends on the
distance of a respective pixel from the gaze location. In other words, the farer away a pixel is located on the image from
the gaze location, the lower its corresponding importance value is. Also when using a function of the region of interest
to define the importance values of the importance matrix additional sensor data may be used. For example, and is also
described above, the threshold distance may depend on the speed of the car or in case of a sudden acceleration,
importance values may be increased.
[0041] The importance matrix may have different levels of granularity. This means that the importance values of the
importance matrix may vary on a pixel by pixel basis. Alternatively, the importance values of the importance matrix may
also vary only between blocks of pixels (e.g., 2x2 pixels, 4x4 pixels, 8x8 pixels, 16x16 pixels, etc.). Fig. 4B illustrates
the case where the importance values may vary on a pixel by pixel basis. As discussed above, there may be a one to
one correspondence between the pixels of the image (e.g., image 200) and the importance values of the importance
matrix (e.g., importance matrix 400A). In the illustrated example, each importance value of the importance matrix has
a value (obtained, e.g., from table 1) that corresponds to the respective recognized object that is displayed by the pixel
of the image that corresponds to the importance value of the importance matrix. In Fig. 4B the importance values are
illustrated only for a small region 410 of the importance matrix 400A. In the illustrated region of Fig. 4B, importance
values that correspond to pixels displaying the cyclist 205 of image 200 have value 1.0, importance values that correspond
to pixels displaying the tree 206A of image 200 have value 0.2, and importance values that correspond to pixels displaying
a region that is not the region of interest have value 0.1. In another example, illustrated in Fig. 4C the importance matrix
does not vary on a pixel by pixel basis, but may rather vary only between blocks of pixels. In this case, the importance
matrix may also have a block structure and the importance values corresponding to a block of pixels may all have the
same value. For example, as illustrated in Fig. 4C the uppermost left block of the importance matrix 400B has importance
values that are all 0 (because the corresponding pixels of image 200 are all displaying the object sky which may have
a corresponding importance value of zero assigned, e.g., by table 1). Similarly, a block of importance values of the
importance matrix that corresponds to pixels of image 200 displaying traffic sign 201 may have value 1. In this example,
the situation may arise, where in one block of pixels multiple object categories may be present. Then, the corresponding
importance value for the block may be, for example, the importance value of the object category that has assigned the
maximum value among all present object categories in the block. For example, referring back to Fig. 4B the block /
region 410 may then have the importance value 1 for all pixels in the block. In another example, an (weighted) average
value could be used instead of the maximum value. It is worth mentioning, that also in the case of a importance matrix



EP 3 722 992 A1

9

5

10

15

20

25

30

35

40

45

50

55

with block-structured importance values, still each pixel of the image (e.g., image 200) may have an associated importance
value in the importance matrix. In other words, the importance matrix may still have the same size as the image, but the
block-structure of the importance matrix allows reducing the file size of the importance matrix.
[0042] In addition to the above discussed examples where the importance matrix is determined from the image based
on object recognition, distance values, temperature values, gaze location, and/or future trajectory, it is also possible to
determine the importance matrix from the image by using a trained neural network model. In this case, the image could
be used as input to the trained neural network model and the trained neural network model could output the importance
matrix. Such a trained neural network model may be obtained by training the neural network model with a plurality of
images and corresponding importance matrices (that are determined in advance). The neural network could then be
trained to reproduce the known importance matrices for each corresponding input image. The importance matrices that
are used for training the neural network model, may be obtained prior to the training either by determining the importance
matrix according to any one of the above described examples or the importance matrices used for training may likewise
be provided from elsewhere. For example, each image could be labeled by a user who assigns importance values to
different regions of the importance matrix depending on what he considers as being important on the image. In one
example, the trained neural network model may be transmitted to the vehicle 110 and the processor of the vehicle 110
may employ the trained neural network on an image that is recorded by camera 120 of the vehicle 110 in order to
determine the importance matrix. Similar as discussed above, also an importance matrix that is determined by a trained
neural network model can be combined with an importance matrix that is determined based on object recognition,
distance values, temperature values, gaze location, and/or future trajectory as discussed above.
[0043] In one particular example (already mentioned above with regard to determining the region of interest based on
distance values) a neural network model may be trained to determine a distance-value-based importance matrix (that
may be determined as described above where the vehicle 110 may have the capability to measure the distance values
for the pixels on the image, e.g., by a 3D camera, by a distance sensor, or by stereo imaging). This trained neural network
model may then be transmitted to a vehicle that may not have the capability to measure the distance values. This may
allow a vehicle that does not have the capability to measure the distance values to determine a distance-value-based
importance matrix based on the received trained neural network model.
[0044] In another example, an importance matrix may also be received from another vehicle (such as other vehicle
130) or from the cloud environment 140. In this case, the received importance matrix may be mapped to the image that
is recorded by the camera 120 of the vehicle 110. Such a mapping can be based on GPS coordinates, directional
information of the camera and/or distance values of the vehicle 110 that is recording the image. In some examples, the
received importance matrix may also include GPS coordinates, and directional information that may be used to map the
received importance matrix to the recorded image. In some examples, receiving the importance matrix from another
vehicle or the cloud environment may be useful when one is interested in objects that do not change their position
frequently, such as traffic signs, buildings, trees, streets, etc. in this case, it may be useful to receive the importance
matrix from a remote device (e.g., from the other vehicle 130 or from the cloud environment 140) instead of (or in addition
to) determining the importance matrix by the vehicle itself.
[0045] As already outlined above, it is also possible to determine multiple importance matrices for the same image.
In particular, it may be possible to determine a plurality of importance matrices based on any of the above described
examples (i.e., based on object recognition, distance values, temperature values, gaze location, future trajectory, a
trained neural network, and/or receiving the importance matrix from remote) and to combine these plurality of importance
matrices. Each of the determined importance matrices may have the same size (i.e., width times height) that is the size
of the image. In other words, each of the importance matrices may have the same number of importance values. This
may allow combining the plurality of importance matrices by standard matrix operations. For example, importance
matrices could be combined by multiplying the importance matrices, or by calculating a weighted average of the impor-
tance matrices, or by taking the maximum value for each importance value across the plurality of importance matrices,
or by intersection (in case binary importance matrices are used with importance values of only 0 or 1) such as a logical
AND or OR combination, or by thresholding (i.e., accepting an importance value if more than two importance values are
above a threshold and using the mean importance value of the importance values that are above the threshold), or using
statistical features (e.g., if two independent mechanisms for determining the region of interest detect a similar object -
e.g., the object recognizer recognizes a human and a temperature-based region of interest is determined within the
temperature region of 25 degrees Celsius to 40 degrees Celsius which may also indicate a human - use the mean
importance value of they are corresponding importance matrices for this region of interest), or using the geometric mean
value of the importance values across the plurality of importance matrices, or using the median value of the importance
values across the plurality of importance matrices, or using other ways of combining the importance values. In the above,
an importance value could be defined for each pixel of the image. Of course, for any of these examples, it may also be
possible to define an importance value for each color value of each pixel. As discussed above, it may also be useful to
transmit and/or receive an importance matrix. In this case, the above discussed block wise defined importance matrix
may be beneficial, as a block wise importance matrix has a smaller file size and can thus be transmitted faster. In addition,
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it may be beneficial to adjust the number of different importance values to a bit format, e.g., on may use four different
importance values (such as 0, 0.33, 0.66 and 1) so that the importance matrix can be stored in a two bit format.
[0046] As outlined above, the importance matrix (e.g., an importance matrix determined by only one of the above
described examples, or an importance matrix that is obtained by combining multiple importance matrices as described
above) may be used to filter the image before the image is encoded by an encoder. Filtering the image before it is
encoded may reduce the file size of the image after the image is encoded and may reduce processing costs for encoding
the image. It is worth mentioning that the image may be typically used twice: on the one hand, the importance matrix
may be determined based on the image, on the other hand, the image (i.e., the same image) is then filtered based on
the importance matrix. In general, the filtering may be used to reduce the information content in regions of the image
that are not the region of interest. This can be done, by filtering regions (i.e., pixels) on the image in accordance with
they are corresponding importance values as defined in the importance matrix (that corresponds to the image). In one
example, the filtering includes blurring regions of the image that are not the region of interest (e.g., pixels of the image
that have an associated importance value that is smaller than 1). In particular, the importance value may be used to
determine the degree of filtering (such as blurring) of the corresponding pixels. For example, the pixel value (e.g., the
grey-scale or color value) of pixels having an importance value of 0 may be replaced with an average pixel value (such
as the median or the arithmetic mean) of all pixels having a corresponding importance value of 0. On the other hand,
all pixels having an importance value of 1 may not be filtered. In case the importance values of the importance matrix
have values that are different from 0 or 1 (e.g., 0.33 or 0.2), these importance value can be used to regulate the degree
of filtering. For example, blurring could be used to filter the image. One known example for blurring uses a kernel that
has an adjustable kernel size. Typically, the larger the kernel size, the stronger the blurring. When using blurring for
filtering the image (e.g., image 200), the importance value could be used to determine the kernel size, such that the
smaller the importance value, the larger the kernel size for blurring the pixel values of the image corresponding to the
importance values of the importance matrix.
[0047] Another known example for filtering images is filtering out high frequency pixel value fluctuations (e.g., using
DCT). Typically, when reducing high frequencies in an image, the frequencies that are present in an image are determined
and all determined frequencies that are above a frequency cut off are removed from the image (in other words, the pixel
values of the image are re-calculated to generate an image without the high frequency pixel variations). When using
frequency filtering for filtering the image (e.g., image 200), the cut off frequency for filtering a region of the image can
depend on the importance values. For example, in case the importance value of a region is 1, then no frequencies are
filtered out and in case the importance value of a region is smaller than 1, then the frequency cut off may scale with the
importance value. In particular, the smaller an importance value is, the smaller the frequency cut off may be (i.e., the
more frequencies are filtered out).
[0048] In some examples, the filtering step may also resemble the information reduction step of the subsequent
encoder. For example, stronger quantization of higher frequency components according to a quantization table like
employed in JPEG compression can be used as a filter - with different quantization degrees in regions of different
importance values. Because many encoders typically use entropy encoders - often as ultimate step to generate a
bitstream - the filtering may also be designed to optimally work with an entropy encoder by producing low entropy images
or by allowing for easy B-frame and P-frame inference in image sequences, by reducing variation across images in
regions of lower importance.
[0049] An example of filtering the image based on the importance matrix is illustrated in Fig. 5. an image 510 showing
a typical scene that is recorded by a camera of a vehicle (e.g., vehicle 110) including a traffic light, street, trees, and
other vehicles is displayed. In addition, an importance matrix 520 that corresponds to the image 510 is shown. As
discussed above, each pixel in the image 510 may have a corresponding importance value in the importance matrix
520. The importance matrix may be determined based on any of the above discussed examples and/or any combination
thereof. Further, a filtered image 530 is displayed that is generated from the image 510 by filtering the image 510 based
on the importance matrix. The filtered image 530 may then be encoded by an encoder. By filtering the image before
encoding the image, the encoder saves computational costs when encoding the image and the resulting encoded image
has a smaller file size as compared to without filtering the image before encoding it. By applying filtering the image based
on the importance matrix, the number of pixels of the image may remain the same. In other words, the size of the image
(i.e., width times height) before filtering and after filtering remains the same.
[0050] As discussed above, after the image is filtered, the image may be encoded by an encoder. The encoder may
be included in vehicle 110 and may be executable by the processor of the vehicle 110. The encoder may be any known
encoder such as MJPEG, MJPEG 2000, H.261, MPEG-1, H.262/MPEG- 2, H263, MPEG-4 Part 2, H.264/MPEG-4
AVC/10, VP8, VP9, AV1, HEVC, IETF, RealVideo, Indeo, Indeo 2, OMS Video, On2 Technologies, RealMedia HD, Snow
Wavelet Codec, Sorenson Video, Theora, VC-1, WMV, Guobiao Standards, Blackbird, Cinepak, Dirac, Firebird, Apple
Intermediate Codec, Apple ProRes, Apple Pixlet, SMPTE, Grass Valley and NewTek. The encoder may also be a lossless
codec such as Motion JPEG 2000 lossless, Dirac VC-2, AV1, Quick Time Animation, FFV1, MSU, Sheer Video, Ut Video
Codec Suite, VP9, YULS, ZeroCodec and ZMBV. As discussed above, by filtering the image before encoding the image,
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the encoder (such as any of the above mentioned encoders) may need less processing steps to encode the image. In
some examples, the filtering method (e.g., average value, blurring or frequency cut-off) for the image may be chosen
dependent on the encoder used. In particular, a particular filtering method may lead to a higher reduction in processing
costs when encoding the image and/or a higher reduction of the file size of the encoded image. This can be tested by
applying the different filtering methods for an encoder and comparing the computation time for the encoding needed for
the different filtering methods and/or the resulting file sizes of the encoded images when using the different filtering
methods. Likewise, using an importance matrix for filtering the image that has a particular structure (such as a block
structure as described above) may lead to increased efficiency when encoding the image or to an increased compress-
ibility of the encoded image. For example, MPEG encoders (such as the ones listed above) typically analyze blocks of
pixels (such as 16x16 pixels) when encoding an image so that filtering the image with a block-structured importance
matrix may lead to improved efficiency. The above described filtering based on region of interest/importance matrix may
be performed by a standalone application that may provide the filtered image to the encoder or the filtering may be
performed as a pre-processing step by the encoder before the encoding of the filtered image. In both cases, the filtering
may be performed as a pre-processing that is not part of the actual encoding so that no modification of the decoder is
needed.
[0051] After the image is encoded, the image may be stored on the memory of the vehicle 110, the image may be
transmitted to another vehicle (such as other vehicle 130) or to the cloud environment 140, and/or the image may be
transmitted to a autonomous driving system of the vehicle 110. As discussed above, by filtering the image before encoding
the image, the encoded image may have a smaller file size as compared to directly encoding the image without filtering
beforehand.
[0052] The above examples of the present invention have been described with reference to a (single) image for which
the regions of interest/importance matrix is determined and which is filtered accordingly. Of course, the image may also
be included in a sequence of images (such as a video stream) recorded by the same recording device (e.g., camera
120 of vehicle 110). In this case, a region of interest/importance matrix may be determined for each of the images in the
sequence and each of the images may be filtered based on the region of interest/importance matrix as detailed above.
This scenario is illustrated in Fig. 6, where image 200 is followed by a subsequent image 600. Of course, many more
images can be included in the sequence.
[0053] In case the image is included in a sequence of images, an additional example for determining an importance
matrix exists. In particular, an importance matrix that has been determined for a previous image in the sequence may
be used to determine the importance matrix of the current image. This may be helpful, as in many cases objects that
are present on a previous image may also be present on a current image, as exemplarily shown in figure 6, where image
600 includes traffic sign 201, pedestrian 202, street 203, car 204, cyclist 205, tree 206A and sky 207. This means, that
the importance matrix of the previous image (e.g., image 200 in the example of Fig. 6) already includes importance
values for objects that are also present on the current image (e.g., image 600 in the example of Fig. 6). In this example,
an object may be tracked across several images so that the object of a previous image can be detected in the current
image. In one example, motion detection can be used in order to predict a region on the current image that displays an
object that is also displayed on a region of the previous image. The importance matrix determined based on a previous
image may also be combined with any of the above discussed importance matrices determined for the same image as
detailed above. In some examples, even multiple importance matrices of respective multiple previous images may be
used (e.g., from the last two or from the last five images). In yet another example, motion detection can be used to
determine a velocity vector to a region (or even to each pixel) on the image (such as image 200). In this case, the region
of interest (or the importance matrix) may be determined based on the velocity vector of a region (i.e., the pixels) on the
image. For example, all regions that have a velocity vector which has an absolute value that is larger than a threshold
value may be determined to be the region of interest or a high importance value could be assigned to the region (i.e.,
pixels) with a velocity vector that has an absolute value that is larger than the threshold value (e.g., if one is interested
in fast moving objects on the image). Of course, other examples are possible (e.g., detecting slow objects). It is worth
mentioning that the velocity vector obtained from motion detection may only resemble the velocity of the region (pixels)
between subsequent images and may therefore not resemble the real physical velocity of the object that is recorded on
the image. However, it may also possible to infer the real physical velocity/speed of the object (or a relative velocity/speed
between the camera and the object) from comparison of two or more images in the sequence of images.
[0054] In addition to the above described importance matrix, an image may also have a global importance value
assigned to the image. For example, some images in a sequence of images may be more important than others. Imagine
that the sequence of images is recorded by a camera of a vehicle that is stuck in a traffic jam. In this case, many images
may be highly similar, as only little changes may happen in front of the camera. In such cases, the global importance
value may be low for images that are highly similar. Similarly, in other scenarios the images recorded by the camera
may change rapidly. To this end, a global importance value may be assigned which may additionally be used for filtering
the images. In particular, the global importance value for the image may be a single value (such as a value between 0
and 1, where 1 may be important and 0 may be not important) that can be combined with the importance matrix for the
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image (e.g., by multiplying the importance matrix with the global importance where you). The image may then be filtered
based on an importance matrix that is scaled with the global importance value in the same manner as detailed above.
In one example, the global importance value for a current image is lowered when no changes are present in the current
image as compared to its previous image and increased when there are changes. In another example, the global
importance value for a current image may be determined based on the change between the importance matrix of the
previous image and the importance matrix of the current image. In yet another example, the global importance value
may depend on additional sensor data, such as data from an accelerometer of the vehicle so that the global importance
may be high in case of sudden acceleration.
[0055] The above discussed filtering of the image based on the importance matrix prior to encoding the image may
be used in various example applications:
In a remote driving application the encoded images (recorded by the camera of the vehicle and filtered before being
encoded) may be transmitted from the vehicle to a remote driving system, where a human or nonhuman driver may
steer the vehicle. In an insurance and police application, upon a crash or a safety critical event (e.g., detected by the
sensors of the vehicle) a sequence of encoded images may be streamed from the vehicle to a remote database as
footage of the event. In an algorithm training and testing application, the images may be used to create a database of
scenes that can be used to improve the navigation of autonomously driving vehicles or may solve problems in unforeseen
scenarios after rollout. In an update of interactive panoramas of street scenes application, changes in the real world
may be detected and remote maps may be updated accordingly, together with panoramas of street scenes. In a see-
through application, if one vehicles few is blocked by a vehicle in front of it, the later can send a sequence of images to
the first. A human or nonhuman driver can then see through the vehicle that is blocking the sight. In a communal planning
application, image transmission among multiple vehicles can help to find the optimal solution of a navigation problem
where many vehicles are involved. In a surveillance application, license plate or person recognition may run on a remote
server, based on images streamed from vehicles. In one example, the driver at the remote driving system could use a
GUI to mark a region (i.e., pixels) on the image or could zoom into a region of the image thereby assigning a high
importance value (e.g., an importance value of 1) to this region (e.g., in order to obtain a higher level of details in this
region). The information of the region that was marked or zoomed into may be transmitted from the remote driving system
to the vehicle, where the high importance value is applied to this region.
[0056] In applications, where a sequence of image may be transmitted (e.g., in a remote driving application, a surveil-
lance application, or a see-through application), the analytics, that may decide what may be the most important content
of an image (e.g., using any one of the above described examples for determining the region of interest and/or the
importance matrix) may need to run fast and may need to use as little power as possible. This goal may be achieved
by using a hierarchy of complexity of the detection algorithm. In general, an algorithm for solving a more difficult/complex
task (like license plate extraction) may be more complex than another algorithm for solving a more general task (like
general object recognition). Therefore, performing the algorithm for solving the general task before the algorithm for
solving the difficult task may be advantageous. For example, objects may have typically edges in common, so a general
object recognition algorithm may (in a first step) compute a score of objectness of a region of the image (e.g., by
performing object recognition as described above). In the example of license plate recognition, the license plate recog-
nition may only be switched on (in a third step), once a car is recognized and a car recognition algorithm may only be
switched on (in a second step) if an object is recognized by the general object recognition (which may be performed as
the first step).
[0057] By defining this hierarchy, not only computational processing costs may be decreased, but also the accuracy
of the more difficult/complex task (e.g., license plate recognition) may be improved. In the above discussed case of
license plate recognition, the information about where the license plates are located in a given image may then again
be used to determine (in a next step, e.g., a fourth step) the region of interest and/or the importance matrix and for
filtering (e.g., blurring) all regions on the image that are not displaying license plates. The information about the location
of the license plate may then (in a next step, e.g. a fifth step) be transmitted and a remote system may recognize the
symbols or text on the unfiltered (or only moderately filtered) license plate part of the image. In this case, the remote
system may still receive filtered information (e.g., filtered in accordance with the importance matrix) about the license
plate’s surrounding. This hierarchy (that may include the above described steps) of algorithms that may lead from
computationally simple, general tasks to computationally more expensive, difficult/complex tasks may allow increasing
accuracy while decreasing computational costs. In this case, more difficult/complex algorithms may only be switched
on, if a more general algorithm may have made a detection. In other words, only in case a general algorithm (such as
a general object recognizer) may have made a detection (e.g., the detection of an object on the image), more complex
algorithms (such as car recognition and/or license plate recognition) may be performed and only then the image may
be filtered based on the region of interest or the importance matrix and encoded (as described above). For example,
based on the image and/or on further sensor data of the vehicle, the processor of the vehicle may determine whether
transmission of a sequence of images (that are subsequent to the image) may be triggered or not and/or whether the
image may be stored. Then, in case transmission of the sequence of images (or storing of the image) is triggered, the
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above-described algorithms may be performed in accordance with the hierarchy (e.g., the above-described five steps)
in order to optimally filter the images based on the importance matrix (and/or the global importance value) before encoding
the image.
[0058] Then in a next step, the filtered and encoded image and/or the importance matrix of the image may be transmitted
to a remote system (such as cloud environment 140 or another vehicle 130) or to another unit on the vehicle 110 itself
such as a sensor fusion unit of vehicle 110. The sensor fusion unit may be adapted to receive the importance matrix of
the image (and/or the filtered and encoded image) and to further process and/or analyze the importance matrix of the
image and/or the filtered and encoded image. In addition, the sensor fusion unit may decide based on the importance
matrix (and/or the filtered and encoded image) whether additional data (e.g., images from a different camera or data
from other sensors of the vehicle) may need to be acquired in order to make a decision.
[0059] In yet other applications, an HD map of street scenes may be generated by a remote device. In this case, the
remote device may build the HD map of street scenes that are generated by one or many vehicles and one may be
interested in objects/scenes that change frequently (e.g., to keep the HD map updated). Then, it may be beneficial to
only transmit varying regions on the image captured by the one or many vehicles to the remote device.
[0060] Fig. 7 illustrates a flow diagram for a method 700 of filtering an image (e.g., image 200) before the image is
encoded in accordance with the above described examples of the present invention. In a first step, the image may be
received 710. The image may be received by a processor of vehicle 110. The image may be recorded by a camera 120
of the vehicle 110. Next, a region of interest may be determined on the image 720. Determining the region of interest
on the image can be done based on object recognition, distance values, temperature values, case location, future
trajectory and/or any combination thereof. The region of interest may also be defined by an importance matrix that
comprises a plurality of importance values. The importance matrix may comprise an importance value for each pixel of
the image, whereas regions of interest may have an importance value of 1 and regions that are not the region of interest
may have an importance value of 0. As detailed above, also different importance values, i.e. more than 0 and 1 can be
used. Then, the region (i.e., the pixels) of the image that is outside the region of interest may be filtered 730 in order to
reduce the information content of the image. This filtering may be performed in accordance with the importance values
of the importance matrix. In this case, one or more regions (i.e., pixels) of the image that do not have an importance
value of 1 are filtered and the degree of the filtering (e.g., blurring or frequency cut off) may depend on the importance
value. Then, the filtered image may be encoded 740. Optionally, the encoded image may then be stored on a memory
of the vehicle 110, transmitted to a remote device (e.g., another vehicle 130 or cloud environment 140), or to an auton-
omous driving system of the vehicle.

Claims

1. A method (700) comprising:

receiving (710) an image (200; 510) having a plurality of pixels;
determining (720) a region of interest (301A; 301 B) within the image;
filtering (730) the image to generate a filtered image (300A; 300B; 530) with reduced information content, wherein
the filtering comprises reducing the information content of the image by filtering pixels (302A; 302B) of the image
outside the region of interest; and
encoding (740) the filtered image.

2. The method (700) of claim 1, wherein the steps of claim 1 are performed by a processor of a vehicle (110), and
wherein the method further comprises:

recording the image (200; 510) by a camera (120) of the vehicle; and
at least one of:

transmitting the encoded image to one or more of another vehicle (130) or a cloud environment (140);
providing the encoded image to an autonomous driving system of the vehicle; and
storing the encoded image in a memory of the vehicle.

3. The method (700) of any one of claims 1 to 2, wherein the region of interest (301A; 301B) is determined by at least
one of:

recognizing an object (201) on the image and determining the region of interest based on the recognized object;
obtaining distance values for the image and determining the region of interest based on the distance values;
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obtaining temperature values for the image and determining the region of interest based on the temperature
values;
obtaining a gaze location of a user for the image and determining the region of interest based on the gaze
location of the user;
determining a future trajectory and determining the region of interest based on the future trajectory; and
determining a velocity for one or more pixels of the plurality of pixels and determining the region of interest
based on the velocity.

4. The method (700) of any one of claims 1 to 3, wherein the region of interest is defined by an importance matrix (400;
400A; 400B) having a plurality of importance values, wherein each of the plurality of pixels of the image has a
corresponding importance value of the importance matrix, and wherein filtering the image comprises filtering the
plurality of pixels of the image based on the corresponding importance values.

5. The method (700) of claim 4, wherein the image and the importance matrix have the same size, or wherein the
importance matrix is mapped to fit the size of the image.

6. The method (700) of claim 4 or 5, wherein the importance matrix (400; 400A; 400B) is determined by applying a
trained neural network to the image; and/or
wherein the importance matrix (400; 400A; 400B) is received from another vehicle (130) or a cloud environment (140).

7. The method of any one of claims 1 to 6, wherein the importance matrix is a combined importance matrix that is
generated by combining a plurality of importance matrices, and wherein filtering the captured image is based on
the combined importance matrix.

8. The method of any one of claims 1 to 7, wherein the image is included in a sequence of images; and
wherein a global importance value is assigned to the image, and/or
wherein the region of interest of the image is obtained based on a region of interest of a previous image, wherein
the previous image is included in the sequence of images, and wherein the previous image is previous to the image
in the sequence.

9. The method of any one of claims 4 to 8, wherein the importance matrix of the image is transmitted to at least one
of a of another vehicle (130), a cloud environment (140) and a sensor fusion unit of the vehicle (110), and/or
wherein a determination is made whether additional data is acquired by the at least one of the another vehicle, the
cloud environment and the sensor fusion unit of the vehicle based on the importance matrix.

10. A system for providing images with reduced information content captured by a camera, the system being adapted to:

receive (710) an image (200; 510) having a plurality of pixels;
determine (720) a region of interest (301A; 301B) within the image;
filter (730) the image to generate a filtered image (300A; 300B; 530) with reduced information content, wherein
the filtering comprises reducing the information content of the image by filtering pixels (302A; 302B) of the image
outside the region of interest; and
encode (740) the filtered image.

11. The system of claim 10, wherein the steps of claim 10 are performed by a processor of a vehicle (110), wherein the
image (200; 510) is recorded by a camera (120) of the vehicle, and wherein the system is further adapted to perform
at least one of:

transmit the encoded image to one or more of another vehicle (130) or a cloud environment (140);
provide the encoded image to an autonomous driving system of the vehicle; and
store the encoded image in a memory of the vehicle.

12. The system of any one of claims 10 or 11, wherein the system is further adapted to determine the region of interest
(301A; 301B) by at least one of:

recognizing an object (201) on the image and determining the region of interest based on the recognized object;
obtaining distance values for the image and determining the region of interest based on the distance values;
obtaining temperature values for the image and determining the region of interest based on the temperature
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values;
obtaining a gaze location of a user for the image and determining the region of interest based on the gaze
location of the user;
determining a future trajectory and determining the region of interest based on the future trajectory; and
determining a velocity for one or more pixels of the plurality of pixels and determining the region of interest
based on the velocity.

13. The system of any one of claims 10 to 12, wherein the region of interest is defined by an importance matrix (400;
400A; 400B) having a plurality of importance values, wherein each of the plurality of pixels of the image has a
corresponding importance value of the importance matrix, and wherein filtering the image comprises filtering the
plurality of pixels of the image based on the corresponding importance values; and/or
wherein the image and the importance matrix have the same size, or wherein the importance matrix is mapped to
fit the size of the image; and/orwherein the importance matrix (400; 400A; 400B) is determined by applying a trained
neural network to the image; and/or
wherein the importance matrix (400; 400A; 400B) is received from another vehicle (130) or a cloud environment (140).

14. The system of any one of claims 9 to 13, wherein the importance matrix is a combined importance matrix that is
generated by combining a plurality of importance matrices, and wherein filtering the captured image is based on
the combined importance matrix; and/or
wherein the image is included in a sequence of images; and
wherein a global importance value is assigned to the image, and/or
wherein the region of interest of the image is obtained based on a region of interest of a previous image, wherein
the previous image is included in the sequence of images, and wherein the previous image is previous to the image
in the sequence.

15. A computer-readable medium comprising computer-readable instructions, that, when executed by a processor,
cause the processor to perform a method according to one of claims 1 to 9.

Amended claims in accordance with Rule 137(2) EPC.

1. A method (700) comprising:

receiving (710) an image (200; 510) having a plurality of pixels;
determining (720) a region of interest (301A; 301B) within the image;
prior to encoding the image, filtering (730) the image to generate a filtered image (300A; 300B; 530) with reduced
information content, wherein a filtering method is selected for the image from a plurality of filtering methods to
be used prior to encoding the image by a given encoder, wherein the filtering comprises using the selected
filtering method to reduce the information content of the image by filtering pixels (302A; 302B) of the image
outside the region of interest, wherein the selected filtering method for the image leads to a higher reduction in
processing costs when encoding the image or a higher reduction of the file size of the encoded image as
compared to other filtering methods of the plurality of filtering methods; and
encoding (740) the filtered image by the encoder.

2. The method (700) of claim 1, wherein the steps of claim 1 are performed by a processor of a vehicle (110), and
wherein the method further comprises:

recording the image (200; 510) by a camera (120) of the vehicle; and
at least one of:

transmitting the encoded image to one or more of another vehicle (130) or a cloud environment (140);
providing the encoded image to an autonomous driving system of the vehicle; and
storing the encoded image in a memory of the vehicle.

3. The method (700) of any one of claims 1 to 2, wherein the region of interest (301A; 301B) is determined by at least
one of:

recognizing an object (201) on the image and determining the region of interest based on the recognized object;
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obtaining distance values for the image and determining the region of interest based on the distance values;
obtaining temperature values for the image and determining the region of interest based on the temperature
values;
obtaining a gaze location of a user for the image and determining the region of interest based on the gaze
location of the user;
determining a future trajectory and determining the region of interest based on the future trajectory; and
determining a velocity for one or more pixels of the plurality of pixels and determining the region of interest
based on the velocity.

4. The method (700) of any one of claims 1 to 3, wherein the region of interest is defined by an importance matrix (400;
400A; 400B) having a plurality of importance values, wherein each of the plurality of pixels of the image has a
corresponding importance value of the importance matrix, and wherein filtering the image comprises filtering the
plurality of pixels of the image based on the corresponding importance values.

5. The method (700) of claim 4, wherein the image and the importance matrix have the same size, or wherein the
importance matrix is mapped to fit the size of the image.

6. The method (700) of claim 4 or 5, wherein the importance matrix (400; 400A; 400B) is determined by applying a
trained neural network to the image; and/or
wherein the importance matrix (400; 400A; 400B) is received from another vehicle (130) or a cloud environment (140).

7. The method of any one of claims 4 to 6, wherein the importance matrix is a combined importance matrix that is
generated by combining a plurality of importance matrices, and wherein filtering the captured image is based on
the combined importance matrix.

8. The method of any one of claims 1 to 7, wherein the image is included in a sequence of images; and
wherein a global importance value is assigned to the image, and/or
wherein the region of interest of the image is obtained based on a region of interest of a previous image, wherein
the previous image is included in the sequence of images, and wherein the previous image is previous to the image
in the sequence.

9. The method of any one of claims 4 to 8, wherein the importance matrix of the image is transmitted to at least one
of another vehicle (130), a cloud environment (140) and a sensor fusion unit of the vehicle (110).

10. A system for providing images with reduced information content captured by a camera, the system being adapted to:

receive (710) an image (200; 510) having a plurality of pixels;
determine (720) a region of interest (301A; 301B) within the image;
prior to encoding, filter (730) the image to generate a filtered image (300A; 300B; 530) with reduced information
content, wherein a filtering method is selected for the image from a plurality of filtering methods to be used prior
to encoding the image by a given encoder, wherein the filtering comprises using the selected filtering method
to reduce the information content of the image by filtering pixels (302A; 302B) of the image outside the region
of interest, wherein the selected filtering method for the image leads to a higher reduction in processing costs
when encoding the image or a higher reduction of the file size of the encoded image as compared to other
filtering methods of the plurality of filtering methods; and
encode (740) the filtered image by the encoder.

11. The system of claim 10, wherein the steps of claim 10 are performed by a processor of a vehicle (110), wherein the
image (200; 510) is recorded by a camera (120) of the vehicle, and wherein the system is further adapted to perform
at least one of:

transmit the encoded image to one or more of another vehicle (130) or a cloud environment (140);
provide the encoded image to an autonomous driving system of the vehicle; and
store the encoded image in a memory of the vehicle.

12. The system of any one of claims 10 or 11, wherein the system is further adapted to determine the region of interest
(301A; 301B) by at least one of:
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recognizing an object (201) on the image and determining the region of interest based on the recognized object;
obtaining distance values for the image and determining the region of interest based on the distance values;
obtaining temperature values for the image and determining the region of interest based on the temperature
values;
obtaining a gaze location of a user for the image and determining the region of interest based on the gaze
location of the user;
determining a future trajectory and determining the region of interest based on the future trajectory; and
determining a velocity for one or more pixels of the plurality of pixels and determining the region of interest
based on the velocity.

13. The system of any one of claims 10 to 12, wherein the region of interest is defined by an importance matrix (400;
400A; 400B) having a plurality of importance values, wherein each of the plurality of pixels of the image has a
corresponding importance value of the importance matrix, and wherein filtering the image comprises filtering the
plurality of pixels of the image based on the corresponding importance values; and/or
wherein the image and the importance matrix have the same size, or wherein the importance matrix is mapped to
fit the size of the image; and/or
wherein the importance matrix (400; 400A; 400B) is determined by applying a trained neural network to the image;
and/or
wherein the importance matrix (400; 400A; 400B) is received from another vehicle (130) or a cloud environment (140).

14. The system of any one of claims 9 to 13, wherein the importance matrix is a combined importance matrix that is
generated by combining a plurality of importance matrices, and wherein filtering the captured image is based on
the combined importance matrix; and/or
wherein the image is included in a sequence of images; and
wherein a global importance value is assigned to the image, and/or
wherein the region of interest of the image is obtained based on a region of interest of a previous image, wherein
the previous image is included in the sequence of images, and wherein the previous image is previous to the image
in the sequence.

15. A computer-readable medium comprising computer-readable instructions, that, when executed by a processor,
cause the processor to perform a method according to one of claims 1 to 9.
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