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FAIL-OPERATIONAL CONTEXT SWITCH

(567)  Provided is a system for updating one or more
states relatingto a message in a vehicle, the system com-
prising a first execution unit (104), a state keeping unit
(106), and a peripheral unit (102), it is an object of the
present invention to improve the reliability of the states.
The object of the present invention is achieved by an
atom unit (103) and a buffer, wherein the atom unit (103)
is configured to carry out the steps: a) receiving a first
signal (110) from the first execution unit (104), indicating
the message and the states; b) saving the message and
the states in the buffer; c) receiving a second signal (120)
from the first execution unit (104), requesting the initiation
of sending the message; d) sending (125) the message
to the peripheral unit (102); and e) sending a third signal
(135) to the state keeping unit (106) to update the states.

METHOD AND SYSTEM FOR PRESERVING CONSISTENCY OF STATES DURING
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Description

[0001] The invention relates to a method and a system
for preserving consistency of states during fail-operation-
al handover and computer-readable medium for the
same.

[0002] Autonomous Drivingis one of the key E/E (elec-
trical-electronic) architecture push factors in the automo-
tive industry. Progression towards autonomous driving
is described in the SAE levels of the according norm SAE
J3016 of SAE International. This norm describes six lev-
els extending from level zero to level five, where the latter
contains driver less driving or fully automated driving.
[0003] In order for autonomous vehicles to operate
safely where no human is required to take over in case
of operation failure, the system driving the vehicle must
be "fail-operational". The fail-operational requirement re-
flects the complex and varying environment the vehicle
is operating in, and that merely shutting the vehicle off in
case of failure (fail-safe in a narrow sense) is in many
cases dangerous. Fail-operational can be defined as a
system that is designed to be operational even in case
of failure of a part of the system. Fail-operational can be
used primarily in the context of safety-critical vehicle sys-
tems. The definition is however not limited to safety-crit-
ical systems, and may also be used in the context of less
safety-critical systems, such as navigation systems or
vehicle entertainment systems.

[0004] A fail-operational system may perform a hand
over from a primary (failing) part, to a secondary (fail-
operational) part. A fail-operational part may be fully func-
tional. In this case, the vehicle is fully operational in case
of a failure in the primary part but is sensitive to failure
due to reduced redundancy.

[0005] In afail-operational mode (operating on the fail-
operational part), the system may also be operational to
a lesser extent and/or with less functionality. For safety-
critical parts, this should involve functionality which at
least ensures the system can safely bring the vehicle to
halt at a safe location. An idea behind the "simplex ar-
chitecture" is that the fail-operational part should be less
complex and/or have fewer parts or instruction routines
with fewer lines, and therefore less likely to fail. This al-
lows a combination of the functionality of a complex sys-
tem with the robustness of a simple system.

[0006] Operation of a component in a vehicle may de-
pend on communication with one or more peripheral
components such as a CAN communication component.
Fail-operational behaviour of such a component may be
implemented using a primary component that communi-
cates with the peripheral component, and a fallback com-
ponent that takes over component operation in case of
failure in the primary component.

[0007] The implementation of such a process may not
operate correctly, or even fail, when the fail-operational
part takes over, since the fail-operational part does not
have access to the current states of the vehicle when it
is initiated. One alternative to solve this might be to re-
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quest states from sensors and/or other units of the vehi-
cle. This is however time-consuming, and may compro-
mise safety during the delay. Alternatively, states could
be read from the failing part. This however, may not be
reliable due to the low reliability of the failing component.
Alternatively, external state storage, common to the pri-
mary and the fail-operational part, may be used. There
is however a risk that a common external state storage
does not have states consistent with messages sent to
peripheral devices, since failure may occur in the time
gap between the sending messages and the updating of
states.

[0008] The deficiency outlined above is solved by the
system of claim 1, the method of claim 10, and the com-
puter-readable medium of claims 13 and 14.

[0009] In particular, the deficiency is solved by a sys-
tem for updating one or more states relating toa message
in a vehicle, the system comprising:

a first execution unit

an atom unit;

a buffer;

a state keeping unit; and
a peripheral unit,

wherein the atom unit is configured to carry out the steps:

a) receiving a first signal from the first execution unit,
indicating a message and a state;

b) saving the message and the state in the buffer;
c) receiving a second signal from the first execution
unit, requesting the initiation of sending the mes-
sage;

d) sending the message to the peripheral unit;

e) sending a third signal to the state keeping unit to
update the states.

[0010] Advantages of the system include that the sys-
tem ensures that the states of the state keeping unit is
consistent with the message sent to the peripheral unit,
and thus with the state of the vehicle, even if the first
execution unit encounters a failure. The atom unit will
send the message and update the states independent of
fault in the first execution unit. The peripheral unit may
be a CAN communication component, and the first exe-
cution unit may be an electronic control unit (ECU) con-
trolling a function of the vehicle. The states may be an
internal representation of the controlling function.
[0011] The vehicle may be operated, at least partially,
based on the message sent from the first execution unit,
via the atom unit, to the peripheral unit.

[0012] Inone embodiment, the atom unitis operational
independent of a failure, and/or an error, in the first ex-
ecution unit.

[0013] Further advantages include that the in case of
afaultoran error occuring in the first execution unit, once
the atom unit has received the second signal to initiate
the sending of messages and storing of states, the atom
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unitmay continue operation and stores both the message
and the state. An additional advantage is that the atom
unit may be operational for a redundant component tak-
ing over after failure in the first execution unit.

[0014] Independent operation of the atom unit may be
implemented by physically or logically separating the at-
om unit and the first execution unit. As an example, the
atom unit and/or the first execution unit may be imple-
mented as using separate logical gate arrays, on the
same, or preferably different, hardware. The gate arrays
may be realized using application-specific integrated cir-
cuit (ASIC) and/or Field-programmable gate arrays (FP-
GA). The first execution unit may also be implemented
using a microprocessor and/or a CPU separated from
the execution of the atom unit. The atom unit and the first
execution unit may be connected via signals communi-
cated via a bus linking the first execution unit and the
atom unit.

[0015] A simple example of a system may include a
first execution unit in the form of an ECU controlling the
high beam of a vehicle via a CAN communication com-
ponent (peripheral unit). The ECU may send a signal to
an atom unit containing the CAN message to change the
head light from low beam to high beam, and a corre-
sponding change of internal states. The atom unit may
save the message and the state in a buffer. On receiving
a signal to initiate the change, the atom unit may send
the signal to the CAN communication component, and
update the state in a state keeping unit.

[0016] Ifthe ECU encounters aninternal error, consist-
ent states may always be read in the state keeping unit.
If the error occurs before the second signal to initiate the
message is sent, a low beam will be read. If the error
occurs after the second signal is sent, a high beam will
be read, corresponding to the actual state of the vehicle.
[0017] The state keeping unit may be locked for read-
ing, such as by the atom unit, during the updating of
states, to prevent inconsistent states being read.
[0018] Inoneembodiment, the failure and error is iden-
tified by inconsistency in lockstep execution or voting log-
ic of the first execution unit (104), and/or the failure and
error gives rise to an interrupt, preferably aborting the
first execution unit operation.

[0019] Advantages of such a system include error de-
tection that is independent of software implementation
and/or that will also detect certain hardware defects. By
executing instructions in parallel and comparing results
(internal memory/registers etc.), an error may be detect-
ed in case of inconsistent executions. It may be difficult
and/or not reliable on a component level to determine
which of two different execution results is the correct one.
To address this, a context switch may be initiated to a
fallback component and the operation of the first execu-
tion unit is aborted. Abortion may include disconnecting
the first execution unit from the atom unit and/or the state
keeping unit. Other means of determining an error in the
first execution unit may also be used.

[0020] Inone embodiment, the atom unitis further con-
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figured to carry out the step:

b2) sending a fourth signal to the first execution unit, in-
dicating that the message and the state has successfully
been saved in the buffer; and

wherein the second signal of step c) is sent by the first
execution unit in response to receiving the fourth signal.
[0021] Anadvantage ofsucha stepisthatthe message
to initiate sending the message and storing of the states
in step ¢) may not be performed until the information is
correctly stored by the atom unit. The first execution unit
may take corrective measures if the information is not
stored correctly, such as sending a signal erasing said
information and/or re-sending the second signal with the
message and the states.

[0022] Inoneembodiment, the atom unitis further con-
figured to carry out the step:

b3) checking if the message and the states are cor-
rectly saved in the buffer, and

sending the fourth signal in response to checking the
message and states are correctly saved in the buffer.

[0023] Said step possesses the advantage that a fur-
ther check onthe consistency of the system is performed,
such as by reading the saved message and states from
the storage and comparing it with the received signal to
assess that the information is stored correctly. The atom
unit may further send the read information back to the
first execution unit so that the first execution unit may
compare it with internal information before initiating the
second signal of step c) to initiate the sending of the mes-
sage and the storing of the states.

[0024] Inoneembodiment, the atom unitis further con-
figured to carry out the step:

f) receiving a fifth signal from the peripheral unit, indicat-
ing that the message has been successfully processed;
wherein step e) is carried out when the message suc-
cessfully has been processed.

[0025] This provides improved consistency in case
there is an error in the peripheral unit, such as in a CAN
communication component or during sending a message
on the CAN communication network.

[0026] In one embodiment, the atom unit preferably
comprises error correction means, such as voting logic.
[0027] The advantage of this feature is that a solution
is provided in the scenario that the atom unit itself en-
counters an error during execution, potentially causing
the consistency between the states and the message to
be compromised. To improve robustness of the execu-
tion of the atom unit, the atom unit may rely on voting
logic, such as by executing several parallel executions
of the same code, preferably an uneven number of par-
allel operations, such as three, five, or more, and ad-
dressing inconsistency between executions by majority
voting. The likelihood of two executions failing simulta-
neously decreases with the number of parallel execu-
tions, leading to improved robustness of the system.
[0028] Inoneembodiment,the system further compris-
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es:
a decision unit; and
a second execution unit;
wherein the decision unit is configured to:
in response to receiving a signal indicating a failure
in the first execution unit, disconnect the first execu-
tion unit from the atom unit, and connect the second
execution unit with the atom unit and/or the state
keeping unit.

[0029] Such features provide a system with improved

robustness that, in case of a failure in the first execution
unit, may disconnect the first execution unit from the atom
unit and continue vehicle operation with the second ex-
ecution unit connected.

[0030] The vehicle may be operated, at least partially,
based on the message sent from the second execution
unit, via the atom unit, to the peripheral unit.

[0031] Inone embodiment, after the second execution
unitis connected with the atom unitand/or the state keep-
ing unit, the second execution unit may read the states
from the state keeping unit. The states may be read di-
rectly from the state keeping unit, or via the atom unit.
[0032] This has the advantage that the second execu-
tion unit may be initiated using a consistent state stored
in the state keeping unit. This ensures correct operation
of the second execution unit.

[0033] The first execution unit may further be discon-
nected from the atom unit to ensure that the failing com-
ponent does not affect the operation of the vehicle, such
as by sending messages to peripheral devices, by up-
dating states in the state keeping unit.

[0034] The second execution unit may be connected
to the atom unit in the same way as the first execution
unit, such that it may perform the sending of messages
and states to the atom unit and initiating the sending of
the message to peripheral devices and states update via
the atom unit. This ensures a consistent state between
the messages and the states and allows handover from
the second execution unit to the first execution unit to
take place at any time.

[0035] After a handover (context switch) to the second
execution unit, the first execution unit may initiate a re-
covery procedure in an effort to return to full operation.
If recovery is successful, the decision unit may perform
a second context switch back to the first execution unit.
[0036] Since the redundancy ofthe system may be lim-
ited when the second execution unitis operational, meas-
ures should be taken to limit the risk of failure in case the
second execution unit also fails. The second execution
unitmay have error corrections measures, such as voting
logic, and may implement a reduced set of functionality
to limit the risk of failure.

[0037] Inparticular, the objectis solved by a computer-
implemented method comprising steps:

a) receiving a first signal indicating a message and
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a state;

b) saving the message and the state;

c) in response to saving the message and the state,
receiving a second signal initiating message send-
ing;

d) sending the message to a peripheral unit;

e) sending a third signal to update states in a state
repository.

[0038] In one embodiment, the method further com-
prises the step:

b2) sending a fourth signal, indicating that the message
and the state has successfully been saved; and
wherein the second signal of step c) is sent in response
to receiving the fourth signal.

[0039] The above-stated method may further comprise
features of the above-stated systems.

[0040] In one embodiment, the method further com-
prises the step:

f) receiving a fifth signal from the peripheral unit, indicat-
ing that the message has successfully been processed;
wherein step e) is carried out in response to the message
being successfully processed.

[0041] In particular, the object of the present invention
is achieved by a computer-readable medium comprising
logic for a gate array, the logic, when implemented in the
gate array, causes the gate array to carry out the steps
of one or several of the above stated methods or the
above stated systems.

[0042] In particular, the object of the present invention
is achieved by a computer-readable medium comprising
instructions which, when executed by a computer, cause
the computer to carry out the steps of one or several of
the above stated methods or the above stated systems.
[0043] The benefits and advantages of the methods
and the mediums are equal or similar to the advantages
of the above-mentioned system.

[0044] In the following, embodiments of the invention
are described with respect to the figures, wherein

Fig. 1 shows a flowchart for updating states relating
to a message

Fig.2 shows steps of a method for updating states

Fig. 3  shows a fail-operations system in a vehicle

Fig.4 shows an embodiment of state storage

[0045] Fig. 1 shows a flowchart according to an em-

bodiment of the inventions. The flowchart may contain a
peripheral unit 102, an atom unit 103, a first execution
unit 104, and a state keeper unit 106. The flowchart may
optionally contain a decision unit 101 and a second ex-
ecution unit 105.

[0046] The atom unit 103 may be configured to receive
a first signal 110 from the first execution unit, indicating
a message and a state. The atom unit 103 may further
save the message and the state in the buffer (not shown).
The atom unit may receive a second signal 120 from the
first execution unit 104, requesting the initiation of send-
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ing the message. The atom unit may, in response, send
a signal 125 with the message to the peripheral unit 102
and send a third signal 135 to the state keeping unit 106
to update the states.

[0047] The atom unit 103 may further optionally send
a fourth signal 115 to the first execution unit (104), after
receiving the first signal 110, and after the message and
the states have been stored, indicate that the message
and the states has successfully been saved in the buffer.
The atom unit may read the written information in the
buffer and compare it with information received with the
first signal 110 to determine that the message and states
are stored correctly. The second signal 120 may be sent
by the first execution unit 104 in response to receiving
the fourth signal 115.

[0048] The atomunit103 may furtheroptionally receive
a fifth signal 130 from the peripheral unit 102, indicating
thatthe message has been processed successfully (such
as sent on a network, preferably a CAN communication
network, and/or received by another processing unit
which responded with an operation successfully complet-
ed message). Updating the states may take place on
reception from the peripheral unit, that the message has
successfully been processed.

[0049] The decision unit may optionally receive a sixth
signal 140 indicating a failure in the first execution unit
104. In response, the decision unit may disconnect the
first execution unit 104 from the atom unit 103, and con-
nect the second execution unit 105 with the atom unit
103 and/or the state keeping unit 106.

[0050] The second execution unit 105 may optionally,
be initiated by the decision unit, and during initiation, read
states from the atom unit and/or the state keeping unit.
Although depicted as read from the state keeping unit
106 directly, the second execution unit may also read the
states via the atom unit 103.

[0051] Fig. 2 shows a method according to an embod-
imentofthe invention. The method may contain the steps:
receiving 210 a first signal indicating a message and a
state. Saving 220 the message and the state. Inresponse
to saving the message and the state, receiving 250 a
second signal initiating message sending and sending
260 the message to a peripheral unit. The method may
also comprise sending 280 a third signal to update states
in a state repository.

[0052] Optionally, the method may contain a step
sending 230 a fourth signal to the first execution unit,
indicating that the message and the state has success-
fully been saved in the buffer and a step checking 240 if
the message and the states are correctly saved in the
buffer and if so, sending the fourth signal in response to
checking the message and states are correctly saved in
the buffer.

[0053] Optionally, the method may contain a step 270
receiving a fifth signal from the peripheral unit, indicating
that the message has successfully been processed, and
sending the third signal to update states, which is carried
outin response to the signal indicating that the message
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is being processed successfully.

[0054] Fig. 3 shows a system 310 for updating one or
more states relating to a message in a vehicle. The sys-
tem may comprise a peripheral unit 302, an atom unit
303, a first execution unit 304, and a state keeping unit
306. The system may also contain a second execution
unit 305 and a decision unit 301.

[0055] The atom unit 303 may receive a first signal 110
from the first execution unit 304, indicating a message
and states. The atom unit 303 may save the message
and the states. The atom unit 303 may receive a second
signal 120 from the first execution unit 304, requesting
the initiation of sending the message and further sending
the message to the peripheral unit 302 and updating the
states in the state keeping unit 306.

[0056] Fig. 4 shows an embodiment where a buffer is
part of the state keeping unit 306. In this embodiment,
the state keeping unit 306 may comprise a first states
storage 307, and a second states storage 308. One of
the first and the second states storages may be identified
as write states storage, and the other may be identified
as read states storage. The read states storage may al-
ways be coherent with the messages sent to the periph-
eral unit. The atom unit may always write to the states
storage identified as write state storage, such as when
saving the message and the states in step b).

[0057] Onreceiving a second signal 120 to initiate the
sending of the message and updating states, the identi-
fication of the write and the read states storage may
switch, so that the one of the first and the second states
storage that previously was the write states storage, be-
comes read states storage, and the other becomes write
states storage. If a context switch takes place from the
first execution unit 304 to the second execution unit 305,
the second execution unit 305 may read from the one of
the first states storage 307 and the second states storage
308 which is indicated as read state storage. This en-
sures, if later updates are made to the storage identified
as write storage, the read storage will be consistent with
the latest sent message.

[0058] After switching the read and write states stor-
age, the new read storage may be copied to the new
write storage to ensure that the new write storage is up
to date. This may also be done after a context switch
between primary and fail-operational components.
[0059] Logic may be implemented using gates, such
as using a field-programmable gate array (FPGA) and
executed simultaneously, or substantially simultaneous-
ly, such that the state storages switch substantially si-
multaneously with the message sent to the peripheral
unit.

[0060] The one ofthe first state storage and the second
state storage indicated as write state storage may in one
embodiment also be read. This may be used to ensure
that the states are correctly written to the write states
storage before performing the read/write states storage
switch. Other means to ensure integrity of states storage
may be implemented depending on requirements, such
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as parity bits or duplicating each states storage.

[0061] Reference numerals

101 decision unit

102  peripheral unit

103  atom unit

104  first execution unit

105 second execution unit

106  state keeping unit

110 first signal

115  fourth signal

120 second signal

125 sending message to peripheral unit
130 fifth signal

135  third signal

140  sixth signal

155 reading states from state keeping unit
210  receiving first signal

220 saving message and states

230 sending a fourth signal

240 checking saved message and states
250 receiving second signal

260 sending message to peripheral unit
270  receiving fifth signal

280 sending third signal

301  decision unit

302  peripheral unit

303 atom unit

304 first execution unit

305 second execution unit

306 state keeping unit

307 first states storage

308 second states storage

Claims

1. A system for updating one or more states relating to

a message in a vehicle, the system comprising:

a first execution unit (104)

an atom unit (103);

a buffer;

a state keeping unit (106); and
a peripheral unit (102),

wherein the atom unit (103) is configured to carry
out the steps:

a) receiving a first signal (110) from the first ex-
ecution unit (104), indicating the message and
the states;

b) saving the message and the states in the buff-
er;

c) receiving a second signal (120) from the first
execution unit (104), requesting the initiation of
sending the message;

d) sending (125) the message to the peripheral
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unit (102); and
e) sending a third signal (135) to the state keep-
ing unit (106) to update the states.

The system of claim 1,

wherein the atom unit (103) is operational independ-
ent of a failure and/or an error in the first execution
unit.

The system of claim 2,

wherein the failure and error is identified by incon-
sistency in lockstep execution or voting logic of the
first execution unit (104), and/or the failure and error
gives rise to an interrupt, preferably aborting the first
execution unit operation.

The system of any of the preceding claims,
wherein the atom unit (103) is further configured to
carry out the step:

b2) sending afourth signal (115) to the first execution
unit (104), indicating thatthe message and the states
have been successfully saved in the buffer; and
wherein the second signal (120) of step c) is sent by
the first execution unit (104) in response to receiving
the fourth signal (115).

The system of claim 4,
wherein the atom unit (103) is further configured to
carry out the step:

b3) checking if the message and the states are
correctly saved in the buffer, and

sending the fourth signal (115) in response to
checking the message and states are correctly
saved in the buffer.

The system of any of the preceding claims,
wherein the atom unit (103) is further configured to
carry out the step:

f) receiving a fifth signal (130) from the peripheral
unit (102), indicating thatthe message has been suc-
cessfully processed;

wherein step e) is carried out when the message has
been successfully processed.

The system of any of the preceding claims,
wherein the atom unit (103) preferably comprises
error correction means, such as voting logic.

The system of any of the preceding claims, further
comprising:

a decision unit (101); and

a second execution unit (105);

wherein the decision unit is configured to:

in response to receiving a sixth signal (140) in-
dicating a failure in the first execution unit (104),
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disconnect the first execution unit (104) from the
atom unit (103), and connect the second execu-
tion unit (105) with the atom unit (103) and/or
the state keeping unit (106).

The system of claim 8,

wherein, after the second execution unit is connect-
ed with the state keeping unit, the second execution
unit reads (155) the states from the state keeping
unit.

A computer-implemented method comprising steps:

a) receiving a first signal indicating a message
and one or more states;

b) saving the message and the states;

c) in response to saving the message and the
states, receiving a second signal initiating mes-
sage sending;

d) sending the message to a peripheral unit; and
e) sending a third signal to update states in a
state repository.

The method of claim 10, further comprising the step:
b2) sending a fourth signal, indicating that the mes-
sage and the states have been successfully saved
in the buffer; and

wherein the second signal of step c) is sent in re-
sponse to receiving the fourth signal.

The method of claim 10 or claim 11, further compris-
ing the step:

f) receiving a fifth signal from the peripheral unit, in-
dicating that the message has been successfully
processed;

wherein step e) is carried out in response to the mes-
sage being successfully processed.

A computer-readable medium comprising logic for a
gate array, the logic, when implemented in the gate
array, causing the gate array to carry out the steps
of any of the claims 10 to 12.

A computer-readable medium comprising instruc-
tions which, when executed by a computer, cause
the computer to carry out the steps of the method of
any of the claims 10 to 12.
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