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(54) ELEVATOR USER DETECTION SYSTEM
(57)  According to one embodiment, an elevator user
detection system includes a camera (12) disposed in a
car and including a super-wide-angle lens, configured to
capture at least an image of the entirety of the inside of
the car. The system includes a detection area setting unit
(22a) configured to set at least two detection areas on
an image captured by the camera (12), and a detection
processing unit (22b) configured to execute a detection
process related to a drive operation of the car for each
of the at least two detection areas set by the detection
area setting unit (22a) .
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Description
FIELD
[0001] Embodiments described hereinrelate generally

to an elevator user detection system.
BACKGROUND

[0002] Conventionally, there are systems in which
cameras are disposed in a car and a hall of an elevator,
and the drive of the elevator is controlled by detecting an
entering action of users and the number of waiting people
in the hall based on images captured by the cameras.
[0003] In these systems, a single detection function is
realized by images captured by a camera, and it means
that cameras are required per sensing-target area in or-
der to realize different detection functions.

[0004] The present application would present an ele-
vator user detection system which can realize multiple
detection function with one camera.

BRIEF DESCRIPTION OF THE DRAWINGS
[0005]

FIG. 1 is a diagram illustrating the structure of an
elevator user detection system of an embodiment.
FIG. 2 is a diagram illustrating the structure near the
doorway of the car of the embodiment.

FIG. 3 is a diagram illustrating an example of an im-
age captured by a camera of the embodiment.

FIG. 4 is adiagram illustrating a plurality of detection
areas set on the captured image.

FIG. 5 is a diagram illustrating a coordinate system
in a real space of the embodiment.

FIG. 6 is a flowchart illustrating a whole process of
the user detection system of the embodiment.

FIG. 7 is a flowchart illustrating an operation of a
detection process executed in step S15 of FIG. 6.
FIG. 8 is a diagram illustrating a detection process
corresponding to a detection area E1 of the embod-
iment.

FIG. 9 is a diagram illustrating a detection process
corresponding to a detection area E2 of the embod-
iment.

FIG. 10 is a diagram illustrating the structure near
the doorway of the car in which a one-side opening
type car door is used of the embodiment.

FIG. 11 is a diagram illustrating an opening/closing
operation of the one-side opening type car door.
FIG. 12 is a diagram illustrating a detection process
corresponding to the detection area E3 of the em-
bodiment.

FIG. 13 is a diagram illustrating a detection process
corresponding to the detection area E4 of the em-
bodiment.

FIG. 14 is a flowchart illustrating an operation of re-
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sponse processes executed in step S17 of FIG. 6.
FIG. 15is a diagram of the structure of a group man-
agement system of elevators as an application ex-
ample.

DETAILED DESCRIPTION

[0006] In general, according to one embodiment, an
elevator user detection system includes a camera dis-
posed in a car and including a super-wide-angle lens,
configured to capture at least an image of the entirety of
the inside of the car. The system includes a detection
area setting unit configured to set at least two detection
areas on an image captured by the camera; and a de-
tection processing unit configured to execute a detection
process related to a drive operation of the car for each
of the at least two detection areas set by the detection
area setting unit.

[0007] Hereinafter, embodiments will be explained
with reference to the accompanying drawings.

[0008] Each figure is a schematic view of correspond-
ing embodiment for its better understanding, and a
shape, size, and ratio of the figure may be different from
those of actual embodiment, and they may be arbitrarily
changed based on the following description and may be
shown schematically. The same elements may be re-
ferred to by the same referential numbers in the figures,
and the detailed description thereof may be omitted.
[0009] FIG. 1 is a diagram illustrating the structure of
an elevator user detection system of an embodiment.
Note that, in this example, a case where one car is used
will be discussed; however, the same applies to a case
where several cars are used.

[0010] A camera 12 is disposed in the upper part of
the doorway of a car 11. Specifically, the camera 12 is
disposed inside a modesty panel 11a covering the upper
part of the doorway of the car 11 where the lens portion
thereof is directed directly below. The camera 12 in-
cludes, for example, a super-wide-angle lens such as a
fisheye lens to widely capture an image of a target in-
cluding the inside of the car 11 at an angle view of 180
degrees or more. The camera 12 can consecutively cap-
ture animage ata certain FPS rate (forexample, 30 FPS).
[0011] Note that the position of the camera 12 is not
limited to the upper part of the doorway of the car 11 but
may be any part near a car door 13. For example, the
camera 12 may be placed to a position where images of
both the entire car room including the entirety of the floor
surface of the car 11 and the hall 15 near the doorway
of the car 11 during the door opening time can be cap-
tured, that is, for example, the sealing surface near the
doorway of the car 11.

[0012] At the elevator hall 15 of each floor, a hall door
14 is disposed to be opened/closed freely at the doorway
of the car 11. The hall door 14 opens/closes in accord-
ance with the car door 13 at the time when the car 11
arrives. Note that a power source (door motor) is in the
car 11 side, and the hall door 14 simply opens/closes
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following the car door 13. In the following description, it
is assumed that when the car door 13 opens, the hall
door 14 opens, and when the car door 13 opens, the hall
door 14 opens.

[0013] Images (video) captured consecutively by the
camera 12 are analyzed in real time by an image proc-
essor 20. Note that, in the FIG. 1, the image processor
20 is illustrated outside the car 11 for easier understand-
ing; however, the image processor 20 is actually stored
in the modesty panel 11a together with the camera 12.
[0014] Theimage processor 20 includes a storage unit
21 and a detection unit 22. The storage unit 21 store
images captured by the camera 12 one after another,
and includes a buffer area to temporarily store data nec-
essary for the processing of the detection unit 22. Note
that the storage unit 21 may store images after a prelim-
inary process such as a distortion correction, enlarge-
ment/reduction, or partial cut process.

[0015] The detection unit 22 detects a user in the car
11 or in the hall 15 using the images captured by the
camera 12. The detection unit 22 includes, as catego-
rized by functions, a detection area setting unit 22a and
a detection processing unit 22b. Note that these compo-
nents may be realized by software, or by hardware such
as an integrated circuit (IC), or combination of software
and hardware.

[0016] The detection area setting unit 22a sets two or
more detection areas to detect a user (person who rides
the elevator) or an object on the images captured by the
camera 12. The object includes, for example, a cloth and
a baggage of the user, and a mobile object such as a
wheelchair. Furthermore, the object includes, for exam-
ple, devices related to the elevator such as operation
buttons, lamps, and displays. Note that a setting method
of the detection areas will be explained later with refer-
ence to FIGS. 3 and 4.

[0017] The detection processing unit 22b executes a
detection process related to a drive operation of the car
11 per detection area set by the detection area setting
unit 22a. The detection process related to the drive op-
eration of the car 11 is a process to detect a user and an
object based on drive conditions of the car 11 such as
door opening/closing, and the drive conditions include
one or more conditions such as the door opening/closing
of the car 11, upward/downward movement of the car
11, and drive stop of the car 11. The detection process
will be explained later with reference to FIGS. 3 and 4.
[0018] Note that an elevator controller 30 may include
a part of or the entire functions of the image processor 20.
[0019] The elevator controller 30 is a computer includ-
ing a CPU, ROM, and RAM, for example. The elevator
controller 30 controls operations of various devices dis-
posed in the car 11 (floor select buttons and illuminations,
for example). Based on the detection results, the elevator
controller 30 executes a response process which may
differ from one detection area to another based on the
detection results of the detection processor 22b. The re-
sponse process includes at least the drive control of the
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car 11 and the open/close control of the door 13.
[0020] Specifically, the elevator controller 30 includes
a drive controller 31, door opening/closing control unit
32, and notification unit 33. The drive controller 31 con-
trols the drive of the car 11. The door opening/closing
control unit 32 controls opening/closing of the car door
13 when the car 11 arrives at a hall 15. Specifically, the
door opening/closing control unit 32 opens the car door
13 when the car 11 arrives at a hall 15, and closes the
car door 13 after a certain period of time passes.
[0021] For example, if the detection processing unit
22b detects a user or an object during the opening op-
eration of the car door 13, the door opening/closing con-
trol unit 32 performs a door opening/closing control to
avoid a door accident (accident where someone is caught
by the door). Specifically, the door opening/closing con-
trol unit 32 temporarily stops the opening operation of
the car door 13, or moves the car door 13 in the opposite
direction (closing direction), or slows the opening speed
ofthe cardoor 13. The notification unit 33 sends warnings
to the users in the car 11 based on a detection result by
the detection processing unit 22b.

[0022] FIG.2isadiagramillustrating the structure near
the doorway of the car 11.

[0023] The car door 13 is disposed at the doorway of
the car 11 to be opened/closed freely. In the example of
FIG. 2, the car door 13 is a two-leaved center open type,
and two door panels 13a and 13b of the car door 13
open/close in the doorway width (horizontally) opposite
directions. Note that the doorway width means the door-
way of the car 11.

[0024] At the both sides of the doorway of the car 11,
there are front pillars 41a and 41b, surrounding the door-
way of the car 11 with the modesty panel 11a. The front
pillars may be referred to as doorway pillars or doorway
jamb, and in general, include a door pocket to accom-
modate the car door 13 in the back side. In the example
of FIG. 2, when the car door 13 opens, one door panel
13a is accommodated in the door pocket 42a provided
with the back side of the front pillar 41a, and the other
door panel 13b is accommodated in the door pocket 42b
provided with the back side of the front pillar 41b.
[0025] A display 43, a control panel 45 including a dis-
play 43 and a destination floor button 44, for example,
and a speaker 46 are disposed on one of or both the front
pillars 41aand 41b. In the example of FIG. 2, the speaker
46 is disposed on the front pillar 41a, and the display 43
and the control panel 45 are disposed on the front pillar
41b.

[0026] The camera 12 including a super-wide-angle
lens such as a fisheye lens is disposed in the center of
the modesty panel 11a in the upper part of the doorway
of the car 11.

[0027] FIG. 3 is a diagram illustrating an example of
an image captured by the camera 12. The image of FIG.
3 includes the entirety of the car room and the hall 15
near the doorway, captured at a view angle of 180 de-
grees or more from the upper part of the doorway of the
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car 11 while the car door 13 (door panels 13a and 13b)
and the hall door 14 (door panels 14a and 14b) are en-
tirely opened. The upper side is the hall 15 and the lower
side is the inside of the car 11.

[0028] In the hall 15, jambs 17a and 17b are provided
with the both sides of the arrival gate of the car 11, and
a band-like hall sill 18 having a certain width is disposed
on a floor surface 16 between the jambs 17a and 17b
along the opening/closing direction of the hall door 14.
Furthermore, a band-like car sill 47 having a certain width
is disposed in the doorway side of the floor surface 19 of
the car 11 along the opening/closing direction of the car
door 13.

[0029] Detection areas E1 to E4 to detect a user or an
object are set with respect to the inside of the car 11 and
the hall 15 illustrated in the captured image.

[0030] The detection area E1 is an area to detect a
user riding condition (in-car position of users, the number
of users in the car, and the like) of the car 11 (car riding
detection area), and is at least set to the entirety of the
floor surface 19. Note that the detection area E1 may
include the front pillars 41a and 41b, side surfaces 48a
and 48b, and rear surface 49 surrounding the car room.
[0031] Specifically, as in FIG. 4, the detection area E1
is set to conform to a horizontal width W1 and a vertical
width W2 of the floor surface 19. Furthermore, the de-
tection area E1 is set to a height h1 from the floor surface
19 with respect to the front pillars 41a and 41b, side sur-
faces 48a and 48b, and rear surface 49. The height h1
is set optionally.

[0032] The detection areas E2-1 and E2-2 are areas
to predict a user getting caught by the door during the
door opening operation, and are set in the inner side sur-
faces 41a-1 and 41b-1 of the front pillars 41a and 41b.
[0033] Specifically, as in FIG. 4, the detection areas
E2-1 and E2-2 are set in a band-like shape with certain
widths D1 and D2 in the width direction of the inner side
surfaces 41a-1 and 41b-1 of the front pillars 41aand 41b.
The widths D1 and D2 are set to, for example, the same
as or slightly shorter than the horizontal widths (width in
the transverse direction) of the inner side surfaces 41a-
1 and 41b-1. The widths D1 and D2 may be the same or
may be different. Furthermore, the detection areas E2-1
and E2-2 may be set to the position of a height h2 from
the floor surface 19. The height h2 is set optionally, and
may be the same as or different from the height h1.
[0034] The detection area E3 is an area to detect a
condition (waiting positions of users, the number of users
waiting, and the like) of the hall 15 (hall condition detec-
tion area), and is set to near the doorway of the car 11.
[0035] Specifically, as in FIG. 4, the detection area E3
is set to have a certain gap L1 between the gate of the
car 11 and the hall 15. WO in the figure is a horizontal
width of the doorway. Note that the detection area E3
may have a rectangular shape having the same as or
greater than WO in the horizontal direction (x direction),
or may be a trapezoid excluding a blind spot of the jambs
17a and 17b. Or, the vertical direction (Y direction) and
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the horizontal direction (X direction) of the detection area
E3 may be fixed, or may be changed actively in accord-
ance with the opening/closing operation of the car door
13.

[0036] The detection area E4 is an area to detect a
user or an object approaching the car 11 (approach de-
tection area) and is set near the doorway of the car 11.
[0037] Specifically, asin FIG. 4, the detection area E4
is set to have a certain gap L2 between the doorway of
the car 11 and the hall 15 (L1 > L2). The detection area
E4 may have a rectangular shape having the same as
or greaterthan W0 in the horizontal direction (X direction),
or may be a trapezoid excluding a blind spot of the jambs
17a and 17b. The detection area E4 includes the detec-
tion area E3 and may be changed actively in accordance
with the opening/closing operation of the car door 13 in
synchronization with the detection area E3.

[0038] Note that, in the example of FIG. 3, four detec-
tion areas E1 to E4 are set in the captured image; how-
ever, more detection areas may be set. For example,
detection areas may be set along the car sill 47. The
detection areas are used, in a case where the car door
13 is a two-leaved center open type, as areas to predict
a user caught by the door during the door opening oper-
ation. Furthermore, for example, a detection area may
be set in the control panel 45 of the car 11 shown in FIG.
2 to detect a condition of various buttons on the control
panel 45.

[0039] The detection area setting unit 22a calculates
a three-dimensional coordinate of a captured image
based on setting values of each component of the car 11
and unique parameter values of the camera 12, deter-
mines what is shown where on the captured image, and
sets a detection area on a position to be a target of de-
tection.

[0040] The three-dimensional coordinate is, as shown
in FIG. 5, a coordinate calculated where a direction par-
allel to the car door 13 is given as axis X, a direction from
the center of the car door 13 to the hall 15 (direction
orthogonal to the car door 13) is given as axis Y, and a
height direction of the car 11 is given as axis Z.

[0041] Now, the operation of the system will be ex-
plained.

[0042] FIG.6is aflowchartillustrating a whole process
of the system.

[0043] As an initial setting, a detection area setting
process is performed by the detection area setting unit
22a of the detection unit 22 of the image processor 20
(step S11). The detection area setting process is execut-
ed when, for example, the camera 12 is set, or the setting
position of the camera 12 is adjusted in the following man-
ner.

[0044] Thatis, the detection area setting unit 22a sets,
on an image captured by the camera 12, several detec-
tion areas E1 to E4 as shown in FIG. 3. As described
above, the detection area E1 is used as a user riding
condition detection area, and is at least set to the entirety
of the floor surface 19, or may be set to include the front
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pillars 41a and 41b, side surfaces 48a and 48b, rear sur-
face 49 which surround the car room.

[0045] The detection areas E2-1 and E2-2 are used as
user-caught-by-the-door detection area, and are set to
the innerside surfaces 41a-1 and 41b-1 of the front pillars
41a and 41b. The detection area E3 is used as a hall
condition detection area, and is set from the doorway of
the car 11 to the hall 15. The detection area E4 is used
as an approach detection area, and is set near the door-
way of the car 11.

[0046] Areas including the floor surface 19, front pillars
41a and 41b, and hall 15 on the captured image are cal-
culated based on setting values of each components of
the car 11 and unique values of the camera 12.

[0047] Width of door (transverse width of doorway of
the car)

Door height

Width of pillar

Door type (center open type/right or left side open type)
Area of floor and walls

Relative position of camera with respect to door (Three-
dimensional)

Camera angle (Three axes)

Camera angle of view (focus distance)

[0048] The detection area setting unit 22a calculates
an area in which the detection target is shown on the
capturedimage based on the above values. Forexample,
with respect to the front pillars 41a and 41b, the detection
area setting unit 22a estimates that the front pillars 41a
and 41b are standing vertically from the both ends of the
door (doorway), and calculates a three-dimensional co-
ordinates of the front pillars 41a and 41b based on the
relative position/angle/angle of view of the camera 12
with respect to the door.

[0049] Note that, as in FIG. 4, for example, markers
m1 and m2 may be arranged at both ends of the car sill
47 inside the car, and the three-dimensional coordinates
of the front pillars 41a and 41b may be calculated using
the positions of the markers m1 and m2 as the reference.
Or, the positions of both ends of the car sill 47 inside the
car may be calculated by image processing, and the
three-dimensional coordinates of the front pillars 41a and
41b may be calculated using the positions as the refer-
ence.

[0050] The detection area setting unit 22a projects the
three-dimensional coordinates of the front pillars 41a and
41b on the two-dimensional coordinates on the captured
image to acquire an area including the front pillars 41a
and 41b on the captured image, and sets the detection
areas E2-1 and E2-2 within the area. Specifically, the
detection area setting unit 22a sets the detection areas
E2-1 and E2-2 having certain widths D1 and D2 along
the longitudinal direction of the inner side surfaces 41a-
1 and 41b-1 of the front pillars 41a and 41b.

[0051] The setting process of the detection areas E2-1
and E2-2 may be executed while the car door 13 is
opened, or may be executed while the car door 13 is
closed. Since the hall 15 is not shown in the image cap-
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tured by the camera 12 when the car door 13 is closed,
the detection areas E2-1 and W2-2 are easier to be set
in that condition.

[0052] Note that, in general, the width of the car sill 47
(width in the transverse direction) is wider than the thick-
ness of the car door 13. Thus, even if the car door 13 is
in the full-close condition, one end of the car sill 47 is
shown in the captured image. Thus, the positions of the
front pillars 41a and 41b can be specified using the po-
sition of the one end, and the detection areas E2-1 and
E2-2 can be set accordingly.

[0053] The same applies to the other detection areas
E1, E3, and E4. Each area including a detection target
is acquired on the captured image based on the setting
values of each component of the car 11 and the unique
values of the camera 12, and the detection areas E1, ES3,
and E4 will be set within the area.

[0054] Now, the operation of the car 11 in the drive will
be explained.
[0055] As in FIG. 6, when the car 11 arrives at a hall

15 of any floor (Yes in step S12), the elevator controller
30 opens the car door 13 (step S13).

[0056] At that time (during the car door 13 opening),
the camera 12 having a super-wide-angle lens captures
an image of the car 11 and the hall 15 at a certain FPS
(for example, 30 FPS). The image processor 20 acquires
the images captured by the camera 12 chronologically,
stores the images in the storage unit 21 consecutively
(step S14), and executes the following detection process
in real time (step S15). Note that, as a preliminary treat-
ment to the captured images, distortion correction, en-
largement/reduction, and cut of images may be per-
formed.

[0057] FIG. 7 is a flowchart related to the detection
process executed in step S15.

[0058] Thedetection processisexecuted perdetection
area by the detection processing unit 22b of the detection
unit 22 of the image processor 20. That is, the detection
processing unit 22b extracts an image of each of the de-
tection areas E1 to E4 from a plurality ofimages captured
chronologically by the camera 12, and analyzes the im-
ages to execute the detection process corresponding to
each of the detection areas E1 to E4.

(a) Detection process corresponding to detection area E1

[0059] AsinFIG. 8, the detection processing unit 22b
analyzes an image in the detection area E1 set on the
floor surface 19 of the car 11 and detects a user riding
condition including riding positions of the users and he
number of users in the car 11 (step S21).

[0060] In FIG. 8, P1 to P5 are schematic images of
users. Note that, the position of users may not be a pre-
cise position of each of the users but may be, forexample,
a position of the users concentrated on the floor surface
19 of the car 11. Furthermore, the number of users may
not be the precise number but may be, for example, an
occupation rate of users with respect to the floor surface
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19 of the car 11 as crowded degree.

[0061] By detecting the user riding condition using the
image of the detection area E1, if, for example, users are
concentrated in front of the car door 13, the users can
be guided to step further in the car 11. Furthermore, if
many users are in the car in a crowded state, the car 11
may carry out drive control including control of allocation
of a hall call with respect to the car 11.

[0062] Furthermore, asin FIG. 3, as the detection area
E1 is set to include the front pillars 41a and 41b, side
surfaces 48a and 48b, and rear surface 49 surrounding
the car room, a user riding condition in the car 11 where,
for example, a user is contacting the front pillars 41a and
41b can be detected with more details.

[0063] Note that a method of detecting a user or an
object by the image analysis may be, for example, a dif-
ference method to compare a basicimage and a captured
image, or a movement detection method to follow the
movement of the user or the object per block. Or, the
existence of a user or an object may be determined by
recognizing objects other than the elevator components
from the image within the detection area. Any conven-
tional object recognition method can be used. For exam-
ple, deep learning, support vector machine, and random
forests may be used.

(b) Detection process corresponding to detection area E2

[0064] The detection processing unit 22b analyzes im-
ages within the detection areas E2-1 and E2-2 set in the
inner side surfaces 41a-1 and 41b-1 of the front pillars
41a and 41b, and executes a detection of a user caught
by the car door 13 during the door opening operation
(step S22). The detection of a user caught by the car
door 13 means predicting a user to be caught by the door
pockets 42a and 42b in the two-door both opening type
car door 13 in the door opening operation. That is, as in
FIG. 9, when a user put a hand on the inner side surface
41a-1 of the front pillar 41a during the door opening op-
eration, the hand is detected before it is caught by the
door pocket 42a.

[0065] Note thatthe same applies to a side open open-
ing type as in FIG. 10.

[0066] FIG. 10 is a diagram illustrating the structure
near the doorway of the car in which a two-door one side
opening type car door is used. In this example, the two-
door one side opening type car door 13 is disposed at
the doorway of the car 11 to be opened/closed freely.
The car door 13 includes, as in FIG. 11, two door panels
13a and 13b and they open/close in the same direction
along the door direction.

[0067] If the car door 13 is the one side opening type,
the door pocket 42a is disposed only with the one side
ofthe doorway. Inthe example of FIG. 10, the door pocket
42ais provided with the left side of the doorway, and the
two door panels 13a and 13b are accommodated in the
door pocket 42a in the door opening operation to be over-
lapping with each other.
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[0068] Inthatcase,the camera 12 with the super-wide-
angle lens can capture an image of a wide range, and
thus, the camera 12 is not required to be disposed closer
to the door pocket 42a side, and may be disposed in the
central part of the doorway. The detection area E2-1 is
set with respect to the front pillar 41a in the door pocket
42a side on the image captured by the camera 12. There-
by, if a hand of a user is close to the door pocket 42a,
such a condition can be detected from the image in the
detection area E2-1.

[0069] Note that, in FIG. 10, if there is the detection
area E2-2 set with respect to the other front pillar 41b,
an accident where a side end of the car door 13 hits a
user in the door closing operation (door hit accident) can
be prevented.

(c) Detection process corresponding to detectionarea E3

[0070] AsinFIG. 12, the detection processing unit22b
analyzes the image in the detection area E3 set near the
hall 15 to detect a hall condition including positions of
users waiting in the hall 15 and the number of waiting
users (step S23).

[0071] In FIG. 12, P1 to P4 are schematic images of
users. Note that, the waiting position may notbe a precise
position of each user but may be a position of users con-
centrating in the car. Furthermore, the number of waiting
users may not be a precise number but may be an oc-
cupation rate of users with respect to the floor surface
19 of the car 11 in the detection area E3 as crowded
degree of the hall 15.

[0072] The hall condition is detected using the image
of the detection area E3 as above, and thus, if many
users are waiting in the hall 15, the users in the car 11
are prompted to step further in the car 11 to accommo-
date as many users as possible.

(d) Detection process corresponding to detection area E4

[0073] The detection processing unit 22b analyzes the
image of the detection area E4 set to near the doorway
of the car 11 to detect a user or an object approaching
the car 11 from the hall 15 in the door opening operation
(step S24).

[0074] Specifically, the detection processing unit 22b
compares images in the detection area E4 from the im-
ages chronologically captured by the camera 12 per
block to detect the movement of feet of users moving
from the center of the car door 13 to the hall 15, that is,
moving in the axis Y direction.

[0075] FIG. 13 illustrates this situation.

[0076] FIG. 13 is a diagram illustrating a movement
detection using image comparison. FIG. 13(a) schemat-
ically illustrates a part of an image captured with time t,
and FIG. 13(b) schematically illustrates a part of animage
captured with time t,, 4. P1 and P2 in the figure are partial
images of users detected as moving objects on the cap-
tured image, and actually, are aggregations of blocks de-
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tected as a moving object through the image comparison.
[0077] A moving block Bx closest to the car door 13
will be extracted from the image parts P1 and P2, and Y
coordinate of the block Bx s followed to determine wheth-
er or not the target has an intention to ride the car. In that
case, equidistant lines as shown in dotted lines are drawn
in the axis Y direction (equidistant horizontal lines parallel
to the car door 13), a gap between the block Bx and the
car door 13 in the axis Y direction can be acquired.
[0078] Inthe example of FIG. 13, positions of the mov-
ing block Bx closest to the car door 13 change from y,
to y,.1, and thus, it can be understood that a user who
has an intention to ride the car is approaching the car
door 13.

[0079] In addition, a process to detect a movement
track of a user or a process to detect attribution of users
(wheelchair, stroller, elderly person, and the like) may be
added in each detection area.

[0080] Now, the detection process is executed in each
detection area as in FIG. 6, and then, a result of the de-
tection process is output to the elevator controller 30 from
the image processor 20 (step S16). The elevator control-
ler 30 receives a detection result from each detection
area and executes a response process corresponding to
the detection result (step S17).

[0081] The response processes executed in step S17
differ in the detection areas, and for example, in the de-
tection area E1, a process corresponding to the car riding
condition of the car 11. Specifically, if users are concen-
trated in front of the car door 13, the elevator controller
30 may guide the users in the car 11 to step further in
through the notification unit 33. Furthermore, if many us-
ers are in the car in a crowded state, the elevator con-
troller 30 carries out drive control including control of al-
location of a hall call with respect to the car 11 via the
drive controller 31.

[0082] As an example, a response process corre-
sponding to a case where a user or an object is detected
in the detection areas E2-1 and E2-2 will be explained
with reference to FIG. 14.

[0083] Ifauseroran objectis detected in the detection
areas E2-1 and E2-2 set in the inner side surfaces 41a-
1 and 41b-1 of the front pillars 41a and 41b during the
door opening operation of the car door 13 (Yes in step
S31), the door opening/closing control unit 32 of the el-
evator controller 30 temporarily stops the door opening
operation of the car door 13, and after a few seconds,
resumes the door opening operation from the stop posi-
tion (step S32). Note that, the door opening speed of the
car door 13 may be set slower than an ordinary speed,
or resume of the door opening operation may be per-
formed after the car door 13 is slightly moved to the op-
posite direction (door closing direction).

[0084] Furthermore, the notification unit 33 of the ele-
vator controller 30 performs voice announce through the
speaker 46 of the car 11 to inform the users to be distant
from the door pockets 42a and 42b (step S33). Note that,
a method of notification is not limited to the voice an-
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nounce, and may be a message such as "Stay away from
door pockets" displayed on the display device, or both
the voice announce and the message may be presented.
Furthermore, an alarming sound may be used.

[0085] While a user or an object is being detected in
the detection areas E2-1 and E2-2, the above process
is repeated. Thus, if a hand of the user is close to the
door pocket 42a, the hand caught by the door pocket42a
can be prevented, for example.

[0086] If a user or an object is not detected in the de-
tection area E2-1 or E2-2 (No in step S31), the elevator
controller 30 performs the door closing operation after
the car door 13 is fully opened, and after the door is
closed, the car 11 is moved to a target floor (step S34).
[0087] Note that, even if a user or an object is not de-
tected in the detection area E2-1 or E2-2, if a user is
approaching the car 11 in the detection area E4, for ex-
ample, the elevator controller 30 maintains the door
opening until the user rides the car 11 or sets the door
opening speed of the car door 13 slower than a normal
speed. That is, the elevator controller 30 executes the
response process corresponding to the detection result
obtained in each of the detection areas E1 to E4.
[0088] Furthermore, when the car 11 stops at the hall
15 of each floor, movement of users is traced in the de-
tection areas E3 and E4 to detect the number of users
to ride the car 11 in each floor (the number of users on-
board) and the number of users to leave the car 11 (the
number of users outbound), and the detection result can
be reflected on the drive control of the car 11.

[0089] Note that, in the flowchart of FIG. 6, a case
where the detection processis performed per area during
the door opening operation of the car 11 is illustrated;
however, the same applies to a case during the door
opening operation of the car 11. That is, the detection
process is performed in each of the detection areas E1
to E4 during the door closing operation, and the response
process corresponding to the detection result is execut-
ed. Thereby, if a user is detected in the detection area
E3 while the car door 13 is closing, the car door 13 is
reopened to accept the user.

[0090] Furthermore, the same can be applied to the
upward movement operation (moving) of the car 11. In
that case, the detection areas E1 and E2 set in the car
11 are targets of detection, and the detection process is
performed per area during the upward movement oper-
ation (moving), and then, the response process corre-
sponding to the detection result is executed.

[0091] Furthermore, the same applies to the car 11
while it is stopped for some reason. In that case, the
detection areas E1 and E2 set in the car 11 are targets
of detection. For example, if the car 11 is emergency
stopped by an earthquake in the door closing condition,
the number of users in the car 11 is detected from the
image of the detection area E1 set on the floor surface
19 of the car 11 to be reported to a surveillance center
which is not shown in order to rapidly respond to the
elevator lock-in accident.



13 EP 3 730 443 A1 14

[0092] Withthe embodiment, acamerahaving asuper-
wide-angle lens is used to set several detection areas on
the captured image of the camera, and a detection proc-
ess is performed per detection area. Thus, without using
several cameras, several detection functions can be re-
alized with only one camera. Thus, with a simple and
cost effective structure, security and convenience of the
elevator can be increased.

(Application example)

[0093] The above embodiment uses one car for exam-
ple. However, the embodiment can be applied to an el-
evator group management system including several
cars.

[0094] FIG. 15is a diagram illustrating the structure of
the elevator group management system, and several
cars (four cars of elevators A to D) are managed as a
group.

[0095] Cars51ato51dinclude, asinthe car 11 of FIG.
1, cameras 12a to 12d having a super-wide-angle lens
such as a fisheye lens, respectively. The camera 12a
captures an image in the car 51a and an image of the
hall near the doorway of the car 51a during the door open-
ing operation, and sends the captured images to the im-
age processor 20a. The same applies to the cameras
12b to 12d to capture an image of each of the cars 51b
to 51d and an image of the hall near the doorway of each
of the cars 51b to 51d during the door opening operation,
and sends the captured image to the image processors
20b to 20d, respectively.

[0096] The image processor 20a to 20d have, as with
the image processor 20 of FIG. 1, afunction to set several
detection areas on the captured image and to execute a
detection process per detection area.

[0097] Here, in the elevator controllers 30a to 30d of
each car, the door opening/closing control is performed
based on the detection result of each area obtained from
the image processors 20a to 20d; however, for example,
the following controls may be performed in the group
management controller 50 which is a higher rank con-
troller.

(1) Allocation control in response to hall call

[0098] Ifanew hall callis made, the hall callis allocated
to a car relatively less crowded amongst the cars 51a to
51d based on the number of users on board (crowded
degree) output from the image processors 20a to 20d as
detection results.

(2) Car stop
[0099] Inresponse to the conditions of the cars output

from the image processors 20a to 20d as the detection
results, a car with some kind of error is stopped.
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(3) Car waiting at certain floor

[0100] Based on the existence of users output from the
image processors 20a to 20d as the detection results, a
car including no user is maintained at a certain floor to
wait. A certain floor includes a reference floor where us-
ers ride the car more frequently.

[0101] According to at least one of the above embod-
iments, an elevator user detection system which can re-
alize several detection functions with only one camera
can be presented.

[0102] While certain embodiments have been de-
scribed, these embodiments have been presented by
way of example only, and are not intended to limit the
scope of the inventions. Indeed, the novel embodiments
described herein may be embodied in a variety of other
forms; furthermore, various omissions, substitutions and
changes in the form ofthe embodiments described herein
may be made without departing from the spirit of the in-
ventions. The accompanying claims and their equiva-
lents are intended to cover such forms or modifications
as would fall within the scope and spirit of the inventions.

Claims

1. Anelevatoruserdetection system comprising acam-
era (12) disposed in a car and including a super-
wide-angle lens, configured to capture at least an
image of the entirety of the inside of the car, the sys-
tem characterized by comprising:

a detection area setting unit (22a) configured to
set at least two detection areas on an image
captured by the camera (12); and

a detection processing unit (22b) configured to
execute a detection process related to a drive
operation of the car for each of the at least two
detection areas set by the detection area setting
unit (22a) .

2. The elevator user detection system of claim 1, char-
acterized in that the camera (12) is configured to
capture an image of the entirety of the inside of the
car and an image of the hall near a doorway of the
car.

3. The elevator user detection system of claim 1, char-
acterized in that the detection process related to
the drive operation of the car includes a detection
process of a user or an object during a door open-
ing/closing operation of the car.

4. The elevator user detection system of claim 1, char-
acterized in that the detection process related to
the drive operation of the car includes a detection
process of a user or an object during an up-
ward/downward movement of the car.
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The elevator user detection system of claim 1, char-
acterized in that the detection process related to
the drive operation of the car includes a detection
process of a user or an object while the car is
stopped.

The elevator user detection system of claim 1, char-
acterized in that

the detection area setting unit (22a) is configured to
set at least a first detection area on the floor surface
of the car and a second detection area near the door
of the car, and

the detection processing unit (22b) is configured to
detect a riding condition of users in the car based on
an image of the first detection area, and to predict a
user getting caught by the door based on an image
of the second detection area.

The elevator user detection system of claim 2 or 3,
characterized in that

the detection area setting unit (22a) is configured to
set at least a third detection area near the doorway
of the car and a fourth detection area near the door-
way of the car in the hall, and

the detection processing unit (22b) is configured to
detect a waiting condition of users in the hall based
on an image of the third detection area, and to detect
users approaching of the doorway of the car based
on an image of the fourth detection area.

The elevator user detection system of claim 1, char-
acterized in that the camera (12) is disposed in the
upper part of the doorway of the car.

The elevator user detection system of claim 1, char-
acterized by further comprising a drive controller
(31) configured to control the drive of the car based
on a detection result of the detection processing unit
(22b).

The elevator user detection system of claim 1, char-
acterized by further comprising a door open-
ing/closing control unit (32) configured to control
opening/closing of the door of the car based on a
detection result of the detection processing unit
(22b).

The elevator user detection system of claim 1, char-
acterized by further comprising a notification unit
(33) configured to give warnings to users in the car
based on a detection result of the detection process-
ing unit (22b).
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