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(54) ASSISTANCE SYSTEM AND METHOD FOR PROVIDING INFORMATION TO A USER USING

SPEECH OUTPUT

(57)  An assistance system performs a method for
providing information to an assisted person using speech
output. The system comprises at least one sensor for
acoustically sensing an environment, in which the assist-
ance system and the assisted person are located. The
system further comprises a processor that is configured
to analyze a sensor output from the at least one sensor.
The processor estimates a potential interference of an
intended speech output with the sensed acoustic envi-
ronment in the common environment on the basis of the
analysis result. Additionally, the processor obtains infor-
mation on an assisted person’s hearing capacity and de-
termines an expected intelligibility of speech output on
the basis of the estimated interference and the obtained
information on the assisted person’s hearing capacity.

The system further comprises a speech output signal
generation unit. The speech presentation signal gener-
ation unit generates a speech presentation signal in ac-
cordance with the determined modality for intended
speech presentation. The speech output signal is then
supplied at least to a loudspeaker or hearing aid for out-
putting the speech output including the information to be
provided to the user.
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Description

[0001] The present invention regards an assistance
system and a corresponding method for assisting a user,
wherein the system and method use speech output for
providing information to a user.

[0002] Assistance systems become increasingly pop-
ular. They are developed to assist their users in many
different areas of the user’s daily life. For example, in-
dustrial service robots assist workers to fulfil their working
tasks by handing tools, holding workpieces or providing
information on how to proceed. Personal robots answer
to information requests from a user, inform the user on
upcoming events in his environment, inform the user
about calendar entries, or remind the user to take med-
ications. Even social tasks may be fulfilled, for example,
engaging in a conversation with the user to increase his
mental well-being.

[0003] The flexibility of such assistance systemsis sig-
nificantly influenced by its capability to interact with the
user. One important channel for interaction is speech be-
cause listening and talking is a very efficient and intuitive
way for communication. Thus, for future assistance sys-
tems, speech plays a key role. Unfortunately, in an aging
society the number of people suffering from a hearing
loss increases. Consequently, these users might be ex-
cluded or strongly impaired in their use of coming gen-
erations of intelligent assistance systems unless their
needs are taken into account during the design of these
systems. Usefulness of the assistance systems therefore
will significantly depend on the system’s capability to
adapt to users with hearing impairments.

[0004] Commonly known assistance systems are not
directly adapted to hearing impaired users butrather ben-
eficially interact with hearing aid systems. Hearing aid
systems that selectively amplify certain frequencies ac-
cording to a hearing loss of the user are well known in
the market. Recently, these hearing aid systems are pro-
vided with wireless communication technology such as
Bluetooth such that the hearing aid system can wirelessly
connectto telephones, television sets, computers, music
players and other devices with audio output using a
streaming device.

[0005] US 9, 124, 983 B2 suggests a hearing aid sys-
tem, which enhances the audio signals that are transmit-
ted from their sources to the hearing aid system such
that localization of each of the one or more streaming
sources is possible for the wearer of the hearing aid sys-
tem. This is achieved by determining the position of the
hearing aid system relative to each streaming source in
real-time. However, the benefit of such a hearing aid sys-
tem is still very limited because it relies on a rather simple
amplification of sound.

[0006] It would thus be desirable to facilitate the per-
ception of a speech output from an assistance system
by adapting the communication between the assistance
system and its user situation dependent.

[0007] This object is achieved with the inventive as-
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sistance system and assistance method according to the
independent claims. Further details and aspects are de-
fined in the dependent claims.

[0008] The inventive assistance system is capable of
generating a speech presentation including speech out-
put for providing information to a person who is assisted
by the assistance system. The assistance system com-
prises at least one sensor for acoustically sensing an
environment in which the assisted person and the assist-
ance system are located. The sensor may comprise at
least one microphone. The sensor output, indicative of
the acoustic environment, is provided to a processor of
the assistance system. The acoustic environment can
typically be characterized by the sound sources, which
are present, and the acoustic reflections from objects in
the environment, e.g. walls. These sound sources and
reflections manifest themselves as ambient noise and
reverberations. Ambient noise and reverberations have
a negative effect on the intelligibility of speech sounds.
The sensor output is analyzed by the assistance system
using the processor. In the analysis of the sensor output,
characteristics of ambient noise and reverberations are
determined. The analysis focuses especially on such
characteristics of the ambient noise and reverberations
that are known to significantly influence a person’s audi-
tory perception.

[0009] Basedonthe resultofthis analysis, i.e. the anal-
ysis of the characteristics of the acoustic environment, a
potential interference of an intended speech output with
the sensed ambient noise and reverberations in the com-
mon environment is estimated. The intended speech out-
put is verbal information, which shall be provided to the
assisted person next. By analyzing the sensed acoustic
environment, the assistance system gathers information
on ambient noise and reverberations in the environment
of the assisted person. Additionally, the assistance sys-
tem obtains information on the assisted person’s hearing
and in particular, hearing impairment. The methods laid
out in the following can be beneficial to assisted persons
with normal and impaired hearing. Also assisted persons
with normal hearing will benefit from the presented meth-
ods in situations where either or both of ambient noise
levels and reverberations are high. The term hearing ca-
pacity encompasses normal and impaired hearing.
[0010] This information on the assisted person’s hear-
ing capacity can be stored in a memory a priori or it can
be (continuously) analyzed from an interaction between
the assisted person and the assistance system. Based
on the knowledge about the assisted person’s hearing
capacity and the estimated interference, the modality of
speech presentation is determined such that an expected
intelligibility of the speech output is optimized (improved).
The determined modality is then used for the speech
presentation. The modality defines the parameters to be
used for the speech presentation including a position of
a perceived origin of the speech output. Using these de-
fined parameters, a speech presentation signal is gen-
erated. This speech presentation signal is then supplied
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at least to a loudspeaker for outputting the intended
speech output presentation and to other actuators of the
assistance system to provide the additional multimodal
information of the speech presentation to the assisted
person.

[0011] Theinventive assistance system targets the op-
timization of the intelligibility of its speech output for the
assisted person taking into account the current acoustic
environment the assistance system and the person are
embedded in and the assisted person’s hearing capacity.
The assistance system achieves this by first assessing
the acoustic environment, the assisted person’s hearing
capacity and the impact of the acoustic environment on
the intelligibility given the assisted person’s hearing ca-
pacity. Ina subsequent step, the assistance system mod-
ifies parameters of the speech presentation such that the
expected intelligibility of the output speech signal by the
assisted person reaches an acceptable level. The mo-
dalities of the speech representation may, for example,
be defined by parameters of the speech representation.
These parameters include linguistic parameters of the
speech output (e.g. shortening of sentences, use of more
common words, use of words which have a higher
intelligibility ...), acoustic parameters of the speech signal
(e.g. sound pressure level, speech rate, prosodic varia-
tions, spectral distribution ...), recruitment of communi-
cative gestures (e.g. pointing to objects, visual
prosody ...), visual modalities (e.g. text displays, display
of images) as well as the position of the perceived sound
source (e.g. via virtual movements in a multi loudspeaker
scenario and/or physical movements of the system or a
part of it). Furthermore, the assistance system may also
permanently monitor the assisted person’s hearing ca-
pacity based on the assisted person’s interaction with
the system. Based on this monitoring, the assistance sys-
tem is capable of adapting its model of the assisted per-
son’s hearing capacity accordingly.

[0012] The term speech output refers to the acoustic
presentation of information to the assisted person via an
acoustic output device, for example, one or more loud-
speakers. However, also the case when the speech out-
put is performed by a hearing aid worn by the assisted
person is included by the term speech output. This also
includes cases where the hearing aid uses other modal-
ities than acoustic waves to transmit the speech signal
to the auditory system of the assisted person, e.g. via
electric nerve stimulation or bone conduction. The term
speech presentation shall refer to the multi-modal pres-
entation of the speech signal, which mightinclude acous-
tics but also visually perceivable gestures, images,
and/or text, etc. It is to be noted that the term "speech
presentation signal" may consists of a plurality of individ-
ual signals each directed to one output device or actuator
involved in outputting the speech output.

[0013] The inventive system and method have the ad-
vantage that an adaptation of the speech presentation is
not limited to a pure amplification of a speech output but
takes account of an individual hearing capacity and its

10

15

20

25

30

35

40

45

50

55

interaction with the current environmental situation. The
determination of the modality may be based on a lookup
table that associates the parameters that shall be set
when outputting the speech presentation with the assist-
ed person’s hearing capacity and the respective charac-
teristics that are determined from the sensed acoustic
environment. The speech presentation of the assistance
system thus automatically adapts to changing environ-
mental conditions and different hearing capacities, for
example, when different assisted persons use the same
assistance system and are identified by the assistance
system.

[0014] It is particularly preferred, that the assistance
system analyzes the sensor output by determining at
least one of a frequency distribution, anintensity of sound
emitted by one or more sound sources in the common
environment, and a location of the sound source. For
different frequency distributions, for example, different
modalities for outputting the speech presentation can be
determined by adapting the frequency of the speech out-
put to shiftitinto a frequency range with less interference
with the ambient noise. Determination of a location of the
sound source allows moving the perceived speech output
origin to a different position. Thus, the interference be-
tween the sound from one or more sound sources in the
environment of the assisted person and the speech out-
put will be reduced. Finally, analyzing an intensity of
sound emitted by sound sources in the environment al-
lows limiting the intensity of the speech output to such
an extent that is sufficient for the user to understand eas-
ily the speech output without bothering the user.

[0015] It is particularly preferred that the determined
modality defines parameters of the speech presentation
including at least one of: voice, frequency, timing, com-
bination of speech output and gestures, intensity, pros-
ody, speech output complexity level, and position of the
speech output origin as perceived by the user. Adapting
the voice that is used for the speech output is one simple
way of adapting to a specific hearing capacity of the as-
sisted person. Depending on the individual hearing loss
with respect to the frequency range, it is for some people
easier to understand a women’s voice compared to a
man’s voice and vice versa. Thus, having knowledge
about the individual hearing capacity, the system will se-
lect a voice that can easily be understood by the assisted
person. Apart from that, the frequency distribution of the
speech output may also be adapted to further enhance
this effect. Another aspect is timing and/or speed of the
speech output. When, for example, an analysis of the
ambient noise reveals that the ambient noise periodically
increases and decreases, a period of time can be used
at least for the speech output where a reduced intensity
level of the ambient noise can be expected. This could
be useful, for example, when the assisted person and
the assistance system are close to a crowded street with
traffic lights. Further, at least the speech output can be
paused when a sudden increase of the intensity of the
ambient noise is detected. In general, when interferences
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with a speech output are detected during its generation,
which might interfere with its intelligibility, the system
might repeat this same speech output. For the repetition,
it might choose an instance in time in which the interfer-
ences are smaller or it might change the speech presen-
tation to increase intelligibility despite the interference.
[0016] Especially when the assistance system com-
prises a humanoid robot or only a humanoid upper body,
the speech output may be combined with gestures for
outputting the speech presentation. Gestures might be
expressed via movements of the arms, legs, head, fin-
gers or similar components of the assistance system.
They might also be expressed via facial or similar move-
ments e.g. implemented as lip, eye, eyebrow or ear
movements. As it is known from humans, gestures em-
phasize spoken words, parts of it or illustrate the content
of the spoken words. This can be imitated by a humanoid
robot. In a case, where the humanoid robot can be seen
by the assisted person, this will significantly increase in-
telligibility. As mentioned above already, the intensity of
the speech output may also be adapted, which means
that the assistance system automatically adapts to both,
the hearing loss of the assisted person but also the in-
tensity of the ambient noise.

[0017] Further,itis beneficial to adaptthe speech pres-
entation complexity level. This can be achieved by asso-
ciating with words in a vocabulary used for the speech
presentation a complexity level, which correlates with an
intelligibility level of the word. The entire speech presen-
tation can then be limited to use words with a low com-
plexity level for users or situations where it can be ex-
pected that understanding of more complex words is crit-
ical. The same approach can be applied on the level of
the sentence structure where sentence structures can
be applied which have a lower complexity and hence
provide a higher intelligibility. The limitation of complexity
may also be applied to the speech output only. Another
very efficient way is to move the position of the (per-
ceived) speech outputorigin to a location thatis assumed
to make it easier for the assisted person to understand
the speech output. In case that the assistance system is
realized by a movable entity, like a (humanoid) robot, this
can be achieved by moving the entity to the desired po-
sition before starting the speech output. Alternatively, a
stationary assistance system may comprise a plurality of
sound sources and this plurality of sound sources is con-
trolled in a way to move a virtual origin of the speech
output to the desired position.

[0018] The latter parameter, namely the position of the
speech output origin, can be used particularly efficiently
in case that the assistance system is configured to de-
termine a position of the assisted person relative to the
one or more sources of the ambient noise. In that case
the position of the speech output origin as perceived by
the assisted person is determined on the basis of the
assisted person’s relative position. For example, the
speech output origin is located on the opposite side with
respect to the assisted person. Thus, from this side, even
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without increasing intensity of the speech output, the as-
sisted person can more easily understand the speech
output.

[0019] According to another preferred embodiment,
the assistance system comprises a humanoid robot that
includes a head with a mouth imitation and/or at least
one arm. Such humanoid robot is configured to visually
assist the speech output for outputting the speech pres-
entation using at least one of: head movement, lip move-
ment and/or movement of the at least one arm or one or
more parts thereof. The movement is coordinated with
the speech output. Lip movement that is coordinated with
the speech output facilitates distinction of different vow-
els and consonants and thereby assists the user's com-
prehension. Similarly, comprehension is improved when
head movements like nodding or shaking the head are
coordinated with the speech output, in particular with its
content. In case of a humanoid robot that comprises at
least one arm including a hand, the arm and/or hand as
part thereof may be controlled to realize a pointing move-
ment. Thus, the humanoid robot can point to a position
or to an object to which the speech output refers. Even
if the speech output was not perfectly understood by the
assisted person, he can still recognize the content be-
cause of the additional information he receives by the
pointing movement. Other gestures may be thought of
as well, for example, when size is one aspect in the con-
tent of the speech output, a respective indication can be
given using the arms of the humanoid robot. Similarly,
gestures for proximity or distance can be realized easily.
[0020] Another way to visually assist the speech out-
put, when outputting the speech presentation, uses a dis-
play. Using a display makes is possible to display ani-
mations, pictures or text. In case the assistance system
is not implemented on a humanoid robot or humanoid
upper body, the animations can be used to represent the
movements of the missing body parts, e.g. arms, head,
mouth. The text and/or one or more picture that is dis-
played can refer to parts of the speech output, at least.
Thus, it is possible to emphasize keywords or at least
ensure that these keywords are well understood by the
assisted person. Since keywords can be presented either
in writing or in displaying corresponding images, using a
display is particularly advantageous, when the assist-
ance system is a mobile entity like a (humanoid) robot.
Moving the system to a position that allows the assisted
person to look at the display avoids that the assisted per-
son himself has to move. Further, the visual assistance
and the speech output come from the same position,
which makes it easier for the assisted person to under-
stand. Additionally or alternatively, visual information can
also be presented at a different location, e.g. projecting
it to a wall using a projector device, or using projections
on smart glasses or contact lenses.

[0021] According to a further preferred embodiment,
the reactions of the assisted person on a speech pres-
entation from the assistance system is monitored by one
or more sensors of the assistance system. Such sensors
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may comprise one or more microphones, which can be
dedicated microphones for monitoring a spoken re-
sponse from the assisted person or the same micro-
phones as the ones used for acoustically sensing the
environment. Further, the sensors may comprise one or
more cameras to record movements, head pose, or the
like in reaction to a speech presentation of the system.
The monitored reaction of the assisted person is then
compared by the processor with an expected reaction.
The comparison results in a determination of deviations
and the determined deviations are stored associated with
the respective modality that was used for the speech
presentation causing the reaction. Additionally or alter-
natively, the deviations are stored associated with the
results of the analysis of the acoustic environment. Mon-
itoring deviations from expected responses depending
on the used modality allows to improve the determination
of the best combination of modalities to present the de-
sired information by the speech presentation. For exam-
ple, the analysis allows identifying modalities, which lead
to a significant improvement in the assisted person’s
comprehension of the speech presentation. On the other
side, some parameters may work advantageously with
only specific acoustic environments. Adapting the deter-
mination of the modality accordingly will thus improve
comprehension of the speech presentation for the future.
[0022] Aspects and details of the invention will now be
described with respect to the annexed drawings in which
figure 1 shows the general layout of the assistance
system according to the invention and a situ-
ation for explaining its functionality,

shows a top view to illustrate the adaptation
ofthe position of the robotfor the speech pres-
entation,

schematically illustrates a humanoid robot
and explains the pointing movement,

shows a situation comparable to the one of
figure 2 but with a plurality of loudspeakers to
realize a virtual speech output origin, and
shows a flowchart illustrating the major meth-
od steps.

figure 2

figure 3

figure 4

figure 5

[0023] Figure 1 shows a block diagram of the inventive
assistance system 1. The assistance system 1 is intend-
ed for assisting a person 2 in an environment comprising
as a single exemplary sound source a television 3. Ob-
viously, a plurality of different sound sources may be
present in the environment. Only for simplicity of the ex-
planation, the number of sound sources is reduced to
one.

[0024] The assistance system 1 comprises a proces-
sor 4, which is connected to a sensor for acoustically
sensing the environment in which the assisted person 2
and the television 3 are located. In the illustrated embod-
iment, the sensor comprises two microphones 5. The sig-
nals that the microphones 5 generate in response to am-
bient noise and reverberations is supplied to the proces-
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sor 4. The processor 4 performs an analysis of the sup-
plied signal in order to analyze the ambient noise and
reverberations. The processor 4 particularly determines
a frequency distribution and intensity of sound emitted
by the television 3. Since in the illustrated embodiment
two microphones 5 are arranged at different locations,
the analysis also allows to determine the location of the
sound source.

[0025] The assistance system 1 further comprises a
plurality of loudspeakers 6. In theillustrated embodiment,
two loudspeakers are used but it is evident, that the
number of loudspeakers may be more or less. Loud-
speakers 6 are driven by a speech output signal gener-
ating unit4.1. In the block diagram of figure 1, the speech
output signal generating unit 4.1 is shown as being a part
of the processor 4. Obviously, the signal generated by
the speech output signal generating unit 4.1 may be am-
plified before it is supplied to the loudspeakers 6. For
simplicity of the drawing, such amplifier is not shown in
the drawing.

[0026] For visually assisting the speech output, a dis-
play 9.1 and actuators 9.2 are included in the assistance
system 1. The display 9.1 receives signals from a display
controller 4.2 which is also illustrated as being part of the
processor 4. Similarly, the processor 4 comprises a con-
trol signal generating unit 4.3 which drives the actuators
9.2. As it was explained already for the loudspeakers 6
and the respective signal generation for driving the loud-
speakers 6, there may also be separate drivers for am-
plifying or modifying the signals so thatan intended image
and/or text can be displayed on display 9.1 or that the
actuators 9.2 cause the desired movements. It is to be
noted that only one actuator 9.2 is illustrated, but obvi-
ously, a plurality of such actuators may be used. For a
humanoid robot having two arms including hands with
fingers, it is evident that quite a number of actuators 9.2
must be present. Since controlling such extremities of a
humanoid robot is known in the art, no specific explana-
tions will be given thereon.

[0027] The speech output signal, the signal from the
display controller 4.2 and the control signal commonly
establish a speech presentation signal. Accordingly, the
speech output generating unit 4.1, the display controller
4.2 and the control signal generating unit 4.3 are com-
ponents of a speech presentation signal generation unit.
The speech presentation generation unit may comprise
less or more components but comprises at least the
speech output signal generating unit 4.1.

[0028] The processor 4 is further connected to a mem-
ory 7. In the memory 7, the obtained information on a
hearing capacity of the assisted person 2 may be stored.
Further, all executable programs that are needed for the
analysis of the acoustic environment, generation of a
speech presentation, a database for storing vocabulary
for the speech presentation, a table for determining a
modality for the speech presentation based on the anal-
ysis result of the acoustic environment, and the like, are
stored in this memory 7. The processor 4 is able to re-
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trieve information from the memory 7 and store back in-
formation to the memory 7.

[0029] Finally, the assistance system 1 comprises an
interface 11 that is connected to the processor 4. As it is
illustrated in figure 1, the interface 11 may be unidirec-
tional in case that itis only used for obtaining information
on the assisted person’s hearing capacity. The interface
11 may for example be used to read in information that
is provided by the hearing aid of the assisted person.
This information is then stored in the memory 7. The in-
terface 11 may be a wireless interface. Alternatively, a
wired connection to a data source, for example, received
from the assisted person’s audiologist may be estab-
lished. A bidirectional interface 11 may also be realized.
Inthat case, information on the assisted person’s hearing
capacity derived from an analysis of ongoing interaction
between the assistance system 1 and the assisted per-
son 2 may be exported for use in other systems.

[0030] The assistant system 1 may further comprise a
camera 10 or even a plurality of cameras. The camera
10 on the one hand may be used in order to monitor the
reactions of the assisted person 2 in response to a
speech presentation from the loudspeakers 6, display
9.1, movements caused by the actuator 9.2, but also for
enabling the assistance system 1 to move freely in an
unknown environment. In such a case, the recorded im-
ages from the camera 10 are processed in the processor
4 and, based on such image processing, control signals
for actuators 9.2 are generated that cause the assistance
system 1 to move to a desired position.

[0031] Figure 2 presents one example, how the assist-
ance system 1 makes use of its information regarding
the hearing capacity and the analysis of the acoustic en-
vironment. Figure 2 shows a top view in a situation similar
to the one shown in figure 1. Here, the assistance system
1 is a humanoid robot. The microphones 5 of the assist-
ance system 1 record sound that is output by the televi-
sion 3. In the processor 4, the location of the television
3 but also the position of the assisted person 2 is deter-
mined. Determining the position and in particular also the
orientation of the assisted person 2, or at least the ori-
entation of the assisted person’s head, is performed by
image processing of images taken by the camera 10. In
the situation illustrated in figure 2, the assisted person 2
will hear the sound from the television 3 primarily with its
right ear 15. Since the assistance system 1 has analyzed
the relative position of the television 3 and the assisted
person 2 and also the orientation of the assisted person’s
head, it will move its own position more towards the left
ear 16 of the assisted person 2. Thus, the interference
between the sound that is output by the television 3 and
the speech output emitted by the loudspeakers 6 is re-
duced. Additionally, the assistance system 1 could move
closer to the assisted person 2.

[0032] In case that the assistance system 1 is only ca-
pable of generating the speech output but cannot visually
assist the speech output, the position of the assistance
system 1 may even be moved more towards the left ear
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16 of the person 2. In the illustrated embodiment, how-
ever, the assistance system 1 comprises the display 9.1
and thus, it has to position itself at a location such that
the display 9.1 is easily visible by the person 2. The hu-
manoid robot of the assistance system 1 has the display
9.1 attached to a head 18 of the humanoid robot that is
arranged on a body 17. As indicated in the simplified top
view, the humanoid robot furthermore comprises a left
arm 19 and a right arm 20. Preferably, the speech pres-
entation uses speech output that is visually assisted.
[0033] One way to use the arms of a humanoid robot
is illustrated in figure 3. Figure 3 shows a front view of a
humanoid robot that comprises as mentioned with re-
spect to figure 2, a body 17, head 18, loudspeaker 6, and
microphones 5, which are realized as ears attached to
the head 18, a left arm 19, a right arm 20, wherein each
of the arms 19, 20 includes a hand 21 and 22, respec-
tively. The head 18 also comprises a mouth imitation 23
with two lips that can be moved individually. When out-
putting speech by the loudspeakers 6, the robot can
therefore move the lips coordinated with the speech out-
put. Thus, by generating coordinated movements of the
lips, the speech output can be visually assisted. A further
opportunity to visually assist the speech outputis moving
one of the arms 19, 20 or at least a part thereof, for ex-
ample, the left hand 21 or the right hand 22 coordinated
with the speech output.

[0034] In one simple embodiment, as shown in figure
3, the humanoid robot points into a direction towards a
position of an object which is referred to by the current
speech output. Alternatively, the arms 19, 20 and/or
hands 21, 22 can be controlled to move resembling a
person gesticulating when speaking.

[0035] The embodiment depicted in figure 3 arranges
the display 9.1 at a front side of the body 17 of the hu-
manoid robot. This alternative arrangement of the display
9.1 enables to design the head 18 with particular focus
on communicating facial gestures to the assisted person
2.

[0036] Finally, the front view of the robot shows that
there are two legs 24, which are used for freely position-
ing the humanoid robot in the environment of the assisted
person 2. Thelegs 24 are only one example. Any actuator
that allows positioning the assistance system 1 freely in
the environment of the person 2 may be used instead.
[0037] Figure 4 shows a top view with a television 3
and the assisted person 2 but here, the assistance sys-
tem 1 is not realized as a humanoid robot. Rather, a plu-
rality of speakers 6.1... 6.4 are arranged at corners of a
room, for example. These four speakers 6.1... 6.4 allow
to virtually generate an origin of a speech output. This
means, that the four speakers 6.1... 6.4 are jointly con-
trolled by respective speech output signals such that the
person 2 gets the impression as if the speech output
came from a specific location within the room.

[0038] A simplified flowchart showing the major meth-
od steps for performing the inventive assistance method
is shown in figure 5. At first, in step S1, information on
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the assisted person’s hearing capacity is obtained. The
information may come from the assisted person’s audi-
ologist, who conducted a hearing test with the assisted
person 2. Alternatively, information may be read out from
a hearing aid of the assisted person 2. This may be done
directly, using the wireless interface 11 of the assistance
system 1.

[0039] Instep S2, the assistance system 1 senses the
acoustic environment. Based on the sensor signal, the
acoustic environment is analyzed in step S3. In the anal-
ysis, properties of the interfering sound sources and
acoustic reflections are determined. These properties
may include the location of the sound source, the fre-
quency content of the sound and its intensity. Although
in most cases in the present description of the invention,
only one sound source is mentioned for illustrating the
assistance system’s function and method, the same anal-
ysis may be performed in case that there is a plurality of
sound sources and sources of acoustic reflections.
[0040] Advantageously, the assistance system 1 also
determines if the assisted person 2 is listening to the one
or more sound sources or if they are merely background
noise. In case that it is determined, that one of the sound
sources is a TV 3, for example, it is very likely, that the
person 2listensto a TV program. The conclusion whether
the person 2 listens to the TV program may be made
based on an analysis of images taken from the person 2
by the camera 10. Such images together with the deter-
mined position of the person 2 allows determining a gaze
direction and a head pose from which the focus of atten-
tion of the person 2 may be derived. The assistance sys-
tem 1 may then address the person 2 and give her time
to shift his focus of attention towards the assistance sys-
tem 1. Doing so the person 2 might also change her po-
sition in the room or at least turn his head.

[0041] In the next step, S4, the assistance system 1
estimates the intelligibility of its speech presentation for
the assisted person 2. This estimation of the intelligibility
is, on one hand, based on an expected frequency de-
pendent signal-to-noise ratio at the assisted person’s lo-
cation inferred from the location of the assisted person,
the properties of the sound sources and acoustic reflec-
tions that are determined in the analysis of step S3 and
the model of the assisted person’s hearing capacity in
step S1. In the estimation of the expected intelligibility,
the system does not only consider the acoustic part of
the speech presentation, i.e. the speech output, but also
the other modalities. This means the system also con-
siders the potential improvements of the intelligibility due
to e.g. additional visual signals.

[0042] Based on the estimated intelligibility, the assist-
ance system 1 then determines, in step S5, the modality
that shall be applied to the intended speech presentation
including the speech output. The modality comprises a
set of parameters thatis used for the speech presentation
but also the position where the speech output originates.
The position that is selected as an origin of the speech
output is optimized taking into account the gained intel-
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ligibility by the assisted person 2 resulting from an im-
proved signal-to-noise ratio at this position. Further, the
costs in terms of time needed to reach the position and
energy consumed to reach the position are also taken
into consideration. When calculating a trajectory for mov-
ing a mobile assistance system 1 from its current position
to the selected speech output origin, a possible intrusion
in the assisted person’s personal space must also be
taken into consideration.

[0043] Once the modality for the speech presentation
is determined, the direct parameters defined by the de-
termined modality can be applied to an intended speech
presentation. Before the modality can be applied in step
S8 at first, information to be provided to the user is gen-
erated in step S6. The generated information is then con-
verted into an intended speech outputs in step S7. The
parameters defined in the determined modality are then
applied on this intended speech output to generate the
speech presentation.

[0044] Basedthereon,the processor4,to be more pre-
cise, the speech outputsignal generating unit4.1, display
control 4.2 and control signal generating unit 4.3, gener-
ate the respective control signals for driving the loud-
speakers 6, actuators 9.2, and display 9.1. Thus, in step
S9, the speech output is executed by the loudspeaker 6,
maybe assisted by a visual output in step S9.1 and con-
trolling actuators in step S9.2.

[0045] Thereaction of the person 2 is monitored in step
S10 by the camera 10 and microphone 5. In Step S11,
a deviation from an expected reaction of a person 2 is
determined and from such deviation, a hearing capacity
model is generated or updated in step S12. This updated
hearing capacity model is then stored in step S13 in the
memory 7 and is available for future application.

[0046] Apart from a deviation of the assisted person’s
reaction from an expected reaction, it is also possible
that the assisted person 2 explicitly gives feedback when
he did not understand the assistance system 1. Such a
direct feedback could either be a sentence like "l could
notunderstand you" or "please repeat". Additionally, from
images recorded by the camera 10, the assistance sys-
tem 1 may interpret facial expressions and other expres-
sive gestures allowing to conclude that the assisted per-
son 2 has difficulties understanding the assistance sys-
tem 1.

[0047] From these reactions on speech presentation,
the assisted person’s hearing capacity is inferred. The
assistance system 1 determines the signal-to-noise ra-
tios of the signals of the speech output at the assisted
person’s location. Further, the assistance system 1 de-
termines how reliably the assisted person 2 understood
the messages dependent on the signal-to-noise ratio.
The hearing capacity of the assisted person 2 is then
inferred from this data and potentially additionally using
models of human hearing.

[0048] Such information on hearing capacity of the as-
sisted person 2 may be used to update the information
that was initially obtained.
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[0049] Detailed descriptions of a few possible embod-
iments of the invention are provided in the following sec-
tions. In the first embodiment the hearing capacity of the
assisted person 2 is known, yet the assisted person 2 is
not wearing a hearing aid. Information on the assisted
person’s hearing capacity might be represented in the
form of an audiogram. Such audiograms are typically pre-
pared when an assisted person with a hearing impair-
ment sees an audiologist. This audiogram contains a
specification of the assisted person’s hearing capacity
for each measured frequency bin. However, the informa-
tion on the assisted person’s hearing capacity does not
have to be limited to an audiogram but might also contain
the results of other assessments (e.g. hearing in noise
test, modified rhyme test ...). The audiogram can be pro-
vided to the assistance system 1 in step S1 in multiple
ways, e.g. attaching a removable storage device contain-
ing it, transferring it to a device which is connected to the
assistance system 1 through a special service applica-
tion, e.g. running on the smartphone of the assisted per-
son 2, or also the audiologist directly sending it to the
assistance system 1 or a service application of the as-
sistance system 1. When the assistance system 1 wishes
to interact with the assisted person 2 it will first sense the
acoustic environment in step S2. Of course, this sensing
can also be performed continuously. This sensing in-
cludes localization of sound sources eitherin 2D orin 3D.
[0050] Many methods forlocalization of sound sources
are known, employing for example, different numbers
and spatial arrangements of microphones (Mavridis, N.
(2015). A review of verbal and non-verbal human-robot
interactive communication. Robotics and Autonomous
Systems, 63, 22-35.; Valin, J. M., Michaud, F., Rouat, J.,
& Létourneau, D. (2003, October). Robust sound source
localization using a microphone array on a mobile robot.
In Proceedings 2003 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS 2003)(Cat. No.
03CH37453) (Vol. 2, pp. 1228-1233). IEEE; Rodemann,
T., Heckmann, M., Joublin, F., Goerick, C., & Scholling,
B. (2006, October). Real-time sound localization with a
binaural head-system using a biologically-inspired cue-
triple mapping. In 2006 IEEE/RSJ International Confer-
ence on Intelligent Robots and Systems (pp. 860-865).
IEEE; Nakashima, H., & Mukai, T. (2005, October). 3D
sound source localization system based on learning of
binaural hearing. In 2005 IEEE International Conference
on Systems, Man and Cybernetics (Vol. 4, pp.
3534-3539). IEEE.).

[0051] Either directly or based on their determined lo-
cation these sound sources can be identified and their
spectral properties estimated (Gannot, S., Vincent, E.,
Markovich-Golan, S., Ozerov, A., Gannot, S., Vincent,
E., ... & Ozerov, A. (2017). A consolidated perspective
on multimicrophone speech enhancement and source
separation. IEEE/ACM Transactions on Audio, Speech
and Language Processing (TASLP), 25(4), 692-730.). In
case the spectral characteristics of the noise sources are
stationary a prediction from the current situation to the
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future situation, when the assistance system 1 will pro-
duce the speech sound, can be obtained with high accu-
racy. In case of time variant sources, estimates of their
future changes have to be made based on external in-
formation or past observations. The system also esti-
mates the reverberations of the current acoustic environ-
ment (Gaubitch, Nikolay D., et al. (2012) "Performance
comparison of algorithms for blind reverberation time es-
timation from speech.”, Proc. 13th International Work-
shop on Acoustic Echo and Noise control; Lollimann,
Heinrich W., etal. (2010) "Animproved algorithm for blind
reverberation time estimation.", Proc. 12th International
Workshop on Acoustic Echo and Noise control). Addi-
tionally, the location of the assisted person 2 relative to
these sound sources and the assistance system 1 has
to be determined. In case the person 2 is speaking, sim-
ilar methods as described above can be used. Addition-
ally or alternatively, visual information can be used to
localize the person 2 (Zhang, C., & Zhang, Z. (2010). A
survey of recent advances in face detection; Darrell, T.,
Gordon, G., Harville, M., & Woodfill, J. (2000). Integrated
person tracking using stereo, color, and pattern detec-
tion. International Journal of Computer Vision, 37(2),
175-185.; Insafutdinov, E., Andriluka, M., Pishchulin, L.,
Tang, S., Levinkov, E., Andres, B., & Schiele, B. (2017).
Arttrack: Articulated multi-person tracking in the wild. In
Proceedings ofthe IEEE Conference on Computer Vision
and Pattern Recognition (pp. 6457-6465); Ramanan, D.,
& Zhu, X. (2012, June). Face detection, pose estimation,
and landmark localization in the wild. In Proceedings of
the 2012 IEEE Conference on Computer Vision and Pat-
tern Recognition (CVPR) (pp. 2879-2886)). This informa-
tion allows to estimate the expected signal to noise ratio
for each frequency bin of a speech sound produced by
the assistance system at the user’s location. This infor-
mation on the influence of the ambient noise and rever-
berations at the assisted person’s location can then be
combined with the audiogram of the assisted person 2
and processed by an algorithm implemented in the as-
sistance system 1 to estimate the intelligibility (Jaor-
gensen, S., & Dau, T. (2011). Predicting speech intelli-
gibility based on the signal-to-noise envelope power ratio
after modulation-frequency selective processing. The
Journal of the Acoustical Society of America, 130(3),
1475-1487;, Taal, C. H., Hendriks, R. C., Heusdens, R.,
& Jensen, J. (2011). An algorithm for intelligibility predic-
tion of time-frequency weighted noisy speech. IEEE
Transactions on Audio, Speech, and Language Process-
ing, 19(7), 2125-2136.; Bronkhorst, A. W. (2000). The
cocktail party phenomenon: A review of research on
speech intelligibility in multiple-talker conditions. Acta
Acustica united with Acustica, 86(1), 117-128; Strelcyk,
O., & Dau, T. (2009). Relations between frequency se-
lectivity, temporal fine-structure processing, and speech
reception in impaired hearing. The Journal of the Acous-
tical Society of America, 125(5), 3328-3345. Spille, C.,
Ewert, S. D., Kollmeier, B., & Meyer, B. T. (2018). Pre-
dicting speech intelligibility with deep neural networks.
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Computer Speech & Language, 48, 51-66).

[0052] Hence, the assistance system 1 is capable of
predicting the intelligibility of a speech output it will pro-
duce for the person 2. This will allow the assistance sys-
tem 1 to perform internal simulations on how the intelli-
gibility will change when parameters of the sound pro-
duction are changed. This includes changes of the voice
(male, female, voice quality ...), sound level and spectral
characteristics (e.g. Lombard speech). Additionally, var-
iations in the words and sentence structure and their in-
fluence on the intelligibility can be evaluated. Further-
more, also changes in the intelligibility due to changes
of the assistance system’s relative position (physical or
virtual) to the person 2 and the sound sources can be
determined. In addition to this, the system can also eval-
uate changes of the estimated intelligibility due to addi-
tional multimodal information conveyed by the systemin
the speech presentation. For example, it can take the
influence of lip, facial and head movements on the intel-
ligibility into account (Sumby, W. H., & Pollack, I. (1954).
Visual Contribution to Speech Intelligibility in Noise. The
Journal of the Acoustical Society of America, 26(2),
212-215; Munhall, K. G., Jones, J. A., Callan, D. E., Ku-
ratate, T., & Vatikiotis-Bateson, E. (2004). Visual Prosody
and Speech Intelligibility: Head Movement Improves Au-
ditory Speech Perception. Psychological Science, 15(2),
133-137). In a similar direction, the system can assume
that objects to which it will point or words, which it will
show in its display, will be understood by the assisted
person despite the ambient noise. With the knowledge
on the expected intelligibility depending on the speech
presentation parameters a fitness function with the
speech presentation parameters as input variables and
the expected intelligibility as target value can be formu-
lated and the intelligibility can be optimized. Many algo-
rithms to perform such an optimization of a fitness func-
tion are known. This optimization is continued until the
predicted intelligibility reaches the minimum intelligibility
level previously determined. This minimum intelligibility
level can vary with the importance of the information to
be conveyed to the assisted person 2 and the prior knowl-
edge of the assisted person on the information. In case
the information is of high importance, e.g. reminding the
assisted person 2 to take a certain medication, the nec-
essary intelligibility level can be set very high. In case
the information is only a confirmation of a previous com-
mand of the assisted person 2, e.g. a confirmation that
the assistance system 1 will turn off the light after the
assisted person 2 requested it to do so, the intelligibility
level can be lower. It has to be noted that the necessary
intelligibility might also not be equal for all words in the
utterance, e.g. when reminding the assisted person to
take his medication the name of the medication has to
obtain the highest intelligibility. In case the assistance
system 1 cannot determine a solution with a sufficient
intelligibility level it might select the solution with the high-
est level or inform the assisted person 2 that it cannot
produce an intelligible speech presentation. Once it de-
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termined a solution, the assistance system 1 will control
the relevant output devices, in particular loudspeakers
6, display 9.1 and actuators 9.2 in such a way that the
speech presentation is produced accordingly. Following
the example of informing the assisted person 2 to take
his medication, the assistance system 1 might find a so-
lution in which it visually displays the packaging of the
medication and its name together with acoustically pro-
ducing the relevant speech output. Alternatively, the as-
sistance system 1 might decide to move closer to the
assisted person 2 until the signal to noise ratio has suf-
ficiently increased such that the predicted intelligibility is
sufficient. Social factors, e.g. acceptable interpersonal
distance, and time and energy effort to move the assist-
ance system 1 also influence this optimization. In partic-
ular if images and text are used the assisted person’s
visual acuity might also be a relevant factor. Furthermore,
the assisted person’s cognitive abilities might also influ-
ence the optimization. When available, the assistance
system 1 will take this additional information into account
in the optimization process.

[0053] A further possible embodiment of the invention
might be similar to the one described above with the main
difference that the assisted person 2 is wearing a hearing
aid. In this case the audiogram of the assisted person 2
can be transmitted from the hearing aid or its supporting
device, e.g. a smartphone with a corresponding hearing
aid application, to the assistance system 1. While opti-
mizing the intelligibility of the speech presentation the
assistance system 1 will have to consider the assisted
person’s hearing capacity after the enhancement of the
audio signal by the hearing aid. This might also include
afeedback from the hearing aid to the assistance system
1 with respect to its current operation conditions. The
assistance system 1 can then either acoustically produce
the speech output or send it electronically to the hearing
aid. When sending the speech output in an electronic
signal to the hearing aid the assistance system 1 might
support information on the relative positions of the as-
sisted person 2 and the assistance system 1 such that
the hearing aid can use this information to recreate real-
istic localization cues for the assisted person 2. Alterna-
tively, the assistance system 1 might itself process the
electronic signal accordingly.

[0054] A further possible embodiment of the invention
might adapt its knowledge of the hearing capacity of the
assisted person 2 during interaction with the assisted per-
son 2. The assistance system 1 is able to make predic-
tions of the intelligibility of the speech presentation. If the
assistance system 1 receives information that the intel-
ligibility was not as expected the assistance system 1 is
able to adapt its model of the intelligibility. Deviations
between the predicted and the actual intelligibility can be
due to different reasons. Frequently, the characteristics
of the noise sources or the location of the assisted person
2 might change from the time of the prediction to the time
when the speech signal was received by the assisted
person 2. In most cases, the assistance system 1 will be
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able to quantify these changes ex post as it is possible
to continuously monitor the properties of the noise sourc-
es and the location of the assisted person 2 also while
producing the speech presentation. Hence, the assist-
ance system 1 can perform an assessment of the actual
intelligibility at the time of the production of the speech
presentation. This will allow the assistance system 1 to
infer if a misunderstanding of the assisted person was
due to an improper assessment of the assisted person’s
hearing capacity once other influencing factors are ruled
out or minimized. This will then in turn allow the assist-
ance system 1 to adapt its model of the assisted person’s
hearing capacity until the predicted intelligibility is equal
or lower than the actual intelligibility by the assisted per-
son 2. The feedback from the assisted person 2 if he
understood the speech presentation can be obtained in
different ways. One obvious way is that the assisted per-
son 2 gives direct verbal or gestural feedback that he did
not understand the speech presentation. An additional
or alternative way is to observe the assisted person’s
behavior and determine if the observed behavior is in
accordance with the information provided in the speech
presentation, e.g. if the assisted person 2 requested for
the location of an object and then directs himself in a
direction other than the one indicated by the assistance
system 1 it can be inferred that he did not understand
the speech presentation. Also the assisted person’s fa-
cial gestures can be used to determine if the person has
understood the speech presentation (Lang, C., Wachs-
muth, S., Wersing, H., & Hanheide, M. (2010, June). Fa-
cial expressions as feedback cue in human-robot inter-
action-a comparison between human and automatic rec-
ognition performances. In 2010 IEEE Computer Society
Conference on Computer Vision and Pattern Recogni-
tion-Workshops (pp. 79-85). IEEE.). This process of
adapting the model of the persons’s hearing capacity is
also possible if no priorinformation on the persons’s hear-
ing capacity is available.

Claims

1. Assistance system using speech output for providing
information to an assisted person (2), the assistance
system (1) comprising at least one sensor (5) for
acoustically sensing an environment, in which the
assistance system (1) and the assisted person are
located, a processor (4) configured to analyze a sen-
sor output from the at least one sensor (5) and to
estimate a potential interference of an intended
speech output with the sensed acoustic environment
in the common environment of the assisted person
(2) and the assistance system (1) on the basis of the
analysis result, the processor (4) being further con-
figured to obtain information on an assisted person
’s hearing capacity and to optimize an expected in-
telligibility of the speech output by determining a mo-
dality of speech presentation on the basis of the es-
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timated interference and the obtained information on
the assisted person’s hearing capacity, wherein the
system (1) further comprises a speech presentation
signal generation unit (4.1, 4.2, 4.3) configured to
generate a speech presentation signal in accord-
ance with the determined modality of speech repre-
sentation and to supply the speech presentation sig-
nal at least to a loudspeaker (6) or hearing aid for
outputting the intended speech output including the
information to be provided to the assisted person (2).

Assistance system according to claim 1, wherein the
processor (4) is configured to analyze the sensor
output by determining at least one of a frequency
distribution, an intensity of ambient noise emitted by
at least one sound source (3) in the common envi-
ronment of the assisted person (2) and the assist-
ance system (1), a location of the sound source (3),
and a reverberation time of the common environ-
ment.

Assistance system according to claim 1 or 2, wherein
the system repeats a speech presentation in case it
determined that a previous presentation did not ob-
tain a sufficient intelligibility.

Assistance system according to any one of the pre-
ceding claims, wherein the optimization of the ex-
pected intelligibility modifies parameters of the
speech representation including at least one of:
voice, frequency, timing, combination of speech out-
put and gestures, intensity, prosody, speech output
complexity level, and position of a speech output or-
igin as perceived by the assisted person (2).

Assistance system according to any one of the pre-
ceding claims, wherein the assistance system (1) is
configured to determine a position of the assisted
person (2) relative to the one or more sound sources
(3) of the acoustic environment and to move the po-
sition of a speech output origin as perceived by the
assisted person (2) on the basis of the assisted per-
son’s relative position either based on a physical
movements of an output device and/or based on a
virtual modification of the perceived location of the
output device.

Assistance system according to any one of the pre-
ceding claims, wherein the assistance system (1)
comprises a robotincluding a head (18) with a mouth
imitation (23) and/or at least one arm (19, 20), the
robot being configured to visually assist the speech
output using at least one of head movement, lip
movement and/or movement of atleast one arm (19,
20) or one or more parts (21, 22) thereof, the move-
ment being coordinated with the speech output.

Assistance system according to claim 6, wherein the
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speech presentation is a visually assisted speech
output including a pointing movement of the at least
one arm (19, 20) or the one or more parts (21, 22)
thereof to point at a position and/or object referred
to in the speech output.

Assistance system according to any one of the pre-
ceding claims, wherein the speech presentation is a
visually assisted speech output and the assistance
system (1) comprises a display (9.1) configured to
visually assist the speech output by displaying at
least parts of speech output or its content as text
and/or one or more pictures and/or the assistance
system (1)is configured to present visual information
at a different location, in particular projecting it to a
wall or using projections on smart glasses or contact
lenses.

Assistance system according to any one of the pre-
ceding claims, wherein the assistance system (1)
comprises one or more sensors (10, 5) for sensing
reactions of the assisted person (2) on a speech
presentation, wherein the processor (4) is configured
to determine a deviation of the assisted person’s re-
action from an expected reaction and to store a de-
termined deviation associated with the respective
modality used for the speech presentation and/or as-
sociated with the result of the analysis of the acoustic
environment.

Assistance system according to claim 9, wherein the
processor (4) is configured to generate a hearing
capacity model of the assisted person based on the
stored deviation and its associated modality and/or
result of the analysis of the acoustic environment.

Method for assisting a person by providing informa-
tion to the assisted person (2), the method compris-
ing the following steps:

- acoustically sensing (S2) with atleast one sen-
sor (5) an environment in which the assistance
system (1) and the assisted person (2) are lo-
cated,

- analyzing the sensor output (S3) for estimating
an interference of an intended speech output
with the sensed acoustic environment in the
common environment of the assisted person (2)
and the assistance system (1),

- obtaining information on an assisted person’s
hearing capacity (S1),

- optimizing an expected intelligibility of the
speech output by determining a modality (S5)
for a speech presentation on the basis of the
estimated interference and the obtained infor-
mation on the assisted person’s hearing capac-
ity,

- generating a speech presentation signal (S8)

10

15

20

25

30

35

40

45

50

55

1"

12.

13.

14.

15.

16.

17.

18.

20

in accordance with the determined modality of
speech presentation, and

- outputting the intended speech (S9) including
the information to be provided to the assisted
person (2) at least by a loudspeaker (6) or hear-
ing aid on the basis of the generated speech
presentation signal.

Method according to claim 11, wherein in the anal-
ysis step (S3) atleast one of a frequency distribution,
an intensity of sound emitted by at least one sound
source (3) in the environment of the assisted person
(2) and the assistance system (1), a location(s) of
the one or more sound sources, and a reverberation
time of the common environmenta re determined.

Method according to claim 11 or 12, wherein the op-
timization of the expected intelligibility modifies pa-
rameters of the speech presentation including at
least one of: voice, frequency, timing, combination
of speech output and gestures, intensity, prosody,
speech output complexity level, and position of a
speech output origin as perceived by the assisted
person (2).

Method according to any one of claims 11 to 13,
wherein a position of the person (2) relative to the
one or more sources (3) of the acoustic environment
is determined and the position of a speech output
origin as perceived by the person (2) is moved on
the basis of the assisted person’s relative position.

Method according to any of claims 11 to 14, wherein
for outputting the speech presentation, speech out-
put is visually assisted by a robot by at least one of
the robot's head movement, moving lips of the ro-
bot’'s mouth and moving of at least one arm (19, 20)
or one or more parts (21, 22) thereof coordinated
with the speech output.

Method according to claim 15, wherein for outputting
the speech presentation the robot visually assists
the speech output by pointing at a position and/or
object referred to in the speech output.

Method according to any of claims 11 to 16, wherein
the assistance system (1) for outputting the speech
presentation visually assists the speech output by
displaying at least parts of the speech output or its
content as text and/or one or more pictures.

Method according to any one of claims 11 to 17,
wherein the assistance system (1) senses (S10) re-
actions of the assisted person (2) on a speech pres-
entation and determines a deviation (S11) of the as-
sisted person’s reaction from an expected reaction
and stores this deviation associated with the modal-
ity used for the underlying speech presentation
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and/or associated with results of the analysis of the
acoustic environment.

Method according to claim 18, wherein the assist-
ance system’s processor (4) generates a hearing ca-
pacity model (S12) of the assisted person on the
basis of the stored deviation and its associated mo-
dality and/or result of the analysis of the acoustic
environment.
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