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Description
Field
[0001] The invention relates to Polar codes, and to encoders and decoders for Polar codes.
Background
[0002] Polar codes are based on Kronecker product matrices. G=F®"=F ® - - - ® F is the m-fold Kronecker product

of a seed matrix F.
[0003] If Ais an m X n matrix and B is a p X q matrix, then the Kronecker product A ® B is the mp X nq block matrix:
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[0005] Figure 1 shows how a Kronecker product matrix can be produced from a seed matrix G, 102. Shown in Figure
1 are the 2-fold Kronecker product matrix G, ® 102 and the 3-fold Kronecker product matrix G, ®3 104, where

Gz = ((1) 1) This approach can be extended to produce m-fold Kronecker product matrix G, ®M.
[0006] A polar code can be formed from a Kronecker product matrix based on matrix G,. For a polar code having
codewords of length N = 2™, the generator matrix is G, ®™. An example of using Kronecker product matrix G, ®3 to
produce codewords of length 8 is depicted in Figure 2. A codeword x is formed by the product of an input vector u and
the Kronecker product matrix G, ®3 104 as indicated at 110. The input vector u is composed of frozen bits and information
bits. In the specific example, N=8, so the input vector u is an 8 bit vector, and the codeword x is an 8-bit vector. The
input vector has frozen bits in positions 0,1,2 and 4, and has information bits at positions 3,5,6 and 7. An example
implementation of a coder that generates codewords is indicated at 112, where the frozen bits are all set to 0, where a
circle around a plus symbol indicates modulo 2 addition. For the example of Figure 2, an N=8 bit input vector is formed
from K=4 information bits and N-K=4 frozen bits. Codes of this form are referred to as Polar codes and the encoder is
referred to as a Polar encoder.

[0007] More generally, in "Channel Polarization: A method for constructing capacity-achieving codes for symmetric
binary-input memoryless channels" by E. Arikan, IEEE Transactions on Information Theory Volume 55, Issue 7, Published
July 2009, a "channel polarization" theory was proved in chapter IV. Channel polarization is an operation which produces
N channels from N independent copies of a binary-input discrete memoryless channel (B-DMC) W such that the new
parallel channels are polarized in the sense that their mutual information is either close to 0 (low mutual SNR channels)
or close to 1 (high mutual SNRchannels). In other words, some encoder bit positions will experience a channel with high
mutual SNR, and will have a relatively low reliability/low possibility to be correctly decoded, and for some encoder bit
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positions, they will experience a channel with a high mutual SNR, and will have high reliability /high possibility to be
correctly decoded. In code construction, information bits are put in the reliable positions and frozen bits (bits known to
both encoder and decoder) are put in unreliable positions. In theory, the frozen bits can be set to any value so long as
the frozen bit sequence is known to both encoder and decoder. In conventional applications, the frozen bits are all setto "0".
[0008] In a communication scenario in which a transmitter may want to send the data only for one or several specific
receivers, an encoded block transmitted over the air can be received by any other non-targeted receivers. Various
approaches can be employed to prevent these non-targeted receivers from decoding the information. Some systems
use a well-known security/encrypting protocol on higher layers to provide privacy. However, these approaches involve
some higher-layer scheduling resources, and result in a long processing delay. Moreover, higher-layer scheduling al-
gorithms may not provide sufficient security in a relatively low SNR condition.

[0009] It would be advantageous to have a relatively simple approach to providing security for polar codes.

Summary

[0010] A signature-enabled Polar code encoder and decoder are provided. Signature bits are inserted in some unre-
liable bit positions. Different signature bits are inserted for different receivers. For a given codeword, only the receiver
with knowledge of the signature can decode the codeword. Cyclic redundancy check (CRC) bits may be included in the
input vector to assist in decoding.

[0011] A broad aspect of the invention provides a method in an encoder. The method involves producing an N-bit
input vector for polar encoding, the input vector having polar code reliable bit positions and polar code unreliable bit
positions, by inserting each of at least one information bit in a respective polar code reliable bit position, and each of at
least one signature bit in a respective polar code unreliable bit position, where N = 2™ where m>=2. The N-bit input
vector is multiplied by a polar code generator matrix to produce a polar code codeword, and then the polar code codeword
is transmitted or stored.

[0012] Optionally, the at least one information bit includes K information bits, K>=1, and the method further involves
processing the K information bits to produce a u-bit CRC, where u >=1, and producing the N-bit input vector by inserting
each of the u CRC bits in a respective polar code reliable bit position. As a result, the polar codeword is a CRC-checked
polar codeword.

[0013] Optionally, the method further involves communicating the at least one signature bit to a receiver separately
from the transmission of the codeword.

[0014] Another broad aspect of the invention provides a method in an encoder that involves:

producing an input vector by:

for each of P information blocks, where P>=2, producing a respective portion of an input vector, the respective
portion starting with a respective set of at least one signature bit and also containing the information block, each
of the sets of signature bits being different from each other;

combining the respective portions to produce the input vector;
multiplying the input vector by a polar code generator matrix to produce a polar code codeword;
and then transmitting or storing the codeword.

[0015] Optionally, producing the input vector further involves processing each information block to produce a respective
set of CRC bits, and for each of the P information blocks, including the respective set of CRC bits in the respective
portion of the input vector.

[0016] Another broad aspect of the invention provides a method in a decoder. The method involves receiving a code-
word that was encoded with a polar code in which at least one frozen bit is replaced with a corresponding at least one
signature bit specific to the decoder and known to the decoder separately from receiving the codeword. Decoding of the
received codeword is performed by setting the at least one frozen bit to equal the corresponding at least one signature
bit value.

[0017] Optionally, the method further includes receiving information on signature bits used in the polar code separately
from receiving the codeword.

[0018] Optionally, the codeword was encoded with a CRC-checked signature enabled polar code, in which case the
method further involves verifying a result of decoding using a CRC check.

[0019] Another broad aspect of the invention provides an apparatus that has an input vector generator configured to
produce an N-bit input vector for polar encoding, the input vector having polar code reliable bit positions and polar code
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unreliable bit positions, by inserting each of at least one information bit in a respective polar code reliable bit position,
and each of at least one signature bit in a respective polar code unreliable bit position, where N = 2™ where m>=2. In
addition, the apparatus has a polar code encoder configured to multiply the input vector by a polar code generator matrix
to produce a polar codeword.

[0020] Another broad aspect of the invention provides an apparatus having an input vector generator configured to
produce an N-bit input vector for polar encoding by:

for each of P information blocks, where P>=2, producing a respective portion of the input vector, the respective
portion starting with a respective set of at least one signature bit and also containing the information block, each of
the sets of signature bits being different from each other; and
combining the respective portions to produce the input vector.
The apparatus also has a polar code encoder configured to multiply the input vector by a polar code generator matrix
to produce a polar codeword.
[0021] Optionally, the apparatus has a CRC processor configured to process each information block to produce a
respective set of CRC bits. In this case, the input vector producer includes the respective set of CRC bits for each of
the P information blocks in the respective portion of the input vector.
[0022] Another broad aspect of the invention provides an apparatus having a a receiver for receiving a codeword that
was encoded with a polar code, and a decoder configured to polar code decoding of the received codeword by treating
at least one signature bit as a frozen bit having a known signature bit value.
[0023] Optionally, the apparatus is configured to receive information on signature bits used in the polar code separately
from receiving the codeword.
[0024] Optionally, the apparatus also has a CRC checker configured to verify a result of decoding using a CRC check.
Brief Description of the Drawings
[0025] Embodiments of the invention will now be described with reference to the attached drawings in which:
Figure 1 is an example of a conventional polar code generator matrix;

Figure 2 is an example of a conventional polar code encoder;

Figure 3 is a flowchart of a method of CRC-checked signature-enabled polar code encoding according to an em-
bodiment of the invention;

Figure 4 is a block diagram of an example application scenario for the method of Figure 3;
Figure 5 is an example circuit implementation of the method of Figure 3;
Figure 6 is a flowchart of a method of decoding a codeword of a CRC-checked signature-enabled polar code;

Figure 7Ais a flowchart of a method of CRC-checked signature-enabled polar code encoding with multiple signatures
according to an embodiment of the invention;

Figure 7B is a block diagram of an example application scenario for the method of Figure 7;
Figure 8 is an example circuit implementation of the method of Figure 7A;

Figure 9 is a block diagram of an apparatus for receiving and decoding codewords of a CRC-checked signature-
enabled polar code; and

Figure 10 is a block diagram of an apparatus for encoding and transmitting codewords of a CRC-checked signature-
enabled polar code.

Detailed Description

[0026] When Polar codes are used, cyclic redundancy check (CRC) bits can be included in the input vector to assist
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in decoding. CRC bits are generated based on the information bits being transmitted. CRC bits are included in reliable
positions (i.e. the positions with a reliable channel). CRC bits may be added to improve polar code performance for short
to moderate block length. For a very long block length polar encoder, CRC is not needed. In a case where CRC bits are
included, an N-bit input vector is formed from K information bits, a u-bit CRC, and N-K-u frozen bits. An example is
depicted in Figure 3. Starting with a k-bit information block 200, a u-bit CRC is appended at 202 to produce a vector
with the K-bit information block, and the u-bit CRC at 204. At 206, the N-K-u frozen bits are inserted to produce the N-
bit input vector with the K-bit information block, and the u-bit CRC and the N-K-u frozen bits, where N is a power of 2.
The vector 208 is then multiplied by the Kronecker product matrix at 210 to produce an N-bit codeword 212.

[0027] An example implementation is depicted in Figure 4, where N=16, K=8, u=2 and there are six frozen bits for a
code rate of 0.5 The frozen bits are inserted as positions 0,1,2,4,9 and 12. In the decoder, CRC bits are treated like
information bits until such time as they are used to check the other information bits.

[0028] A characteristic of a Polar decoder is that once an information bit is decoded, the bit never has the chance to
be corrected. A bit that was set at step i cannot be changed at step j > i. In addition, knowledge of the value of future
frozen bits or future signature bits is not taken into account i.e. these future bits, even known for the decoder, will not
help decode the current information bit.

[0029] In a communication scenario in which a transmitter may want to send the data only for one or several specific
receivers, an encoded block on the air can be received by any other non-targeted receivers. To prevent these non-
targeted receivers from decoding the information, a signature that is known by a transmitter and targeted receiver(s)
only is used to protect the encoded data. That is to say, the signature is "embedded" into the encoded data by a given
means that only targeted receiver(s) can use it to decode the data. The length of a signature can, for example, be tens
of bits up to hundreds of bits. The longer a signature is, the more privacy it can provide, and the larger the resulting
signature space. For example with along enough signature, the signature space may contain thousands or even millions
of signatures. In addition, ideally, this signature-enabled feature would be able to work at relatively low signal-to-noise
ratio environment.

[0030] Some systems use a well-known security/encrypting protocol on higher layers to support the privacy. However,
it involves some higher-layer scheduling resources, and results into a long processing delay. Moreover, higher-layer
scheduling algorithm may not provide enough anti-jamming function in a relative low SNR condition.

[0031] To overcome the shortcomings of methods involving higher-layer scheduling resources , another approach
employs signature-based FEC parameters at the physical layer. For example, a Turbo Code’s interleaving or puncturing
is made a function of the signature. In another example, an LDPC matrix is somehow a function of the signature. These
approaches tend to not only have a negative impact on FEC performance but also to increase the complexity of the
decoder and the processing latency. Furthermore, their signature space usually contains a very limited number of
signatures and can be decoded by brute force.

[0032] Another approach involves the use of signature-based Pseudo-Scrambling at the physical layer. This approach
requires extra resources (computation and buffer) for de-scrambling and can cause increased processing delay.
[0033] In some scenarios, a signature can be the combination of multiple signatures that include a group signature
and an individual signature. In this scenario, a part of a data block associated to the group signature can be decoded
by all the receivers of the group. A part of a data block associated to the individual signature can be ONLY decoded by
this receiver of this group.

[0034] Approaches to achieve multiple signatures involve higher layer scheduling, and therefore consume more re-
sources for high-layer scheduling and may result in a long processing time. In addition, this method would divide a long
datablockinto several smaller ones. However, separating a block into several smaller blocks can cause FEC performance
(BLER vs. SNR) to degrade due to the smaller blocks (Turbo and LDPC).

[0035] An embodiment of the invention provides a single signature-enabled Polar code. In some embodiments, cyclic
redundancy check (CRC) bits are included in the input vector to assist in decoding. CRC bits are generated based on
the information bits being transmitted. CRC bits are included in reliable positions (i.e. the positions with a reliable channel).
CRC bits may be added to improve polar code performance for short to moderate block length. For a very long block
length polar encoder, CRC may not be needed. A signature-enabled Polar code with CRC bits is referred to herein as
a CRC-checked signature-enabled Polar code. Although an embodiment with CRC is disclosed herein, more generally,
in other embodiments, some parity check bits for error detection and/or detection can be included in the relatively reliable
bit positions.

[0036] Referring to Figure 3, shown is a flowchart of a method of implementing a CRC-checked signature-enabled
Polar code for execution by an encoder. At block 200, a K-bit information block for encoding is received or otherwise
obtained. In block 202, a u-bit CRC is computed and inserted to produce a vector with the K-bit information block, and
the u-bit CRC at 204. At 206, M signature bits are inserted, and N-K-u-M frozen bits are inserted to produce an N-bit
input vector 208 with the K-bit information block, and the u-bit CRC, the M signature bits and the N-K-u-M frozen bits,
where N is a power of 2. The vector 208 is then multiplied by the Kronecker product matrix at 210 to produce an N-bit
codeword output (or stored) at block 212. The Kronecker product matrix is G, ®™M, where N =2m,
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[0037] The information bits and the CRC bits are inserted in to the codeword in positions corresponding to reliable bit
positions for the polar code. The CRC bits do not need to all be together or at the end, so long as the transmitter and
receiver know the positions of the CRC bits and the information bits. Similarly, the frozen bits and the signature bits are
inserted into the unreliable bit positions for the polar code. In some embodiments, all of the frozen bit positions are used
for signature bits.

[0038] Various signature lengths can be employed. The length of the signature can be tens of bits up to hundreds of
bits. The longer a signature is, the more security it can provide. The signature may be long enough such that there are
thousands or even millions of unique signatures.

[0039] Figure 4 shows an example scenario where the embodiment of Figure 3 could be used, where a transmitter
350 (Alice’s user equipment (UE)) has data targeted for reception by a targeted receiver 352 (Bob’s UE) and does not
want non-targeted receiver 354 (Carol's UE) to be able to decode the data. The data block 356 for Bob’s UE 352 is
transmitted over the air after CRC-checked signature-enabled polar encoding. By only informing the targeted receiver
of the signature bits, the non-targeted receiver will not be able to decode the data.

[0040] An example implementation is depicted in Figure 7, where N=16, K=8, u=2, and M=3, and there are three
frozen bits for a code rate of 0.5. The signature bits are inserted at bit positions 0,1 and 2. The frozen bits are inserted
atpositions 4,9 and 12, the information bits are in positions 3,5,6,7,8,10,11,13, and the CRC bits are at positions 14 and 15.
[0041] A CRC-checked signature-enabled Polar decoder does not require significant extra complexity compared with
a conventional Polar decoder. The decoder uses the signature bits to decode the information bits in the same ways as
frozen bits are used in conventional Polar decoders. Without knowledge of these signature bits, it is nearly impossible
for the decoder to decode the information bits successfully. There is no BER/BLER performance degradation due to the
presence of the signature bits, as verified by both theory and simulation. In addition, there may be strong anti-jamming
and error correction capacity.

[0042] In a situation where a data block has a large number of bits (e.g. on the order of a thousand bits) with R=1/2~1/3,
there is room to insert hundreds or even thousands of signature bits, resulting in strong privacy and obstruction capacity.
[0043] Figure 8A shows successive-cancellation decoding for an all-frozen bit Polar code (i.e. one with frozen bits but
no signature bits).

[0044] Figure 6 shows a flowchart of a method for implementation in a decoder of successive-cancellation decoding
for a CRC-checked signature-enabled Polar codeword having N bits in bit positions i = 0 to N-1. The method starts in
block 300 with obtaining frozen bit information and signature bit information. This information indicates the M frozen bit
positions (a set Frozen), and the K signature bit positions (a set Signature), and the values of the frozen bits (the frozen
bits are typically not receiver specific, Frozen,,, m =0 to M-1, typically zero for all receivers), and the signature bits

(signature,, k=0, K-1, receiverspecific). This information is obtained separately from the received codeword. Forexample,

this information might be communicated by a transmitter to a receiver during an initial connection setup. In a specific
example, N=16, M=3 and K=3, and the frozen bits are in positions 4,9 and 12 and have values 0,0,0, and the signature
bits are in positions 0, 1,2 and have values 1,0,0, as indicated at 302. Decoding starts at bit position 0, by setting index

i =0in block 304. In block 306, if the index i is the index of a signature bit position, then i, is set to the corresponding

known signature bit value. In block 308, if the index i is the index of a frozen bit position, then ﬁ*l is setto the corresponding

known frozen bit value. In block 310, if the index | is not the index of a signature bit position or a frozen bit position, then
the bit position is decoded to a value of 0 or 1, for example using a path comparison operation. If the index i is equal to
N-1 in block 312, then the method ends. Otherwise, the index i is incremented in block 314 and the method continues
back at block 306.

[0045] The CRC bits are treated like data bits in the decoder in blocks 300 to 314. Then, when the bits are all decoded
including data bits and CRC bits, the CRC check is performed in block 316. If the CRC check is successful then the
decoded data bits are correct with high probability.

[0046] It can be seen that the path comparison block 310 is performed only for bits that are neither frozen bits nor
signature bits. The approach of Figure 6 is not dependent on the specific signature and frozen bit positions.

[0047] Another embodiment of the invention provides a CRC-checked multiple-signature-enabled Polar encoder. With
such an encoder, multiple signatures are inserted, and differing receivers can decode differing subsets of data depending
on their knowledge of the signatures.

[0048] Referring to Figure 7A, starting at block 400, a K1-bit first information block and a K2-bit second information
block are obtained. At 402 a u1-bit first CRC is calculated based on the K1-bit first information block, and a u2-bit second
CRC is calculated based on the K2-bit second information block to produce a vector 404 with the K1-bit first information
block, and the u1-bit first CRC, the k2-bit second information block, and the u2-bit second CRC. At 406, a M1-bit first
signature is inserted before the K1-bit first information block, and an M2-bit second signature is inserted after the K1-
bit first information block and the u1-bit first CRC and before the K2-bit second information block. In addition, the N-K1-
u1-M1-K2-u2-M2 frozen bits are inserted to produce the N-bit input vector 408 where N is a power of 2. The vector 408
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is then multiplied by the Kronecker product matrix at block 410 to produce an N-bit codeword which is output (or stored)
at block 412.

[0049] Areceiver with knowledge of only the M1-bit first signature can only decode the bits of the K1-bit first information
block. It cannot decode the bits of the K2-bit second information block. A receiver with knowledge of both the M1-bit first
signature and the M2-bit second signature can decode all the information bits. The decoding approach is the same as
the approach 402 of Figure 8, but a receiver that does not have all the signature bits would stop decoding for bit positions
following a position containing an unknown signature bit.

[0050] Figure 7B shows an example scenario where the embodiment of Figure 9A could be used, where a transmitter
950 (Alice’s UE) has data 960 targeted for reception by a first receiver 952 (Bob’s UE) and wants only some of the data
962 to be decoded by a second receiver 954 (Carol’'s UE) such that the rest of the data 964 can only be decoded by the
first receiver 952. By informing a targeted receiver (Bob’s UE in the example of Figure 9B) of the all the signature bits,
the targeted receiver can decode all of the data 960. By only informing a receiver (Carol's UE in the example of Figure
9B) of only the first signature, the receiver can only decode the first part 962 of the data 960.

[0051] The multiple signature approach can be readily extended to accommodate P>=2 information blocks, by gen-
erating an input vector with P portions, each containing respective signature bits, one of the information blocks with at
least one frozen bit inserted, and a CRC over the information block.

[0052] A specific example of an encoder that uses signatures is depicted in Figure 8, where N=16, K1=3, u1=2, M1=3,
and K2=3, u2=2 and M2=1. For the first information block, bits 0,1,2 contain the M1-bit first signature. Bits 3,5,6 contain
the K1 information bits. Bits 7 and 8 contain the u1 CRC bits, and bit 4 is a frozen bit. For the second information block,
bit 9 contains the M2-bit second signature. Bits 10,11,13 contain the K2 information bits. Bits 14 and 15 contain the u2
CRC bits, and bit 12 is a frozen bit.

[0053] Advantages of the CRC-checked signature-enabled Polar code that may be realized in some implementations
include:

does not involve a high layer encryption and scheduling protocol to achieve signature-enabled communication;
no extra computational resource is added to support the signature detection;

no extra latency is added to detect the signature;

no Polar BER/BLER performance loss due to the presence of the signature;

the presence of the signature and size of the signature is hard to detect;

a large signature size can be accommodated;

multiple signatures are supported with each signature being associated with a portion of the information.

[0054] A CRC-checked signature-enabled polar code can be completely specified by the eight-tuple (N, K, F, vF, S,
vS, C, vC), where:

N is the code length in bits (or blocklength),
K is the number of information bits encoded per codeword (or code dimension);

VF is the binary vector of length Nf (frozen bits) and F is a subset of N - K indices from {0, 1, ..., N - 1} (frozen bit
positions).

vS is the binary vector of length Ns (signature bits) and S is a subset of N - K indices from {0, 1, ... , N - 1} (signature
bit positions).

vC is the binary vector of length Nc (CRC bits) and Cis a subset of N- Kindices from {0, 1, ... ,N- 1} (CRC bit positions)
where Nf + Ns + Nc = N-K
and note / = {0,1, ..., N - 1}\(F,S,C) corresponds to the information bit indices.

[0055] In the above, the K + C bit positions correspond to reliable bit positions for the polar code, and the Nf + Nc bit
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positions correspond to unreliable bit positions for the polar code. An implementation without CRC is achieved by using
all of the reliable bit positions as information bits. An implementation without frozen bits is achieved by using all of the
unreliable bit positions as signature bits, although it should be noted that the signature bits function the same as frozen
bits; the difference is that not all receivers are aware of the signature bits.

[0056] Given any subset of indices A from a vector x, the corresponding sub-vector is denoted as x,.

[0057] Fora (N, K, F, vF, S, vS, C, vC) polar code, the encoding operation for a vector of information bits u of length
K will now be described. Letm = log2 (N)and G=F ®" =F ® - - - ® F be the m-fold Kronecker product of a seed matrix

F, Where F is ((1) 1)

[0058] Then, a codeword is generated as

x =G d where d is a column vector e {0, 1}N such that dg = vF and d; = u, dc=vC and ds=vS.

or x = d GT where ()T indicates matrix transpose, and d is a row vector € {0, 1}N such that dg = vF and d, = u, de=vC
and ds=vS.

Equivalently, if the seed matrix is as in the examples described above,

x=d G and d is a row vector € {0, 1}N such that dg = vF and d, = u, de=vC and ds=vS.

[0059] In polar codes that are not signature enabled, the choice of the set F of frozen bit positions (i.e. the unreliable
bit positions) is a step in polar coding often referred to as polar code construction. See, for example, Arikan’s paper,
referred to previously. More generally, any method of choosing a set of polar code noisy bit positions can be used instead
to choose a set of positions that will be used for signature bits, or signature bits and frozen bits. As noted previously, in
some cases, all frozen bit positions are used for signature bits. This application is not limited to specific frozen bit
position/signature bit positions. However, within the set of positions thus chosen, a give signature bit needs to be included
before information bits associated with the given signature bit. In addition, CRC bits, when included, are placed in polar
code reliable bit positions. The Kronecker product matrix based on the specific seed matrix referred to above is a specific
example of a Polar code generator matrix. More generally, any Polar code generator matrix can be employed that
produces codewords with reliable and unreliable positions. In some embodiments, a Polar code generator matrix is
based on a Kronecker product matrix of a different seed matrix. For example, the seed matrix may be a prime-number
dimensions matrix, such as 3x3 or 5x5. The seed matrix may be binary or non-binary.

[0060] More generally, any method of encoding that is mathematically equivalent with the described methods can be
employed. For example, once a set of codewords is determined as described herein, many different encoder structures
known in the art can be used to encode input data to produce codewords.Typically the encoder described herein is
included as part of an apparatus that includes other components. These might, for example, include a modulator that
modulates bits output by the encoder to produce symbols, and a transmitter that transmits the symbols over a channel
such as a wireless channel. Similar reverse functionality would be in the receiver together with the decoder.

[0061] FIG. 9is ablock diagram of an apparatus for receiving and decoding codewords. The apparatus 1100 includes
areceiver 1104 coupled to an antenna 1102 for receiving signals from a wireless channel, and a decoder 1106. Memory
1108 is coupled to the decoder 1106. In some embodiments, the receiver 1104 includes a demodulator, an amplifier,
and/or other components of an RF receive chain. The receiver 1104 receives, via the antenna 1102, a word that is based
on a codeword of a polar code. Decoded bits are output at 1120 for further receive processing.

[0062] The decoder 1106 is implemented in circuitry, such as a processor, that is configured to estimate bits in the
received word as disclosed herein. The memory 1108 could include one or more solid-state memory devices and/or
memory devices with movable and possibly removable storage media. In a processor-based implementation of the
decoder 1106, processor-executable instructions to configure a processor to perform decoding operations are stored in
a non-transitory processor-readable medium. The non-transitory medium could include the same memory device(s)
used for the memory 1108, or one or more separate memory devices. The decoding method of FIG. 6 represents one
possible implementation of the decoder 1106 and the memory 1108.

[0063] The memory 1008 could be used to store results of processing by the processing elements of the decoder
1106. The decoder 1106 could also include an address multiplexer coupled between the processing elements and the
memory 1008. In an embodiment, the decoder 1106 is configured to store the results of the processing by the processing
elements to respective memory areas in the memory 1008 that are each accessible to provide, in a single memory
access operation, inputs to each of the processing elements for subsequent computations. Other embodiments may
include further, fewer, or different components and/or variations in operation of receiving apparatus components.
[0064] In a specific example, the decoder 1106 includes a polar code decoder 1116 configured to perform to polar
code decoding of the received codeword by treating at least one signature bit as a frozen bit having a known signature
bit value. The apparatus may be configured to receive information on signature bits used in the signature-enabled polar
code separately from receiving the codeword. Where CRC is employed, the decoder 1106 includes a CRC checker
1112 configured to verify a result of decoding using a CRC check.

[0065] FIG. 10 is a block diagram of an example apparatus for encoding and transmitting codewords. The apparatus
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1200 includes an encoder 1204 coupled to a transmitter 1206. The encoder 1204 is implemented in circuitry that is
configured to encode an input bit stream 1202 using a signature-enabled polar code, or a CRC-checked signature-
enabled polar code. In the illustrated embodiment, the apparatus 1200 also includes an antenna 1208, coupled to the
transmitter 1206, for transmitting signals over a wireless channel. In some embodiments, the transmitter 1206 includes
a modulator, an amplifier, and/or other components of an RF transmit chain.

[0066] Insomeembodiments, the apparatus 1200, and similarly the apparatus 1100 in FIG. 11, include a non-transitory
computer readable medium that includes instructions for execution by a processor to implement and/or control operation
of the encoder 1204 in FIG. 12, to implement and/or control operation of the decoder 1106 in FIG. 11, and/or to otherwise
control the execution of methods described herein. In some embodiments, the processor may be a component of a
general-purpose computer hardware platform. In other embodiments, the processor may be a component of a special-
purpose hardware platform. For example, the processor may be an embedded processor, and the instructions may be
provided as firmware. Some embodiments may be implemented by using hardware only. In some embodiments, the
instructions for execution by a processor may be embodied in the form of a software product. The software product may
be stored in a non-volatile or non-transitory storage medium, which could be, for example, a compact disc read-only
memory (CD-ROM), universal serial bus (USB) flash disk, or a removable hard disk.

[0067] Communication equipment could include the apparatus 1100, the apparatus 1200, or both a transmitter and a
receiver and both an encoder and a decoder. Such communication equipment could be user equipment or communication
network equipment. In a specific example, the encoder 1204 includes an input vector generator 1210 configured to
produce an N-bit input vector for polar encoding, the input vector having polar code reliable bit positions and polar code
unreliable bit positions by inserting each of at least one information bit in a respective polar code reliable bit position,
and each of at least one signature bit in a respective polar code unreliable bit position, where N = 2™ where m>=2. The
encoder 1202 also includes a polar code encoder 1214 configured to multiply the input vector by a polar code generator
matrix to produce a signature-enabled polar codeword. The transmitter 1206 transmits the signature-enabled polar
codeword. In addition, or alternatively, there may be a memory (not shown) for storing the signature-enabled polar
codeword.

[0068] Inembodiments thatinclude the CRC, the apparatus also includes a CRC processor 1214 configured to process
the K information bits to produce a u-bit CRC, where u >=1. In this case, the input vector generator 1210 produces the
N-bit input vector by inserting each of the u CRC bits in a respective polar code reliable bit position.

[0069] In some embodiments, the input vector producer uses the multiple signature approach described previously,
with or without CRC.

[0070] Example embodiments of the present disclosure are described below:

Example 1. A method in an encoder comprising:

producing an N-bit input vector for polar encoding, the input vector having polar code reliable bit positions and
polar code unreliable bit positions, by inserting each of at least one information bit in a respective polar code
reliable bit position, and each of at least one signature bit in a respective polar code unreliable bit position,
where N = 2M where m>=2;

multiplying the N-bit input vector by a polar code generator matrix to produce a polar code codeword;
transmitting or storing the polar code codeword.

Example 2. The method of Example 1 wherein multiplying the N-bit input vector by a polar code generator matrix
to produce a polar code codeword comprises:
processing the N-bit input vector to produce a result equivalent to multiplying the input vector as a row vector by an
m-fold Kronecker product matrix G, ®m where

G2=(; o)

to produce the polar codeword or that is equivalent to multiplying an m-fold Kronecker product matrix G, ® by an
input vector as a column vector, where

G2

(o )

to produce the polar codeword.
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Example 3. The method of any of Examples 1 to 2 further comprising:

inserting at least one frozen bit in a polar code unreliable bit position.

Example 4. The method of Example 1 wherein the at least one information bit comprises K information bits, K>=1,
the method further comprising:

processing the K information bits to produce a u-bit CRC, where u >=1;
producing the N-bit input vector by inserting each of the u CRC bits in a respective polar code reliable bit position;
such that the polar codeword is a CRC-checked polar codeword.

Example 5. The method of Example 4 further comprising:

inserting at least one frozen bit in a polar code unreliable bit position.

Example 6. The method of Example 5 wherein the N-bit input vector has M signature bits, the K information bits, u
CRC bits with at least one frozen bit, where N = 2M where m>=2, and the number of frozen bits is N-K-u-M.
Example 7. The method of any of Examples 1 to 6 further comprising:

communicating the at least one signature bit to a receiver separately from the transmission of the codeword.
Example 8. A method in an encoder comprising:

producing an input vector by:

for each of P information blocks, where P>=2, producing a respective portion of an input vector, the respective
portion starting with a respective set of at least one signature bit and also containing the information block, each
of the sets of signature bits being different from each other;

combining the respective portions to produce the input vector;

multiplying the input vector by a polar code generator matrix to produce a polar code codeword; and
transmitting or storing the codeword.

Example 9. The method of Example 8 wherein producing the input vector further comprises:

processing each information block to produce a respective set of CRC bits;
for each of the P information blocks, including the respective set of CRC bits in the respective portion of the
input vector.

Example 10. The method of Example 9 wherein P=2, and wherein processing each information block to produce a
respective set of CRC bits comprises:

processing K1 information bits to produce a u1-bit CRC;

processing K2 information bits to produce a u2-bit CRC;

such that the input vector comprises:

an N-bit input vector with a first portion containing M1 signature bits, the K1 information bits, and u1 CRC bits
and at least one frozen bit, and with a second portion containing M2 signature bits, K2 information bits, u2 CRC
bits and at least one frozen bit, where N = 2"m where m>=3.

Example 11. The method of Example 10 further comprising:
conveying the M1 signature bits to a first receiver;
conveying the M1 signature bits and the M2 signature bits to a second receiver.

Example 12. A method in a decoder comprising:

receiving a codeword that was encoded with a polar code in which at least one frozen bit is replaced with a corre-
sponding at least one signature bit specific to the decoder and known to the decoder separately from receiving the
codeword;

performing decoding of the received codeword by setting the at least one frozen bit to equal the corresponding at
least one signature bit value.

Example 13. The method of Example 12 further comprising:

receiving information on signature bits used in the polar code separately from receiving the codeword.

Example 14. The method of Example 12 wherein the codeword was encoded with a CRC-checked signature enabled
polar code;

the method further comprising verifying a result of decoding using a CRC check.

10
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Example 15. An apparatus comprising:

an input vector generator configured to produce an N-bit input vector for polar encoding, the input vector having
polar code reliable bit positions and polar code unreliable bit positions, by inserting each of atleast one information
bit in a respective polar code reliable bit position, and each of at least one signature bit in a respective polar
code unreliable bit position, where N = 2M where m>=2; and

a polar code encoder configured to multiply the input vector by a polar code generator matrix to produce a polar
codeword.

Example 16. The apparatus of Example 15 further comprising:

a transmitter for transmitting the polar codeword, or a memory for storing the polar codeword.

Example 17. The apparatus of Example 15 wherein the at least one information bit comprises K information bits,
K>=1, the apparatus further comprising:

a CRC processor configured to process the K information bits to produce a u-bit CRC, where u >=1;
wherein the input vector generator produces the N-bit input vector by inserting each of the u CRC bits in a
respective polar code reliable bit position.

Example 18. The apparatus of Example 17 wherein the N-bit input vector has M signature bits, the K information
bits, u CRC bits with at least one frozen bit, where N = 2M where m>=2 , and the number of frozen bits is N-K-u-M.
Example 19. The apparatus of Example 16 wherein the transmitter is configured to convey the at least one M
signature bit to a receiver separately from the transmission of the codeword.

Example 20. An apparatus comprising:

an input vector generator configured to produce an N-bit input vector for polar encoding by:

for each of P information blocks, where P>=2, producing a respective portion of the input vector, the re-
spective portion starting with a respective set of at least one signature bit and also containing the information
block, each of the sets of signature bits being different from each other; and

combining the respective portions to produce the input vector; and

a polar code encoder configured to multiply the input vector by a polar code generator matrix to produce a polar
codeword.

Example 21. The apparatus of Example 20 further comprising:

a CRC processor configured to process each information block to produce a respective set of CRC bits;
wherein the input vector producer includes the respective set of CRC bits for each of the P information blocks
in the respective portion of the input vector. Example 22. An apparatus comprising:

a receiver for receiving a codeword that was encoded with a polar code; and

a decoder configured to polar code decoding of the received codeword by treating at least one signature bit as
a frozen bit having a known signature bit value.

Example 23. The apparatus of Example 22 further configured receive information on signature bits used in the polar
code separately from receiving the codeword.

Example 24. The apparatus of Example 22 further comprising:

a CRC checker configured to verify a result of decoding using a CRC check.

[0071] The previous description of some embodiments is provided to enable any person skilled in the art to make or
use an apparatus, method, or processor readable medium according to the present disclosure. Various modifications
to these embodiments will be readily apparent to those skilled in the art, and the generic principles of the methods and
devices described herein may be applied to other embodiments. Thus, the present disclosure is not intended to be
limited to the embodiments shown herein but is to be accorded the widest scope consistent with the principles and novel
features disclosed herein.

1"
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Claims

1.

10.

1.

12.

A method for a transmitter device for transmitting information bits, the method comprising:

producing (206) an input vector for polar encoding, the input vector having bit positions with respective reliabilities,
and the input vector including information bits and one or more signature bits, wherein at least one bit of the
one or more signature bits is in a respective bit position in the input vector that has a lower reliability than a
reliability of bit positions in the input vector for the information bits;

polar encoding (210) the input vector to produce a polar code codeword;

transmitting (212) the polar code codeword to at least one receiver device; and

transmitting information about the one or more signature bits to the at least one receiver device separately from
transmitting the codeword.

The method of claim 1, wherein the one or more signature bits is specific to the at least one receiver device.

The method of any one of claims 1 or 2, wherein the respective bit position of the at least one bit of the one or more
signature bits is before the bit positions in the input vector for the information bits.

The method of any one of claims 1 to 3, wherein the input vector further comprises at least one frozen bit in a
respective bit position in the input vector that has a lower reliability than a reliability of bit positions in the input vector
for the information bits.

The method of any one of claims 1 to 4, wherein the input vector further comprises cyclic redundancy check, CRC,
bits generated based on the information bits, and wherein the CRC bits are placed in bit positions in the input vector
with a respective higher reliability than a reliability of a bit position for the at least one bit of the one or more signature
bits.

The method of claim 5, wherein the respective bit position of the at least one bit of the one or more signature bits
is before the bit positions in the input vector for the information bits and the CRC bits.

A transmitter device for transmitting information bits, comprising:

a processor (1204), and
a non-transitory computer readable storage medium storing instructions for execution by the processor, the
instructions being configured to implement steps in a method according to any one of claims 1 to 6.

A method for a receiver device for receiving a codeword, the method comprising:

receiving, from a transmitter device, information about one or more signature bits;

receiving, from the transmitter device, a codeword produced based on polar encoding an input vector having
bit positions with respective reliabilities, the input vector including information bits and the one or more signature
bits, wherein at least one bit of the one or more signature bits is in a respective bit position in the input vector
that has a lower reliability than a reliability of bit positions in the input vector for the information bits, the codeword
being received separately from the information about the one or more signature bits; and

polar decoding the received codeword to produce decoded bits.

The method of claim 8, wherein the one or more signature bits is specific to the receiver device.

The method of any one of claims 8 or 9, wherein the respective bit position of the at least one bit of the one or more
signature bits is before the bit positions in the input vector for the information bits.

The method of any one of claims 8 to 10, wherein the input vector further comprises at least one frozen bit in a
respective bit position in the input vector that has a lower reliability than a reliability of bit positions in the input vector
for the information bits.

The method of any one of claims 8 to 11, wherein the input vector further comprises cyclic redundancy check, CRC,

bits generated based on the information bits, and wherein the CRC bits are placed in bit positions in the input vector
with a respective higher reliability than a reliability of a bit position for the at least one bit of the one or more signature

12
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bits.

13. The method of claim 12, wherein the respective bit position of the at least one bit of the one or more signature bits
is before the bit positions in the input vector for the information bits and the CRC bits.

14. The method of claim 12, wherein the respective bit position of the at least one bit of the one or more signature bits
is after a bit position in the input vector for at least one of the CRC bits.

15. A receiver device for receiving a codeword, comprising:
a processor (1106), and

a non-transitory computer readable storage medium (1008) storing instructions for execution by the processor,
the instructions being configured to implement steps in a method according to any one of claims 8 to 14.

13
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