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(57)  Asystem (10) for remote operation of a working
machine (110) comprising a tool (111) is provided. The
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off-board controller (100). The system also comprises an
on-board controller (114) for arrangement on the working
machine and arranged to receive signals from the remote
control station (5) remotely controlling the operation of
the working machine, wherein the on-board controller is
arranged to obtain sensor data from at least one sensor
on the working machine and camera images from at least
one camera (112, 113) on the working machine. The
off-board controller is further arranged to: receive, via a
communication interface (205), sensor data and camera
images from the on-board controller (114) on the working
machine (110); analyse the sensor data to determine a
location of the tool (111) in relation to the surroundings
of the working machine (110); determine at least one
overlay (410, 420) indicating the location of the tool (111)
in relation to surroundings of the working machine; and
command display of the camera images together with
the at least one determined overlay (410, 420) on the at
least one display (11) for supporting the operator in de-
termining the location of the tool in relation to the sur-
roundings of the working machine.

An off-board controller (100) for remote operation of
a working machine (110) and method therein are also
provided.
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Description
TECHNICAL FIELD

[0001] Embodiments hereinrelate in generalto remote
operation of a working machine. In particular, embodi-
ments herein relate to a system for remote operation of
a working machine comprising a tool. Also, the embodi-
ments herein also relate to an off-board controller and a
method therein for remote operation of a working ma-
chine comprising a tool.

BACKGROUND

[0002] There is a high level of complexity in setting up
a remote operation of a working machine, such as, e.g.
an excavator, fork lift, loader, hauler, etc., that allows an
operator to control the working machine from a remote
location, such as, e.g. from a control room, instead of
from a driver seat of the working machine. Specifically,
it is often difficult to provide the operator with a similar
sense and experience of the on-premise surroundings
ofthe working machine as the operator would have when,
for example, sitting in the driver seat of the working ma-
chine overlooking and having a good view of the sur-
roundings.

[0003] Inremote operation, the operator may typically
control the machine from the remote location by looking
onto one or more screens that are visualizing the sur-
roundings of working machine via one or more image/vid-
eo feeds from one or more cameras arranged on the
working machine. One problem with this configuration is
that it is not able to provide any real depth perception,
since the image/video feeds provided is typically not able
to visualize anything else than standard 2D images. This
makes it hard to, for example, remotely operate a loader
comprising a bucket for lifting and moving a pile of ma-
terial since it will be difficult for the operator to see and
determine where the bucket will actually enter the pile.
Hence, itwill be hard for an operator to control the working
machine in the most suitable way which will directly im-
pact the productivity of the working machine.

[0004] Hence, there is need to be able to increase the
sense and experience of the surroundings of the working
machine to an operator operating the working machine
from a remote location.

SUMMARY

[0005] Itis an object of embodiments herein to improve
remote operation of a working machine.

[0006] According to a first aspect of embodiments
herein, the object is achieved by a system for remote
operation of a working machine comprising a tool. The
system comprises a remote control station comprising a
work station, at least one display, and an off-board con-
troller. The system further comprises an on-board con-
troller for arrangement on the working machine and ar-
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ranged to receive signals from the remote control station
remotely controlling the operation of the working ma-
chine. The on-board controller is arranged to obtain sen-
sor data from at least one sensor on the working machine
and camera images from at least one camera on the
working machine. Furthermore, the off-board controller
is arranged to receive, via a communication interface,
sensor data and camera images from the on-board con-
troller on the working machine. Further, the off-board
controller is arranged to analyse the sensor data to de-
termine a location of the tool in relation to the surround-
ings of the working machine, determine atleast one over-
lay indicating the location of the tool in relation to sur-
roundings of the working machine, and command display
of the camera images together with the at least one de-
termined overlay on the atleast one display for supporting
the operator in determining the location of the tool in re-
lation to the surroundings of the working machine.
[0007] By providing a system as described above, the
sense and experience of the surroundings of a working
machine for an operator located at a remote location is
enhanced by the operator being provided with one or
more augmented and visual overlays in the displayed
image/video feed that takes both the working machine
and any attached tool into consideration. Hence, remote
operation of the working machine is improved.

[0008] According to some embodiments, the sensor
data may comprise at least one of a tool height over
ground, atool articulation in relation to a body of the work-
ing machine, atraveling direction of the working machine,
and a distance between the tool and a target contact
position. Thus, the off-board controller of the system may
be provided with different types of information relating to
the operation and surroundings of the working machine
and the tool. In some embodiments, the system may also
comprise a tool identification sensor for location on the
working machine, wherein the off-board controller is ar-
ranged to receive information about a tool type from the
tool identification sensor. This means that the form of the
at least one determined overlay may be adapted based
on the tool that is currently mounted on the working ma-
chine without any additional information being required.
This also enables the off-board controller to automatically
adapt the form of the at least one determined overlay as
a tool is exchanged for another on the working machine.
In some embodiments, the tool identification sensor may
comprise a radio frequency identification, RFID, sensor,
and wherein the tool comprises an RFID tag comprising
information about the tool type.

[0009] Further, the off-board controller may according
to some embodiments be arranged to determine the at
leastone determined overlay by means ofimage analysis
of the cameraimages. Also, here, the off-board controller
may be further arranged to provide overlay information
related to identification of the tool and tool dimensions in
the camera images. This advantageously enables re-
ceived and analysed sensor data to be used together
with images analysis of the camera images in order to,
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for example, be able to determine an accurate relative
size and position of a virtual shadow of the tool in the
camera images.

[0010] In some embodiments, the at least one deter-
mined overlay may comprise a virtual shadow on the
ground under the tool for indicating the location of the
tool. This may advantageously provide an indicative
depth perception to the remote operator and location of
the tool relative to the surroundings of the working ma-
chine. Optionally, the at least one determined overlay
may also comprise an indication of a distance above the
ground of the tool or a distance between the tool and a
target contact position. This may provide a visual feed-
back of how the tool and vehicle relate to certain parts
of the surroundings. In some embodiments, the system
may be arranged to determine the distance above the
ground or distance to the target contact position using at
least one of LIDAR, radar, ultrasound sensor, angle sen-
sors, inertial measurement unit, orimage analysis based
on stereo vision images. Further, according to some em-
bodiments, the indication of distance above ground or
distance between tool and target contact position com-
prises a colour indication or a texture indication. This ad-
vantageously provides a more intuitive and easy acces-
sible visual feedback to the remote operator. According
to another option, the at least one determined overlay
may also comprise an interpolated path of travel in rela-
tion to a current travel path. This advantageously allows
the remote operator to get an improved visual feedback
on how the working machine and the mounted tool relates
to the surroundings when the working machine is in mo-
tion.

[0011] According to some embodiments, the off-board
controller of the system may further be arranged to de-
termine the location of the tool in relation to surroundings
of the working machine by determining the location of
the tool in relation to a ground below the tool, to a ground
adjacent to the working machine, and/or to the working
machine. This information may increase the possibility
of the off-board controller to provide even more accurate
and detailed visual feedback via the displayed camera
images and at least one determined overlay.

[0012] According to a second aspect of embodiments
herein, the object is achieved by an off-board controller
for remote operation of a working machine comprising a
tool. The off-board controller comprises a processing de-
vice, a computer readable storage unit, a communication
interface, and a display interface. The processing device
is arranged to execute instruction sets stored in the stor-
age unit in order to: receive, via the communication in-
terface, sensor data and camera images from an on-
board controller on the working machine; analyse the
sensor data for determining a location of the tool in rela-
tion to the surroundings of the working machine; deter-
mine at least one overlay indicating the location of the
tool in relation to the surroundings; and command display
of, via the display interface, camera images together with
the at least one determined overlay on a display of a
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remote control station to support the operator in deter-
mining the location of the tool in relation to the surround-
ings of the working machine.

[0013] By providing an off-board controller as de-
scribed above, the sense and experience of the sur-
roundings of a working machine for an operator located
at a remote location is enhanced by being provided with
one or more augmented and visual overlays in the dis-
played image/video feed that takes both the working ma-
chine and any attached tool into consideration. Hence,
remote operation of the working machine is improved.
[0014] In some embodiments, the at least one deter-
mined overlay may comprise at least one of: a virtual
shadow on the ground under the tool for indicating the
location of the tool; an overlay shape over the tool with
a colour, where the colour indicates a range to ground
or range to a target contact position; and a future direction
of travel of the working machine related to current direc-
tion of travel of the working machine. Each of these de-
termined overlays enables a remote operator that is ob-
serving the camera images comprising the determined
overlays to get a better sense and experience of the sur-
roundings of the working machine when operating the
working machine from a remote location.

[0015] According to some embodiments, the at least
one determined overlay may comprise a virtual shadow
on the ground, and wherein the virtual shadow of the
ground is displayed in a colour indicating a range be-
tween the tool and ground. This provides additional
sense and experience of the surroundings of the working
machine in that the range may be color-coded in the de-
termined overlay.

[0016] According to a third aspect of the embodiments
herein, the object is achieved by a method performed by
an off-board controller for remote operation of a working
machine. The method comprises the steps of: receiving,
by an off-board controller, sensor data associated with
the working machine and with a tool of the working ma-
chine, and camera images from an on-board controller
on the working machine; analysing the sensor data to
determine a location of the tool in relation to the surround-
ings of the working machine; determining at least one
overlay indicating the location of the tool in relation to the
surroundings; and displaying the camera images togeth-
er with the determined at least one determined overlay
on adisplay in a control station for supporting the operator
in determining the location of the tool in relation to the
surroundings of the working machine.

[0017] By providing an method as described above,
the sense and experience of the surroundings of a work-
ing machine for an operator located at a remote location
is enhanced by being provided with one or more aug-
mented and visual overlays in the displayed image/video
feed that takes both the working machine and any at-
tached tool into consideration. Hence, remote operation
of the working machine is improved

[0018] In some embodiments, the at least one deter-
mined overlay may comprise at least one of: a virtual
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shadow on the ground under the tool for indicating the
location of the tool; an overlay shape over the tool with
a colour, where the colour indicates a range to ground
orrange to atarget contact position; and a future direction
of travel of the working machine interpolated from current
direction of travel of the working machine. As indicated
above, each of these determined overlays enables a re-
mote operator that is observing the camera images com-
prising the determined overlays to get a better sense and
experience of the surroundings of the working machine
when operating the working machine from a remote lo-
cation. Further, in some embodiments, the at least one
determined overlay may comprise a virtual shadow on
the ground, and wherein the virtual shadow of the ground
is displayed in a colour indicating a range between the
tool and ground. This provides additional sense and ex-
perience of the surroundings of the working machine in
that the range may be color-coded in the determined
overlay.

[0019] According to a fourth aspect of the embodi-
ments herein, the object is achieved by a computer pro-
gram comprising program code means for performing
the steps of the method described above when said com-
puter program is run on a computer. According to a fifth
aspect of the embodiments herein, the object is achieved
by a computer readable medium carrying a computer pro-
gram comprising program code means for performing
the steps of the method described above when said com-
puter program is run on a computer. In some embodi-
ments, the computer readable medium may be one of an
electronic signal, optical signal, radio signal, or computer-
readable storage medium.

BRIEF DESCRIPTION OF THE DRAWINGS

[0020] Features and advantages of the embodiments
will become readily apparent to those skilled in the art by
the following detailed description of exemplary embodi-
ments thereof with reference to the accompanying draw-
ings, wherein:

Fig. 1  is aschematic illustration of a working machine
and a system for remote operation of the work-
ing machine according to some embodiments,

Fig. 2 is a flowchart illustrating embodiments of a
method in an off-board controller,

Fig. 3 is a schematic view of a working machine ac-
cording to some embodiments,

Fig. 4 is a schematic view of a display of camera im-
ages according to some embodiments,

Fig. 5 is a schematic view of an off-board controller
according to some embodiments, and

Fig. 6 is a schematic view of an on-board controller

according to some embodiments.
DETAILED DESCRIPTION

[0021] The figures are schematic and simplified for
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clarity, and they merely show details which are essential
to the understanding of the embodiments presented
herein, while other details have been left out. Throughout,
the same reference numerals are used for identical or
corresponding parts or steps.

[0022] Fig. 1 shows a system 10 for remote operation
of a working machine 110 comprising a tool 111 accord-
ing to some embodiments. The working machine 110
may for example, be an excavator, fork lift, loader, hauler,
etc., or any other working machine onto which a working
tool may be arranged and operated. The tool 111 may
be a large variety of different working tools, such as, e.g.
loader buckets, buckets of different sizes, fork lifts, etc.
The tools 111 may be arranged to be connected or at-
tached to the working machine 110 and operated there-
from. In the example illustrated in Fig. 1, the working ma-
chine 110 is a loader comprising a tool 111 in the form
of a bucket to, e.g. move a pile of loose material 150.
[0023] As part of the system 10, the working machine
110 also comprise an on-board controller 114, at least
one camera 112, 113, at least one sensor 116 and at
least one antenna 115. The on-board controller 114 may
be connected to and arranged to communicate with the
at least one camera 112, 113 and the at least one sensor
116, e.g. wirelessly or by wire. The on-board controller
114 may also be connected to and arranged to commu-
nicate a Global Positioning System, GPS, unit (not
shown)in the working machine 110. Viathe antenna 115,
the on-board controller 114 may receive signals remotely
from an off-board controller 100. Thus, the on-board con-
troller 114 is adapted to be arranged on the working ma-
chine 110 and arranged to receive signals from a remote
control station 5 remotely controlling the operation of the
working machine 110. The on-board controller 114 is ar-
ranged to obtain sensor data from at least one sensor
116 on the working machine 110 and camera images
from at least one camera 112, 113 on the working ma-
chine 110.

[0024] Further, also as part of the system 10, an off-
board controller 100 may be connected via a communi-
cation link 120 toa communications server 106. The com-
munications server 106 may be part of a wireless com-
munications network 105 arranged for wireless commu-
nication over an air interface with the antenna 115 and
on-board controller 114. The air interface may, for exam-
ple, be provided by a telecommunications network, such
as, e.g. a 3g/4g/LTE/5g network or other future networks,
and/or by a local wireless network, such as, e.g. WiFi,
etc. This allows the off-board controller 100 to commu-
nicate with the on-board controller 114 located on the
working machine 110. The off-board controller 100 may
also be arranged in, or connected to, a remote control
station 5. The remote control station 5 may comprise a
work station 102 and at least one display 11. The off-
board controller 100 may be arranged to communicate
with the work station 102 and the at least one display 11
overone or more communication links 130. The off-board
controller 100 of the system 10 is described below in
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more detail in reference to Figs. 2-5 and the on-board
controller 114 of the system 10 is described below in
more detail in reference to Fig. 6.

[0025] Examples of embodiments of a method per-
formed by an off-board controller 100 for remote opera-
tion of a working machine 110 comprising a tool 111, will
now be described with reference to the flowchart depicted
in Fig. 2. Fig. 2 is an illustrated example of actions, steps
or operations which may be taken by the off-board con-
troller 100 in the system 10. The method may comprise
the following actions, steps or operations.

Action 201

[0026] The off-board controller 100 receives sensor
data and camera images from an on-board controller 114
on the working machine 110. According to some embod-
iments, the sensor data comprises at least one of: a tool
height over ground, a tool articulation in relation to a body
of the working machine 110, a traveling direction of the
working machine 110, and a distance between the tool
111 and a target contact position 150. This means that
the off-board controller 100 may be provided with infor-
mation different types of information regarding the oper-
ation and surroundings of the working machine 110, such
as, e.g. articulation/steering angles of the working ma-
chine 110, etc. Also, the sensor data may also comprise
characteristics of the working machine 110, such as, e.g.
machine steering characteristics.

Action 202

[0027] Atfter receiving the sensor data in Action 201,
the off-board controller 100 analyses the sensor data to
determine a location of the tool 111 in relation to the sur-
roundings of the working machine 110. Here, in some
embodiments, the off-board controller 100 may be further
arranged to determine the location of the tool 111 in re-
lation to surroundings of the working machine 110 by
determining the location of the tool 111 in relation to a
ground below the tool, to a ground adjacent to the working
machine 110 and/or to the working machine 110.

[0028] In some embodiments, the off-board controller
100 may be arranged to receive information about a tool
type from a tool identification sensor 116. The information
about the tool type may provide further information about
the tool 111, such as, e.g. tool width. For example, via a
look-up table, the mounted tool identity may be matched
to a specific tool width. Here, the at least one sensor 116
in the system 10 may comprise a toolidentification sensor
116 located on the working machine 110. In some em-
bodiments, the tool identification sensor 116 may com-
prise a radio frequency identification, RFID, sensor, and
wherein the tool comprises an RFID tag comprising in-
formation about the tool type. This means that the form
of the atleast one overlay 410, 420 determined in Action
203 may be adapted based on the mounted tool 111 on
the working machine 110. In other words, the overlay

10

15

20

25

30

35

40

45

50

55

410, 420 may automatically change if the tool 111 is
changed on the working machine 110, e.g. changing be-
tween buckets of different size or from a bucket to fork
lift, etc.

Action 203

[0029] The off-board controller 100 determine at least
one overlay 410, 420 indicating the location of the tool
111 inrelation to the surroundings of the working machine
110. In some embodiments, the at least one determined
overlay 410, 420 may comprise at least one of: a virtual
shadow on the ground under the tool 111 for indicating
the location of the tool 111, an overlay shape over the
tool with a colour, where the colour indicates a range to
ground or range to a target contact position, and a future
direction of travel of the working machine interpolated
from current direction of travel of the working machine.
This means that, for example, that augmented or visual
overlays 410, 420 may be obtained which may then be
inserted into the received cameraimages to provide sup-
port for the remote operator in remote operation of the
working machine 110.

[0030] Further, in some embodiments, the off-board
controller 100 may be arranged to determine the at least
one determined overlay 410, 420 by means of image
analysis of the camera images. In this case, the off-board
controller 100 may according to some embodiments fur-
ther be arranged to provide overlay information related
to identification of the tool 111 and tool dimensions in the
camera images. This means, for example, the received
and analysed sensor data in Action 201 may be used to
together with images analysis of the camera images in
order to, for example, determine a relative size and po-
sition of the virtual shadow of the tool 11 in the camera
images. This so as to provide an indicative depth per-
ception to the remote operator.

[0031] According to some embodiments, the at least
one determined overlay 410, 420 may comprise an indi-
cation of a distance above the ground of the tool 111 or
a distance between the tool 111 and a target contact
position 150. Further, in some embodiments, the indica-
tion of distance above ground or distance between tool
111 and target contact position 150 may comprise, for
example, a colour indication or a texture indication. This
means, for example, that the at least one overlay 410,
420 may be colour coded based on the distance from a
bucket to a pile, i.e. from the tool 111 to the target contact
position 150, i.e. the object. As an example, the at least
one overlay 410, 420 may be green when the pile or
object is far away from the tool 111 and change to red
when the tool 111 is getting closer to the pile or object.
[0032] The off-board controller 100 may also be ar-
ranged to determine the distance above the ground or
distance to the target contact position 150 using at least
one of LIDAR, radar, ultrasound sensor, angle sensors,
inertial measurement unit, or image analysis based on
stereo vision images. Thus, the at least one sensor 116
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in the system 10 may comprise at least one of LIDAR,
radar, ultrasound sensor, angle sensors, inertial meas-
urement unit, or image analysis unit. In some embodi-
ments, the hydraulic sensors of the working machine 110
may also be used to determine the distance above the
ground or distance to the target contact position 150.
[0033] Fig. 3illustrates how at least one sensor 116 in
the system 10 may be used to determine a steering angle
300 between the working machine 110 and the tool 111,
e.g. by using an angle sensor. This steering angle 300
may then be used in the determination of the at least one
overlay 410, 420, such as, e.g. an illustrated driving path
of the working machine 110.

Action 204

[0034] Afterdetermining the atleastone overlay in Ac-
tion 203, the off-board controller 100 displays the camera
images together with the determined at least one deter-
mined overlay 410,420 on adisplay 11ina control station
5 for supporting the operator in determining the location
of the tool 111 in relation to the surroundings of the work-
ing machine 110. This means, for example, that a remote
operator of a working machine 110 may be provided with
an illustrated driving path and virtual shadow of the tool
11, via the visual overlay 410, 420 in the camera images,
onthe display 11 in the remote control station 5 that takes
both the working machine 110 and the tool 111 into ac-
count. Here, the received and analysed sensor data may,
for example, be used to interpolate the driving path of
the working machine 110, e.g. determining where a tool
111, such as, a bucket, will enter a pile 150 based on
sensor data, such as, current articulation/steering angle,
etc., or where a working machine 110 will drive on aroad
segment. Also, the received and analysed sensor data
may, for example, be used to determine a relative size
and position of the virtual shadow of the tool 11 in the
camera images so as to provide an indicative depth per-
ception for the remote operator. The visual overlay 410,
420 may then be displayed to the remote operator
through the camera images, i.e. received real-time video
stream or video feed from the cameras on the working
machine 110, via the display 11 of the remote control
station 5.

[0035] Fig. 4 illustrates an example of a display 11 of
the camera images 400 according to some embodi-
ments. The camera images 400 in Fig. 3 comprise a par-
tial view of the working machine 110 and a view of the
tool 111 of the working machine 110. Also, the camera
images 400 in Fig. 4 also display the at least one overlay
410, 420 and the target contact position 150, which e.g.
may be a pile of loose material 150 as shown in Fig. 1.
[0036] In this example, cameras mounted on the re-
motely operated working machine 110 send an im-
age/video feed to an off-board controller 100 at a remote
control station 5 via a wireless interface. In the off-board
controller 100, an augmented visual overlay 410, 420
may be inserted into the image/video stream in order to,
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for example, illustrate to the remote operator in the re-
mote control station 5 where the working machine 110
is heading. The augmented visual overlay 410, 420 may
here be based e.g. articulation (e.g. the steering angle
300 in Fig. 3) and/or other sensor data and information
provided by an on-board controller 114 from the working
machine 110. The on-board controller 114 of the working
machine 110 may collect further sensor data and infor-
mation about the working machine 110, and also, if ap-
plicable, collect further sensor data and information about
the mounted tool 111 attached to the working machine
110. This sensor data and information may comprise,
e.g. information about the width of the tool 111 and/or
the working machine 110, the articulation/steering angle
of the working machine 110 and related machine char-
acteristics. The on-board controller 114 may then send
this data and information to the off-board controller 110.
In the off-board controller 100, the augmented visual
overlay 410, 420 illustrating the future driving path of the
working machine 110 may be calculated based on the
collected sensor data and information from the on-board
controller 114. This augmented visual overlay 410, 420
may then be inserted in real-time onto the real-time im-
age/video stream or feed from the working machine 110
and presented on the display 11. In this example, this is
illustrated in Fig. 4 as a "virtual shadow" 320 under the
bucket 111 indicating the distance between the bucket
111 and the ground, as well as, illustrated or virtual lines
310 indicating the heading of the working machine 110.
[0037] To perform the method actions for remote op-
eration of a working machine 110 comprising a tool 111,
the system 10 may comprise an off-board controller 100
having the following arrangement depicted in Fig. 5. Fig.
5 shows a schematic view of an off-board controller 100
according to some embodiments. The on-board control-
ler 100 may comprise a processing circuitry or device
501, a computer readable storage unit 502, a display
interface 503, and a communication interface 504. The
processing circuitry 501 may be arranged to execute in-
struction sets stored in the computer readable storage
unit 502.

[0038] The off-board controller 100 or processing cir-
cuitry 501 is configured to, or may comprise a receiving
module 550 configured to, receive, e.g. via a communi-
cation interface 504, sensor data and camera images
from the on-board controller 114 on the working machine
110. The off-board controller 100 or processing circuitry
501 is also configured to, or may comprise an analyzing
module 560 configured to, analyse the sensor data to
determine alocation of the tool 111 in relation to a ground
below the tool 111 and to the working machine 110. The
off-board controller 100 or processing circuitry 501 is fur-
ther configured to, or may comprise a determining mod-
ule 570 configured to, determine at least one overlay in-
dicating the location of the tool 111 in relation to sur-
roundings of the working machine 110. Furthermore, the
off-board controller 100 or processing circuitry 501 is fur-
ther configured to, or may comprise a commanding mod-
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ule 580 configured to, command display, e.qg. via the dis-
play interface 503, of the camera images together with
the at least one determined overlay on the at least one
display 11 for supporting the operator in determining the
location of the tool 111 in relation to the surroundings of
the working machine 110.

[0039] Furthermore, the embodiments for remote op-
eration of a working machine 110 comprising a tool 111
described above may be at least partly implemented
through one or more processors, such as the processing
circuitry 501 in the off-board controller 100 depicted in
Fig. 5, together with computer program code for perform-
ing the functions and actions of the embodiments herein.
The program code mentioned above may also be pro-
vided as a computer program product, for instance in the
form of a data carrier carrying computer program code
or code means for performing the embodiments herein
when being loaded into the processing circuitry 501 in
the off-board controller 100. The data carrier, or computer
readable medium, may be one of an electronic signal,
optical signal, radio signal, or computer-readable storage
medium. The computer program code may e.g. be pro-
vided as pure program code in the off-board controller
100 or on a server and downloaded to the off-board con-
troller 100. Thus, it should be noted that the off-board
controller 100 may in some embodiments be implement-
ed as computer programs stored in memory, e.g. in the
computer readable storage unit 502 in Fig. 5, for execu-
tion by processors or processing modules, e.g. the
processing circuitry 501 in the off-board controller 100 of
Fig. 5.

[0040] Those skilled in the art will also appreciate that
the processing circuitry 501 and the computer readable
storage unit 502, i.e. memory, described above may refer
to a combination of analog and digital circuits, and/or one
or more processors configured with software and/or
firmware, e.g. stored in a memory, that when executed
by the one or more processors such as the processing
circuitry 501 perform as described above. One or more
ofthese processors, as well as the other digital hardware,
may be included in a single application-specific integrat-
ed circuit (ASIC), or several processors and various dig-
ital hardware may be distributed among several separate
components, whether individually packaged or assem-
bled into a system-on-a-chip (SoC).

[0041] To perform the method actions for remote op-
eration of a working machine 110 comprising a tool 111,
the system 10 may comprise an on-board controller 114
having the following arrangement depicted in Fig. 6. Fig.
6 shows a schematic view of an on-board controller 114
according to some embodiments. The on-board control-
ler 114 may comprises a processing circuitry or device
601, a computer readable storage unit 602, a sensor in-
terface 603 and a communication interface 604. The
processing circuitry 601 may be arranged to execute in-
struction sets stored in the computer readable storage
unit 602. The on-board controller 114 is configured for
arrangement on the working machine 110. In some em-
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bodiments, the on-board controller 114 may be config-
ured for controlling the operation of the working machine
110 or to cooperate with other unit or devices (not shown)
arranged to control the operation of the working machine
110.

[0042] The on-board controller 114 or processing cir-
cuitry 601 may further be configured to, or may comprise
a receiving module 650 configured to, receive signals
from the remote control station 5, e.g. via the communi-
cation interface 604, remotely controlling the operation
of the working machine 110. Further, the on-board con-
troller 114 or processing circuitry 601 may further be con-
figured to, or may comprise a transmitting module 660
configured to, transmit, e.g. via the communication inter-
face 604, sensor data and camera images to the off-
board controller 100. Furthermore, the on-board control-
ler 114 or processing circuitry 601 may further be con-
figured to, or may comprise an obtaining module 670
configured to, obtain sensor data from the at least one
sensor 116 on the working machine 110 and camera im-
ages from at least one camera 112, 113 on the working
machine 110. In some embodiments, the sensor data
and camera images may be provided via a communica-
tion link 613. The communication link 613 may e.g. be a
wired or wireless connection between the sensor inter-
face 603 and at least one sensor 112.

[0043] Additionally, the embodiments for remote oper-
ation of a working machine 110 comprising a tool 111
described above may be at least partly implemented
through one or more processors, such as the processing
circuitry 601 in the on-board controller 114 depicted in
Fig. 6, together with computer program code for perform-
ing the functions and actions of the embodiments herein.
The program code mentioned above may also be pro-
vided as a computer program product, for instance in the
form of a data carrier carrying computer program code
or code means for performing the embodiments herein
when being loaded into the processing circuitry 601 in
the on-board controller 114. The data carrier, or computer
readable medium, may be one of an electronic signal,
optical signal, radio signal, or computer-readable storage
medium. The computer program code may e.g. be pro-
vided as pure program code in the on-board controller
114 or on a server and downloaded to the on-board con-
troller 114.Thus, it should be noted that the on-board con-
troller 114 may in some embodiments be implemented
as computer programs stored in memory, e.g. in the com-
puter readable storage unit 602 in Fig. 6, for execution
by processors or processing modules, e.g. the process-
ing circuitry 601 in the on-board controller 114 of Fig. 6.
[0044] Those skilled in the art will also appreciate that
the processing circuitry 601 and the computer readable
storage unit602,i.e. memory, described above may refer
to a combination of analog and digital circuits, and/or one
or more processors configured with software and/or
firmware, e.g. stored in a memory, that when executed
by the one or more processors such as the processing
circuitry 601 perform as described above. One or more
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ofthese processors, as well as the other digital hardware,
may be included in a single application-specific integrat-
ed circuit (ASIC), or several processors and various dig-
ital hardware may be distributed among several separate
components, whether individually packaged or assem-
bled into a system-on-a-chip (SoC).

[0045] The description of the example embodiments
provided herein have been presented for purposes of
illustration. The description is not intended to be exhaus-
tive or to limit example embodiments to the precise form
disclosed, and modifications and variations are possible
in light of the above teachings or may be acquired from
practice of various alternatives to the provided embodi-
ments. The examples discussed herein were chosen and
described in order to explain the principles and the nature
of various example embodiments and its practical appli-
cationto enable one skilled in the artto utilize the example
embodiments in various manners and with various mod-
ifications as are suited to the particular use contemplated.
The features of the embodiments described herein may
be combined in all possible combinations of methods,
apparatus, modules, systems, and computer program
products. It should be appreciated that the example em-
bodiments presented herein may be practiced in any
combination with each other.

[0046] It should be noted that the word "comprising”
does not necessarily exclude the presence of other ele-
ments or steps than those listed and the words "a" or "an"
preceding an element do not exclude the presence of a
plurality of such elements. It should further be noted that
any reference signs do not limit the scope of the claims,
that the example embodiments may be implemented at
least in part by means of both hardware and software,
and that several "means", "units" or "devices" may be
represented by the same item of hardware.

[0047] Itshould also be noted that the various example
embodiments described herein are described in the gen-
eral context of method steps or processes, which may
be implemented in one aspect by a computer program
product, embodied in a computer-readable medium, in-
cluding computer-executable instructions, such as pro-
gram code, executed by computers in networked envi-
ronments. A computer-readable medium may include re-
movable and non-removable storage devices including,
but not limited to, Read Only Memory (ROM), Random
Access Memory (RAM), compact discs (CDs), digital ver-
satile discs (DVD), etc. Generally, program modules may
include routines, programs, objects, components, data
structures, etc. that perform particular tasks orimplement
particular abstract data types. Computer-executable in-
structions, associated data structures, and program
modules represent examples of program code for exe-
cuting steps of the methods disclosed herein. The par-
ticular sequence of such executable instructions or as-
sociated data structures represents examples of corre-
sponding acts for implementing the functions described
in such steps or processes.

[0048] The embodiments herein are not limited to the
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above described preferred embodiments. Various alter-
natives, modifications and equivalents may be used.
Therefore, the above embodiments should not be con-
strued as limiting.

Claims

1. Asystem (10) for remote operation of a working ma-
chine (110) comprising a tool (111), characterized
in that the system comprises:

a remote control station (5) comprising a work
station (102), at least one display (11), and an
off-board controller (100);

an on-board controller (114) for arrangement on
the working machine and arranged to receive
signals from the remote control station (5) re-
motely controlling the operation of the working
machine, wherein the on-board controller is ar-
ranged to obtain sensor data from at least one
sensor on the working machine and camera im-
ages from at least one camera (112, 113) on the
working machine;

wherein the off-board controller is arranged to:

receive, via a communication interface
(105), sensor data and camera images from
the on-board controller (114) on the working
machine (110);

analyse the sensor data to determine a lo-
cation of the tool (111) in relation to sur-
roundings of the working machine (110);
determine at least one overlay (410, 420)
indicating the location of the tool (111) in
relation to the surroundings of the working
machine (110); and

command display of the camera images to-
gether with the at least one determined
overlay (410, 420) on the at least one dis-
play (11) for supporting the operator in de-
termining the location of the tool in relation
to the surroundings of the working machine.

2. The system according to claim 1, wherein the sensor
data comprises at least one of a tool height over
ground, a tool articulation in relation to a body of the
working machine (110), a traveling direction of the
working machine (110), and a distance between the
tool and a target contact position.

3. Thesystemaccordingto claim 1, whereinthe system
further comprises a tool identification sensor (116)
for location on the working machine and wherein the
off-board controller is arranged to receive informa-
tion about a tool type from the tool identification sen-
sor (116).
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The system according to claim 3, wherein the tool
identification sensor (116) comprises a radio fre-
quency identification, RFID, sensor, and wherein the
tool comprises an RFID tag comprising information
about the tool type.

The system according to any of claims 1-4, wherein
the off-board controller is arranged to determine the
atleast one determined overlay (410, 420) by means
of image analysis of the camera images.

The system according to claim 5, wherein the off-
board controller is further arranged to provide over-
lay information related to identification of the tool and
tool dimensions in the camera images.

The system according to any of claims 1-6, wherein
the at least one determined overlay (410, 420) com-
prises a virtual shadow on the ground under the tool
for indicating the location of the tool.

The system according to any of claims 1-7, wherein
the at least one determined overlay (410, 420) com-
prises an indication of a distance above the ground
of the tool or a distance between the tool and a target
contact position (150).

The system according to claim 8, wherein the system
is arranged to determine the distance above the
ground or distance to the target contact position us-
ing at least one of LIDAR, radar, ultrasound sensor,
angle sensors, inertial measurement unit, or image
analysis based on stereo vision images.

The system according to claim 8 or 9, wherein the
indication of distance above ground or distance be-
tween tool and target contact position comprises a
colour indication or a texture indication.

The system according to any of claims 1-10, wherein
the at least one determined overlay (410, 420) com-
prises an interpolated path of travel in relation to a
current travel path.

The system according to any of claims 1-11, wherein
the off-board controller is further arranged to deter-
mine the location of the tool (111) in relation to sur-
roundings of the working machine (110) by deter-
mining the location of the tool (111) in relation to a
ground below the tool, to a ground adjacent to the
working machine 110, and/or to the working machine
110.

A method performed by an off-board controller (100)
for remote operation of a working machine (110)
comprising a tool (111), the method comprising the
steps of:
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14.

15.

receiving (201) sensor data and camera images
from an on-board controller (114) on the working
machine;

analysing (202) the sensor data to determine a
location of the tool (111) in relation to the sur-
roundings of the working machine (110);
determining (203) at least one overlay indicating
the location of the tool (111) in relation to the
surroundings of the working machine; and
commanding (204) display of the camera imag-
es together with the determined at least one de-
termined overlay (410, 420) on a display (11) in
a control station (5) for supporting the operator
in determining the location of the tool in relation
to the surroundings of the working machine.

The method according to claim 16, wherein the at
least one determined overlay (410, 420) comprises
at least one of a virtual shadow on the ground under
the tool for indicating the location of the tool, an over-
lay shape over the tool with a colour, where the colour
indicates a range to ground or range to a target con-
tact position, and a future direction of travel of the
working machine interpolated from current direction
of travel of the working machine.

The method according to claim 16 or 17, wherein the
at least one determined overlay (410, 420) compris-
es a virtual shadow on the ground, and wherein the
virtual shadow of the ground is displayed in a colour
indicating a range between the tool and ground.
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