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(54) DATABASE SEARCH QUERY ENHANCER

(57) An apparatus includes a memory [210] and a
hardware processor [208] that receives a query [212]
from a device [104]. The query [212] includes first search
parameters [214]. The processor also retrieves, from a
database [204] and based on the first search parameters,
a plurality of previously issued queries and applies a ma-
chine learning algorithm on the plurality of previously is-
sued queries to determine second search parameters
[218]. The processor [208] further adds the second

search parameters [218] to the query to form an en-
hanced query and communicates the enhanced query to
a plurality of response systems. The processor [208] then
receives, from the plurality of response systems, a plu-
rality of responses to the enhanced query, constructs,
based on the plurality of responses to the enhanced que-
ry, an enhanced response to the query, and communi-
cates the enhanced response to the device [104] for se-
lection of a response from the plurality of responses.
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Description

TECHNICAL FIELD

[0001] This disclosure relates generally to database
queries, and more specifically, to a tool that enhances
search queries.

BACKGROUND

[0002] Organizations often store large amounts of data
in databases. The amount of data maintained by a par-
ticular organization may be quite large. As the amount
of data grows, the resources and time needed to query
the data and to derive meaningful results from that data
also increase.

SUMMARY

[0003] Organizations often store large amounts of data
in databases. The amount of data maintained by a par-
ticular organization may be quite large. As the amount
of data grows, the resources and time needed to query
the data and to derive meaningful results from that data
also increase. Complicating matters further, in certain
contexts, a user initiating a search may send the search
through an intermediary, who then directs the search to
multiple entities. These entities then perform the search
and provide the results to the intermediary. The interme-
diary presents the combined results to the user, and the
user selects one or more of the results from the various
entities that are most meaningful and/or applicable to the
user. The amount of data that is queried and processed
in these types of searches (e.g., data at the intermediary
and the data at each searching entity) increases dramat-
ically over a traditional database query. Thus, these types
of searches expend a large amount of time and machine
resources. Additionally, when the entities do not perform
searches that produce meaningful or applicable results,
the user does not select those responses and, as a result,
the resources spent performing those searches (e.g.,
processor and network resources) are considered wast-
ed.
[0004] This disclosure contemplates a search query
enhancer at an intermediary that provides entities with
enhanced queries. The enhanced queries include infor-
mation that assists search entities to respond with more
meaningful and/or applicable results. To retrieve the in-
formation for the enhanced queries, the search query
enhancer may need to query the intermediary’s data-
base, which may contain a large dataset. The search
query tool uses a machine learning algorithm to examine
the data in the intermediary’s database to efficiently de-
termine information that would be meaningful and helpful
to a searching entity. The search query enhancer also
uses this information to process the responses from the
searching entities and to generate an enhanced re-
sponse that is more meaningful to the querying user. In

this manner, the search query tool reduces the likelihood
that a searching entity wastes processing and network
resources. Additionally, the search query tool reduces
the likelihood that the intermediary wastes processing
and network resources in querying its own databases to
provide enhanced queries. Furthermore, without using
this machine learning process, the intermediary would
not be able to determine meaningful information for the
search entities in time for the search entities to perform
their searches and to return responses to a user in a
reasonable amount of time. Thus, the search query en-
hancer provides a practical application in that it reduces
waste of processing and network resources and it im-
proves the meaningfulness and applicability of search
results in certain embodiments.
[0005] According to an embodiment, an apparatus in-
cludes a memory and a hardware processor communi-
catively coupled to the memory. The hardware processor
receives a query from a device. The query includes first
search parameters. The processor also retrieves, from
a database and based on the first search parameters, a
plurality of previously issued queries and applies a ma-
chine learning algorithm on the plurality of previously is-
sued queries to determine second search parameters.
The processor further adds the second search parame-
ters to the query to form an enhanced query and com-
municates the enhanced query to a plurality of response
systems. The processor then receives, from the plurality
of response systems, a plurality of responses to the en-
hanced query, constructs, based on the plurality of re-
sponses to the enhanced query, an enhanced response
to the query, and communicates the enhanced response
to the device for selection of a response from the plurality
of responses.
[0006] Similarly, the entities’ querying systems may be
enhanced to provide more meaningful responses to the
intermediary. For example, the querying systems may
be enhanced to properly interpret the enhanced queries
and to determine when additional resources should be
used to respond to the enhanced query. Thus, the en-
hanced query response systems provide a practical ap-
plication in that they reduce the amount of wasted
processing and network resources while providing more
meaningful information to an end user.
[0007] According to an embodiment, a query response
enhancer includes a memory and a hardware processor
communicatively coupled to the memory. The hardware
processor receives a query from a device. The query
includes first search parameters and second search pa-
rameters. The first search parameters are provided by a
user. The second search parameters are determined by
applying a machine learning algorithm on a plurality of
queries previously issued by the user. The processor de-
termines, based on the first and second search param-
eters, a response parameter and constructs a response
to the query. The response includes the response pa-
rameter. The processor then transmits the response to
the device to respond to the query.
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[0008] Certain embodiments provide one or more tech-
nical advantages. For example, an embodiment reduces
the amount of processor and network resources that are
wasted when querying databases using inadequate in-
formation. As another example, an embodiment reduces
the processor and network resources that are wasted
providing information that is not meaningful or applicable
to an end user. Certain embodiments may include none,
some, or all of the above technical advantages. One or
more other technical advantages may be readily appar-
ent to one skilled in the art form the figures, descriptions,
and claims included herein.

BRIEF DESCRIPTON OF THE DRAWINGS

[0009] For a more complete understanding of the
present disclosure, reference is now made to the follow-
ing description, taken in conjunction with the accompa-
nying drawings, in which:

FIGURE 1 illustrates an example system for query-
ing databases;
FIGURES 2A-2D illustrate an enhanced database
querying system;
FIGURES 3A-3B are flowcharts illustrating a proc-
ess of operating the enhanced database querying
system; and
FIGURES 4A-4C illustrate an embodiment of an en-
hanced database querying system.

DETAILED DESCRIPTION

[0010] Embodiments of the present disclosure and its
advantages may be understood by referring to FIGURES
1 through 4C of the drawings, like numerals being used
for like and corresponding parts of the various drawings.
[0011] Organizations often store large amounts of data
in databases. The amount of data maintained by a par-
ticular organization may be quite large. As the amount
of data grows, the resources and time needed to query
the data and to derive meaningful results from that data
also increase. Complicating matters further, in certain
contexts, a user initiating a search may send the search
through an intermediary, who then directs the search to
multiple entities. These entities then perform the search
and provide the results to the intermediary. The interme-
diary presents the results to the user, and the user selects
one or more of the results from the various entities that
are most meaningful and/or applicable to the user. The
amount of data that is queried and processed in these
types of searches (e.g., data at the intermediary and the
data at each searching entity) increases dramatically
over a traditional database query. Thus, these types of
searches expend a large amount of time and machine
resources. Additionally, when the entities do not perform
searches that produce meaningful or applicable results,
the user does not select those responses and, as a result,
the resources spent performing those searches (e.g.,

processor and network resources) are considered wast-
ed.
[0012] FIGURE 1 illustrates an example system 100
for querying databases. As seen in FIGURE 1, system
100 includes one or more devices 104 of a user 102, a
network 106, a query manager 108, one or more query
responders 110, and a database 112. Generally, user
102 uses devices 104 to initiate queries to query manager
108. Query manager 108 directs queries to one or more
query responders 110 and/or to database 112. Query
manager 108 then directs responses to the query back
to devices 104. In this manner, query manager 108 op-
erates as a search intermediary.
[0013] User 102 uses one or more devices 104 to in-
teract with other components of system 100. For exam-
ple, user 102 uses devices 104 to initiate queries and to
receive responses to those queries. When devices 104
receive one or more responses to the query, devices 104
may present the responses to user 102. User 102 may
then select one or more of the responses based on the
responses meaningfulness and/or applicability to the us-
er 102. The responses that are not selected are unused
or discarded by devices 104. System 100 includes any
number of users 102 and any number of devices 104.
[0014] Devices 104 include any appropriate device for
communicating with components of system 100 over net-
work 106. This disclosure contemplates device 104 being
any appropriate device for sending and receiving com-
munications over network 106. As examples, and not by
way of limitation, device 104 may be a computer, a laptop,
a wireless or cellular telephone, an electronic notebook,
a personal digital assistant, a tablet, a kiosk, or any other
device capable of receiving, processing, storing, and/or
communicating information with other components of
system 100. Device 104 may also include a user inter-
face, such as a display, a microphone, keypad, or other
appropriate terminal equipment usable by user 102. In
some embodiments, an application executed by device
104 may perform the functions described herein.
[0015] Network 106 allows communication between
and amongst the various components of system 100. For
example, user 102 may use devices 104 to communicate
over network 106. This disclosure contemplates network
106 being any suitable network operable to facilitate com-
munication between the components of system 100. Net-
work 106 may include any interconnecting system capa-
ble of transmitting audio, video, signals, data, messages,
or any combination of the preceding. Network 106 may
include all or a portion of a public switched telephone
network (PSTN), a public or private data network, a local
area network (LAN), a metropolitan area network (MAN),
a wide area network (WAN), a local, regional, or global
communication or computer network, such as the Inter-
net, a wireline or wireless network, an enterprise intranet,
or any other suitable communication link, including com-
binations thereof, operable to facilitate communication
between the components.
[0016] Query manager 108 operates as the search in-
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termediary in system 100. Generally, query manager 108
receives queries from devices 104 and directs responses
to that query to devices 104. Query manager 108 may
send queries to one or more query responders 110 or
directly to database 112. In response, the one or more
query responders 110 for the database 112 may com-
municate one or more responses to the query to query
manager 108. Query manger 108 may then organize the
responses and direct the responses back to devices 104.
[0017] Query responders 110 operate as the searching
entities in system 100. Generally, query responders 110
can provide responses to queries in one of two ways.
First, query responders 110 can receive queries directly
from query manager 108. Query responder 110 can then
initiate searches against a database 112 to produce a
response. Query responder 110 can then communicate
the response back to query manager 108. When query
manager 108 has received responses from the one or
more query responders 110, query manager 108 can or-
ganize those responses and communicate the respons-
es to devices 104. In this process, each query responder
110 may hold its own version of database 112. Each ver-
sion of database 112 may contain the data for a particular
query responder 110.
[0018] A second way that query responders 110 pro-
vide responses to a query is by updating database 112
with information from the query responder 110. For ex-
ample, database 112 may be a centralized database 112
that holds the information of each query responder 110.
Each query responder 110 is responsible for maintaining
its own information in database 110 and keeping that
information current. When query manager 108 receives
a query from devices 104, query manager 108 commu-
nicates that query directly to database 112. Database
112 may then communicate a response to query man-
ager 108. The response may be formed using information
from each query responder 110. Query manager 108 or-
ganizes the information in the response and communi-
cates the response back to devices 104.
[0019] The amount of data held in system 100 increas-
es as the number of query responders 110 increases
and/or as the information maintained by each query re-
sponder 110 increases. As a result, the amount of ma-
chine resources (e.g., processor and network resources)
and time expended to respond to a query also increases.
In other words, the larger the dataset, the more machine
resources and time is needed to execute a query against
the dataset. Additionally, the data may be agnostic for a
particular user 102. Thus, the responses formed by ex-
ecuting a query against that data may ultimately be mean-
ingless and inapplicable for a particular user 102. As a
result, the machine resources and time expended to ex-
ecute that query and form the response is ultimately wast-
ed because the user 102 is unlikely to select that re-
sponse.
[0020] This disclosure contemplates a search query
enhancer at an intermediary that provides search entities
with enhanced queries. The enhanced queries include

information that assists search entities to reduce system
resources and/or to respond with more meaningful and/or
applicable results. To retrieve the information for the en-
hanced queries, the search query enhancer may need
to query the intermediary’s database, which may contain
a large dataset. The search query tool uses a machine
learning algorithm to examine the data in the intermedi-
ary’s database to efficiently determine information that
would be meaningful and helpful to a searching entity.
The search query enhancer also uses this information to
process the responses from the searching entities and
to generate an enhanced response that is more mean-
ingful to the querying user. In this manner, the search
query tool reduces the likelihood that a searching entity
wastes machine resources. Additionally, the search que-
ry tool reduces the likelihood that the intermediary wastes
machine resources in querying its own databases to pro-
vide enhanced queries. Furthermore, without using this
machine learning process, the intermediary would not be
able to determine meaningful information for the search
entities in time for the search entities to perform their
searches and to return responses to a user in a reason-
able amount of time. Thus, the search query enhancer
provides a practical application in that it reduces waste
of processing and network resources and it improves the
meaningfulness and applicability of search results in cer-
tain embodiments.
[0021] Similarly, the search entities’ querying systems
may be enhanced to provide more meaningful responses
to the intermediary. For example, the querying systems
may be enhanced to properly interpret the enhanced que-
ries and to determine when additional resources should
be used to respond to the enhanced query. Thus, the
enhanced query response systems provide a practical
application in that they reduce the amount of wasted
processing and network resources while providing more
meaningful information to an end user. The enhanced
query system will be described in more detail using FIG-
URES 2A-2D, 3A-3B, and 4A-4C.
[0022] FIGURES 2A-2D illustrate an enhanced data-
base query system 200. As seen in FIGURE 2A, system
200 includes one or more devices 104, network 106, a
database 112, a search query enhancer 202, a database
204, and one or more query response enhancers 206.
Generally, system 200 reduces the waste of machine
resources (e.g., processor and network resources) relat-
ed to executing queries to form responses by enhancing
the queries and responses using information from previ-
ously issued queries, responses, and/or user selections.
Search query enhancer 202 may enhance queries and
responses by providing additional information based on
previously issued queries, responses, and/or user selec-
tions. Additionally, query response enhancers may en-
hance responses by modifying provided responses with
additional information. As a result, queries and respons-
es may be enhanced to increase the likelihood that user
102 selects one or more responses, thereby reducing
wasted processing and network resources used to form
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unselected responses.
[0023] The components of system 200 may be ar-
ranged in any suitable configuration. For example, one
or more components, such as search query enhancer
202 and query response enhancer(s) 206, may be hosted
on a single, physical server/computer that communicates
with other components of system 200 through network
106. As another example, the components of system 200
may be distributed in a cloud environment. Search query
enhancer 202 and/or query response enhancer(s) 206
may be hosted on separate, physical servers/computers
that communicate with each other and with other com-
ponents of system 200 through network 106. These sep-
arate servers/computers may be located in different ge-
ographic locations and/or sites.
[0024] Several of the components of system 200 op-
erate similarly as they did in system 100. For example,
devices 104 may be used by user 102 to form and com-
municate queries and to receive responses to those que-
ries. Network 106 may allow the various components of
system 200 to communicate with one another. Database
112 stores information from the query response enhanc-
ers 206. In certain embodiments, each query response
enhancer 206 may maintain its own version of database
112. In certain embodiments, database 112 may be a
centralized database and each query response enhancer
206 is responsible for maintaining its own information in
database 112.
[0025] Search query enhancer 202 operates as the
search intermediary in system 200. Generally, search
query enhancer 202 enhances queries and/or responses
in system 200 by adding information to the queries and/or
responses. Search query enhancer 202 may glean this
information by applying a machine learning algorithm to
data held and/or maintained by search query enhancer
202. As seen in FIGURE 2A, search query enhancer 202
holds data in database 204. For example, database 204
may hold information about previously issued queries,
previous responses, and previous selections. Because
the dataset in database 204 may be quite large, search
query enhancer 202 may be unable to glean information
from the dataset through traditional processes. For ex-
ample, without using this machine learning process,
search query enhancer 202 would not be able to deter-
mine meaningful information for the query response en-
hancers 206 in time for query response enhancers 206
to perform their searches and to return responses to user
102 in a reasonable amount of time. However, by apply-
ing a machine-learning algorithm against the dataset in
database 204, search query enhancer 202 may be able
to glean useful information from the data such that query
response enhancers 206 can use that information to form
responses. The information may then be used to en-
hance queries and/or responses to make them more
meaningful and applicable for user 102. The operation
of search query enhancer 202 will be described in more
detail using FIGURES 2B and 2D.
[0026] Query response enhancers 206 operate as the

search entities in system 200. Query response enhanc-
ers 206 may receive queries and provide responses to
those queries. In some embodiments, query response
enhancers may receive queries and execute those que-
ries against an internal database 112 to provide a re-
sponse to those queries. In some embodiments, query
response enhancers 206 may maintain information in a
central database 112. Search query enhancer 202 may
execute queries against database 112 to form respons-
es. The operation of query response enhancer 206 will
be described in more detail using FIGURE 2C.
[0027] FIGURE 2B illustrates search query enhancer
202 forming an enhanced query. As seen in FIGURE 2B,
search query enhancer 202 includes a processor 208
and a memory 210. Processor 208 and memory 210 may
be configured to perform any of the functions of search
query enhancer 202 described herein. In particular em-
bodiments, by forming the enhanced query, search query
enhancer 202 reduces the amount of processing and net-
work resources wasted when responding to queries ini-
tiated by user 102.
[0028] Processor 208 is any electronic circuitry, includ-
ing, but not limited to microprocessors, application spe-
cific integrated circuits (ASIC), application specific in-
struction set processor (ASIP), and/or state machines,
that communicatively couples to memory 210 and con-
trols the operation of search query enhancer 202. Proc-
essor 208 may be 8-bit, 16-bit, 32-bit, 64-bit or of any
other suitable architecture. Processor 208 may include
an arithmetic logic unit (ALU) for performing arithmetic
and logic operations, processor registers that supply op-
erands to the ALU and store the results of ALU opera-
tions, and a control unit that fetches instructions from
memory and executes them by directing the coordinated
operations of the ALU, registers and other components.
Processor 208 may include other hardware and software
that operates to control and process information. Proc-
essor 208 executes software stored on memory to per-
form any of the functions described herein. Processor
208 controls the operation and administration of search
query enhancer 202 by processing information received
from network 106, device(s) 104, and memory 210. Proc-
essor 208 may be a programmable logic device, a mi-
crocontroller, a microprocessor, any suitable processing
device, or any suitable combination of the preceding.
Processor 208 is not limited to a single processing device
and may encompass multiple processing devices.
[0029] Memory 210 may store, either permanently or
temporarily, data, operational software, or other informa-
tion for processor 208. Memory 210 may include any one
or a combination of volatile or non-volatile local or remote
devices suitable for storing information. For example,
memory 210 may include random access memory
(RAM), read only memory (ROM), magnetic storage de-
vices, optical storage devices, or any other suitable in-
formation storage device or a combination of these de-
vices. The software represents any suitable set of instruc-
tions, logic, or code embodied in a computer-readable
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storage medium. For example, the software may be em-
bodied in memory 210, a disk, or a flash drive. In particular
embodiments, the software may include an application
executable by processor 208 to perform one or more of
the functions described herein.
[0030] Search query enhancer 202 receives a query
212. Query 212 may be initiated by user 102 using one
or more devices 104. Query 212 includes search param-
eters 214. Search parameters 214 may limit the breadth
of query 212 and may reflect the desires of user 102 who
issued query 212. For example, search parameters 214
may include search terms or certain search fields. Search
parameters 214 may also identify user 102. User 102
may provide information through device 104 that forms
part or all of search parameters 214. Device 104 may
generate query 212 using parameters 214 provided by
user 102.
[0031] Search query enhancer 202 retrieves previous-
ly issued queries, previous responses, or previous se-
lections 216 from database 204. In certain embodiments,
search query enhancer 202 retrieves queries that were
previously issued by the user 102, who issued query 212,
responses previously communicated to user 102 in re-
sponse to query 212, or selections previously made by
user 102 from the communicated responses. Search
query enhancer 202 may then analyze previously issued
queries, previous responses, or previous selections 216
to glean information about user 102 that can be used to
form an enhanced query. In some embodiments, search
query enhancer 202 may also retrieve previously issued
queries, previous responses, or previous selections 216
of other users to glean information that may be useful in
providing a meaningful and applicable response to user
102. Because the amount of information in previously
issued queries, previous responses, or previous selec-
tions 216 may be large, search query enhancer 202 ap-
plies a machine learning algorithm on previously issued
queries, previous responses, or previous selections 216
to glean information that may be useful in forming the
enhanced query. For example, search query enhancer
202 may cluster the information in previously issued que-
ries, previous responses, or previous selections 216 and
then these clusters may be used to help glean useful
information. As explained previously, without applying a
machine learning process, search query enhancer 202
would not be able to determine meaningful information
from previously issued queries, previous responses, or
previous selections 216 in time for query response en-
hancers 206 to perform their searches and to return re-
sponses to user 102 in a reasonable amount of time.
However, by applying a machine-learning algorithm
against the previously issued queries, previous respons-
es, or previous selections 216, search query enhancer
202 may be able to glean useful information from the
data, such that query response enhancers 206 can use
that information to form responses.
[0032] In certain embodiments, by applying the ma-
chine learning algorithm to the previously issued queries,

previous responses, or previous selections 216, search
query enhancer 202 determines search parameters 218
that can be used to form the enhanced query. For exam-
ple, search parameters 218 may include one or more
preferences 220. Preferences 220 may be specific pref-
erences of user 102 that are determined based on pre-
viously issued queries, previous responses, or previous
selections 216 of the user 102 or other users 102. By
incorporating these preferences 220 into an enhanced
query, it becomes more likely that user 102 will select a
response generated by executing the enhanced query.
[0033] In certain embodiments, search parameters
218 may further include a likelihood 222. For example,
likelihood 222 may indicate a likelihood that user 102 will
select a response generated by a particular query re-
sponse enhancer 206. As another example, likelihood
222 may indicate a likelihood that query 212 was auto-
matically and programmatically generated (e.g., by an
artificial intelligence system) rather than by a human user
102. This disclosure contemplates likelihood 222 includ-
ing any number of indicated likelihoods. Likelihood 222
may be generated based on information about what re-
sponses were selected by user 102 for the previously
issued queries 216. Likelihood 222 may further be based
on the various preferences 220 that were gleaned from
the previously issued queries 216.
[0034] Search query enhancer 202 may compare like-
lihood 222 to a threshold 226 to determine what actions
should be taken to respond to query 212. For example,
search query enhancer 202 may compare likelihood 222
to threshold 226 to determine whether responses from a
particular query response enhancer 206 are sufficiently
likely to be selected by user 102. Search query enhancer
202 may provide one or more instructions 224, depend-
ing on the comparison of likelihood 222 to threshold 226.
For example, if the likelihood 222 of user 102 selecting
a response from a particular query response enhancer
206 does not exceed threshold 226, then search query
enhancer 202 may include instruction 224A in the en-
hanced query that instructs the query response enhancer
206 to not expend additional processing and/or network
resources in forming a response to the query. If likelihood
222 exceeds threshold 226 then search query enhancer
202 may include an instruction 224B in the enhanced
query that instructs the query response enhancer 206 to
expend additional processing and/or network resources
in generating a response to the enhanced query. In this
manner, search query enhancer 202 can instruct query
response enhancers 206 to perform less or additional
work in responding to an enhanced query based on the
likelihood 222 that that work may be wasted through an
unselected response.
[0035] As another example, search query enhancer
202 may compare likelihood 222 to threshold 226 to de-
termine whether it is likely that query 212 was automat-
ically and programmatically generated (e.g., by an artifi-
cial intelligence system) rather than by a human user
102. If is it likely that query 212 was generated by an AI
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system, then search query enhancer 202 may determine
that a human user 102 may not be selecting responses,
and thus, it may be more expedient to use instruction
224A to instruct a query response enhancer 206 to not
expend additional machine resources to create a re-
sponse that is tailored for user 102.
[0036] Search query enhancer 202 then forms en-
hanced query 228 using query 212, search parameters
214, search parameters 218, and instruction 224. Search
query enhancer 202 communicates enhanced query 228
to other components of system 200 (e.g., query response
enhancers 206 and/or database 112) and awaits re-
sponses.
[0037] In certain embodiments, search query enhanc-
er 202 is not provided the identity of user 102 or informa-
tion that would identify user 102. Instead, query 212 may
include information that identifies a category of users to
which user 102 belongs. For example, search query en-
hancer 202 may determine from query 212 that user 102
is a corporate or individual user, a frequent or infrequent
user, a business or leisure traveler, a domestic or inter-
national traveler, a daytime or evening traveler, etc.
Search query enhancer 202 may form enhanced query
228 using information about the category of users. For
example, search query enhancer 202 may retrieve pre-
vious queries 216 issued by the category of users rather
than previous queries issued solely by user 102. As an-
other example, search query enhancer 202 may retrieve
previous responses 216 communicated to the category
of users or previous selections 216 made by the category
of users. The retrieved information may then be used to
form enhanced query 228.
[0038] FIGURE 2C illustrates an example query re-
sponse enhancer 206 of system 200. As seen in FIGURE
2C, query response enhancer 206 includes a processor
230 and a memory 232. Processor 230 and memory 232
are configured to perform any of the functions of query
response enhancer 206 described herein. In certain em-
bodiments, query response enhancer 206 reduces the
waste of machine recourses (e.g., processor and network
resources) expended to execute queries against data-
base 112 by responding to enhanced queries 228 and
by updating responses to enhanced queries 228.
[0039] Processor 230 is any electronic circuitry, includ-
ing, but not limited to microprocessors, application spe-
cific integrated circuits (ASIC), application specific in-
struction set processor (ASIP), and/or state machines,
that communicatively couples to memory 232 and con-
trols the operation of query response enhancer 206.
Processor 230 may be 8-bit, 16-bit, 32-bit, 64-bit or of
any other suitable architecture. Processor 230 may in-
clude an arithmetic logic unit (ALU) for performing arith-
metic and logic operations, processor registers that sup-
ply operands to the ALU and store the results of ALU
operations, and a control unit that fetches instructions
from memory and executes them by directing the coor-
dinated operations of the ALU, registers and other com-
ponents. Processor 230 may include other hardware and

software that operates to control and process informa-
tion. Processor 230 executes software stored on memory
to perform any of the functions described herein. Proc-
essor 230 controls the operation and administration of
query response enhancer 206 by processing information
received from network 106, device(s) 104, and memory
232. Processor 230 may be a programmable logic de-
vice, a microcontroller, a microprocessor, any suitable
processing device, or any suitable combination of the
preceding. Processor 230 is not limited to a single
processing device and may encompass multiple
processing devices.
[0040] Memory 232 may store, either permanently or
temporarily, data, operational software, or other informa-
tion for processor 230. Memory 232 may include any one
or a combination of volatile or nonvolatile local or remote
devices suitable for storing information. For example,
memory 232 may include random access memory
(RAM), read only memory (ROM), magnetic storage de-
vices, optical storage devices, or any other suitable in-
formation storage device or a combination of these de-
vices. The software represents any suitable set of instruc-
tions, logic, or code embodied in a computer-readable
storage medium. For example, the software may be em-
bodied in memory 232, a disk, or a flash drive. In particular
embodiments, the software may include an application
executable by processor 230 to perform one or more of
the functions described herein.
[0041] Query response enhancer 206 receives en-
hanced query 228 from search query enhancer 202 in
certain embodiments. Query response enhancer 206
generally provides a response to enhanced query 228.
As seen in FIGURE 2C, enhanced query 228 may include
search parameters 214 that were provided by user 102,
search parameters 218 that were provided by search
query enhancer 202, instruction 224 that was provided
by search query enhancer 202, and likelihood 222 that
was provided by search query enhancer 202. As dis-
cussed previously, instruction 224 may instruct query re-
sponse enhancer 206 how to respond to enhance query
228 such as, for example, by querying database 112 or
by expending additional machine resources to consider
search parameters 218. As discussed above, likelihood
222 may reflect a likelihood that query 212 was automat-
ically and programmatically generated, for example, by
an artificial intelligence system rather than by user 102.
[0042] In certain embodiments, query response en-
hancer 206 generates response parameters 234 based
on search parameters 214 and search parameters 218.
Response parameters 234 may include information that
query response enhancer 206 will include in a response
236. Query response enhancer 206 may determine re-
sponse parameters 234 by querying database 112 using
search parameters 214 and/or search parameters 218.
For example, the tables in database 112 may indicate
that certain response parameters 234 should be included
in a response 236 when certain search parameters 214
and/or 218 are presented.
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[0043] Query response enhancer 206 generates a re-
sponse 236A to enhanced query 228. In certain embod-
iments, query response enhancer 206 generates re-
sponse 236A by executing enhanced query 228 directly
against database 112. For example, instruction 224 may
instruct query response enhancer 206 to save resources
by executing enhanced query 228 directly against data-
base 112 using only search parameters 214. Instruction
224 may have been determined because search query
enhancer 202 determined that a likelihood 222 of user
102 selecting response 236A from query response en-
hancer 206 falls below a threshold 226. Because it was
determined that user 102 is unlikely to select response
236A, instruction 224 may instruct query response en-
hancer 206 to save resources by executing enhanced
query 228 directly against database 112 using only
search parameters 214. When executing enhanced que-
ry 228 against database 112, query response enhancer
206 may query database 112 using search parameters
214 but not search parameters 218 to conserve resourc-
es.
[0044] In some embodiments, query response en-
hancer 206 may generate response 236A through a more
thorough analysis of search parameters 214 and/or
search parameters 218. For example, instruction 224
may instruct query response enhancer 206 to expend
additional resources to respond to enhanced query 228
because it was determined that the likelihood 222 of user
102 selecting response 236A from query response en-
hancer 206 exceeds threshold 226. In response, query
response enhancer 206 may consider search parame-
ters 214 and/or search parameters 218 in constructing
response 236A. In this manner, query response enhanc-
er 206 expends additional resources to consider param-
eters such as the preferences 220 of user 102 to con-
struct a response 236A that is more meaningful and ap-
plicable to user 102. As a result, query response enhanc-
er 206 uses machine resources efficiently to construct a
response 236A that is tailored for user 102 when it is
more likely that user 102 will select response 236A. When
user 102 is not likely to select response 236A, query re-
sponse enhancer 206 saves resources by querying da-
tabase 112 using only search parameters 214. In some
embodiments, query response enhancer 206 may query
database 112 using search parameters 214 and search
parameters 218 to form response 236A. In particular em-
bodiments, query response enhancer 206 may use a
separate artificial intelligence system or an administrator
to consider search parameters 214 and search parame-
ters 218 to form response 236A.
[0045] In some embodiments, likelihood 222 indicates
a likelihood that query 212 was automatically and pro-
grammatically generated (e.g., by an artificial intelligence
system). Likelihood 222 may have been determined by
search query enhancer 202. Query response enhancer
206 may determine whether that likelihood 222 exceeds
a threshold 238. If that likelihood 222 exceeds threshold
238, query response enhancer 206 may determine that

there is likely not a human user 102 differentiating
amongst the various responses 236. As a result, query
response enhancer 206 may generate response 236A
by directly querying database 112 using search param-
eters 214. In this manner, query response enhancer 206
saves machine resources by not tailoring response 236A
to any user 102 when there is likely not a human user
102 present to select amongst the responses 236.
[0046] In certain embodiments as described further be-
low, search query enhancer 202 may provide query re-
sponse enhancer 206 an opportunity to provide an iter-
ative response 236B. For examples, search query en-
hancer 202 may evaluate response 236A and determine
certain factors 242 that may impact a likelihood that a
user 102 will select response 236A. Search query en-
hancer 202 may communicate a message 240 indicating
factor 242 to query response enhancer 206. Query re-
sponse enhancer 206 may receive message 240 and
analyze factor 242 to determine response parameter
244. Response parameter 244 may be determined based
on factor 242. For example, query response enhancer
206 may change one or more response parameter 234
based on factor 242 to produce response parameter 244.
Query response enhancer 206 may then generate re-
sponse 236B using response parameter 244 to incorpo-
rate the change based on factor 242. Query response
enhancer 206 may then communicate response 236B to
search query enhancer 202 in response to message 240.
In this manner, query response enhancer 206 may re-
ceive feedback and provide responses 236 that are even
more likely to be selected by user 102.
[0047] Figure 2D illustrates search query enhancer
202 receiving and aggregating responses 236 from one
or more query response enhancers 206. As seen in Fig-
ure 2D, search query enhancer 202 receives one or more
responses 236 in response to communicating an en-
hanced query 228 to one or more query response en-
hancers 206. Each response 236 may have been re-
ceived from a different query response enhancer 206.
Search query enhancer 202 may then organize the re-
sponses 236 to form an enhanced response 248
[0048] Search query enhancer 202 may determine
likelihoods 246 that indicate the likelihood that user 102
will select a particular response 236. Search query en-
hancer 202 may determine likelihoods 246 by analyzing
the previously issued queries, previous responses, or
previous selections 216. Search query enhancer 202
may apply a machine learning algorithm to the previously
issued queries, previous responses, or previous selec-
tions 216 and then analyze the responses 236 using the
information gleaned by applying the machine learning
algorithm to determine likelihoods 246. Search query en-
hancer 202 may organize responses 236 in enhanced
response 248 based on the determined likelihoods 246.
For example search query enhancer 202 may rank re-
sponses 236 based on their determined likelihoods 246.
The response 236 with the highest likelihood 246 of being
selected by user 102 may be ranked first in enhanced
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response 248. Search query enhancer 202 may also re-
move certain responses 236 or keep certain responses
236 from being added to enhanced response 248 based
on likelihoods 246. If a response 236 is not likely to be
selected by user 102, search query enhancer 202 may
conserve machine resources by not adding response 236
to enhance response 248.
[0049] In certain embodiments search query enhancer
202 may determine response parameters 234 based on
responses 236 and or previously issued queries, previ-
ous responses, or previous selections 216. Certain pa-
rameters 234 may be provided by query response en-
hancers 206 in responses 236. Additionally, search query
enhancer 202 may apply a machine learning algorithm
to previously issued queries, previous responses, or pre-
vious selections 216 to determine certain response pa-
rameters 234. Search query enhancer 202 may add re-
sponse parameters 234 into enhanced response 248.
Response parameters 234 may indicate certain informa-
tion that affects the likelihood that a user 102 will select
a particular response 236.
[0050] In some embodiments, search query enhancer
202 may communicate a message 240 to certain query
response enhancers 206 that indicate changes that can
be made to a response 236 for that response 236 to be
selected by user 102. Message 240 may indicate a factor
242 or the change that will increase the likelihood that a
response 236 will be selected. Search query enhancer
202 communicates message 240 to query response en-
hancer 206 expecting that query response enhancer 206
will analyze the message 240 and provide an updated
response 236B. When search query enhancer 202 re-
ceives response 236B, search query enhancer 202 may
determine updated likelihood 246 for response 236B.
Search query enhancer 202 may then add 236B to en-
hance response 248 based on the determined likelihood
246 that a user 102 will select response 236B.
[0051] Search query enhancer 202 then communi-
cates enhanced response 248 to user 102 and/or devices
104. User 102 will then evaluate the various responses
236 in enhanced response 248 and select one or more
of the responses 236. Search query enhancer 202 may
track which responses 236 are selected by user 102.
Search query enhancer 202 may then add query 212 and
selected response 236 to database 204 to update the
information database 204. This updated information may
then be used to enhance subsequent queries and re-
sponses from user 102.
[0052] FIGURE 3A illustrates a method 300 of operat-
ing search query enhancer 202. In particular embodi-
ments, processor 208 of search query enhancer 202 per-
forms the various steps of method 300. By performing
method 300, machine resources (e.g., processor and
network resources) may be conserved in providing re-
sponses to database queries issued by a user 102.
[0053] Search query enhancer 202 begins by receiving
a query 212 from a device 104 in step 302. The query
may include search parameters 214 provided by user

102. In step 304, search query enhancer 202 retrieves
previously issued queries, previous responses, or previ-
ous selections 216 from a database 204. These queries,
responses, or selections 216 may have been previously
issued by user 102 (or a category of users to which user
102 belongs) and contain information about user 102 (of
the category of users) that will assist in preparing re-
sponses that are more likely to be selected by user 102.
Search query enhancer 202 applies a machine learning
algorithm to the previously issued queries, previous re-
sponses, or previous selections 216 to determine search
parameters 218 in step 306. The search parameters 218
may include information such as user preferences 220
and likelihoods 222 that allow for the creation of respons-
es that are more likely to be selected by user 102.
[0054] In step 308, search query enhancer 202 adds
the second search parameters 218 to the query 212 to
form an enhanced query 228. The enhanced query 228
contains information that will assist other components of
system 200 to provide responses that are more likely to
be selected by user 102. Search query enhancer 202
then transmits the enhanced query 228 to multiple re-
sponse systems such as, for example, query response
enhancers 206, in step 310.
[0055] Search query enhancer 202 receives respons-
es 236 from the response systems in step 312. These
responses 236 may take into account first search param-
eters 214 and second search parameters 218. Search
query enhancer 202 then constructs an enhanced re-
sponse 248 in step 314. Enhanced response 248 may
include a ranking of the responses 236, based on their
likelihoods 246 of being selected by user 102. In step
316, search query enhancer 202 communicates the en-
hanced response 248 to the device 104. User 102 may
analyze the responses 236 and enhanced response 248
and select one or more of these responses 236.
[0056] FIGURE 3B illustrates a method 318 of operat-
ing a query response enhancer 206. Generally, proces-
sor 230 of query response enhancer 206 performs the
steps of method 318. In particular embodiments, by per-
forming method 318, query response enhancer 206 con-
serves processing and network resources in providing a
response 236 that is more likely to be selected by a user
102.
[0057] Query response enhancer 206 begins by re-
ceiving a query 228 from a device such as search query
enhancer 202 in step 320. The query 228 may be an
enhanced query that includes parameters 214 and pa-
rameters 218. The query 228 may also include an in-
struction 224 and a likelihood 222. Query response en-
hancer 206 may analyze this information to provide a
response 236. In step 322, query response enhancer 206
determines a response parameter 234 based on first pa-
rameters 214 and second parameters 218. Response
parameters may indicate information that will make a re-
sponse more likely to be selected by user 102. In step
324, query response enhancer 206 constructs a re-
sponse 236 that includes the response parameter 234.
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Query response enhancer 206 then transmits the re-
sponse 236 to the search query enhancer 202 in step
326.
[0058] Modifications, additions, or omissions may be
made to methods 300 and 318 depicted in FIGURES 3A
and 3B. Methods 300 and 318 may include more, fewer,
or other steps. For example, steps may be performed in
parallel or in any suitable order. While discussed as
search query enhancer 202 and query response enhanc-
er 206 (or components thereof) performing the steps, any
suitable component of system 200 may perform one or
more steps of the methods.
[0059] FIGURES 4A-4C illustrate search query en-
hancer 202 and query response enhancer 206 operating
in a particular context to clarify the operation described
in FIGURES 2A-2D. Although FIGURES 4A-4C show
search query enhancer 202 and query response enhanc-
er 206 operating in the context of an airline flight search,
it is understood that search query enhancer 202 and que-
ry response enhancer 206 may operate in any appropri-
ate context.
[0060] FIGURE 4A illustrates search query enhancer
202 receiving a flight search 402 and generating an en-
hanced flight search 406. Search query enhancer 202
receives a flight search 402 from a user 102. Flight search
402 may include parameters 214 provided by user 102
such as, for example, the name of user 102, an origin
and destination for the flight, and travel dates. Search
query enhancer 202 then retrieves previous flight search-
es, previous responses, or previous selections 404 from
database 204. Previous flight searches, previous re-
sponses, or previous selections 404 may include flight
searches that were previously issued by user 102 (or a
category of users to which user 102 belongs, such as
business traveler or leisure traveler, domestic traveler or
international traveler, daytime traveler or evening trave-
ler, etc.) and flight searches that were previously issued
by other users. Previous flight searches, previous re-
sponses, or previous selections 404 may include certain
preferences 220 of user 102 (or the category of users)
such as, for example, whether user 102 (or the category
of users) wants Wi-Fi access on the flight, whether user
102 (or the category of users) wants alcohol available on
the flight, and/or whether user 102 (or the category of
users) prefers a window seat on the flight. Search query
enhancer 202 may glean these preferences (along with
other information) by applying a machine learning algo-
rithm on previous flight searches, previous responses,
or previous selections 404 to learn what user 102 (or the
category of users) is likely to prefer in a flight.
[0061] Previous flight searches, previous responses,
or previous selections 404 may also indicate a likelihood
222 of user 102 selecting a flight from a particular query
response enhancer 206 of a particular airline. Based on
that likelihood, search query enhancer 202 may provide
particular instructions 224 for enhanced flight search 406.
For example, instruction 224A may instruct a particular
query response enhancer 206 to not expend additional

machine resources in responding to enhanced flight
search 406. Instruction 224B may instruct a query re-
sponse enhancer 206 to expend additional resources re-
sponding to enhanced flight search 406 because user
102 has a likely chance of selecting a response from that
particular query response enhancer 206. Search query
enhancer 202 may communicate enhanced flight search
406 to one or more systems, which may include one or
more query response enhancers 206. Each query re-
sponse enhancer 206 may belong to a different airline.
Each airline may desire to respond to enhanced flight
search 406 by providing different flight offers back to user
102 for selection.
[0062] FIGURE 4B illustrates query response enhanc-
er 206 operating in the airline context. As seen in FIGURE
4B, query response enhancer 206 receives a flight
search, such as enhanced flight search 406 from search
query enhancer 202. Enhanced flight search 406 in-
cludes parameters 214 such as the name of the user 102
and/or the origin and the destination of the flight. En-
hanced flight search 406 also includes preferences 220
of user 102 such as, for example, a preference for Wi-Fi
access and a window seat. These preferences 220 may
have been determined by search query enhancer 202 by
applying a machine learning algorithm on previous flight
searches, previous responses, or previous selections
404. Enhanced flight search 406 also includes instruction
224 and likelihood 222 that can be used to evaluate how
query response enhancer 206 should generate a re-
sponse.
[0063] Based on parameters 214, query response en-
hancer 206 may generate additional parameters 234,
such as a price of the flight and a commission to be paid
for the flight. Query response enhancer 206 may include
these parameters 234 and a flight offer 408A. In certain
embodiments, query response enhancer 206 may gen-
erate parameters 234 and/or flight offer 408A by directly
querying database 112. Query response enhancer 206
may be instructed by instruction 224 to directly query
database 112 using parameters 214. In some embodi-
ments, query response enhancer 206 may determine that
database 112 should be directly queried using parame-
ters 214, because likelihood 222 indicates that it was
likely the case that flight search 402 was automatically
and programmatically generated. Such as, for example,
by an artificial intelligence system. By directly querying
database 112 using parameters 214 and not preferences
220, query response enhancer 206 conserves resources
in generating a flight offer 408A that may not be likely to
be selected by a user 102. In some instances, query re-
sponse enhancer 206 generates flight offer 408A by ex-
pending additional machine resources to analyze pref-
erences 220 in additional to parameters 214. Query re-
sponse enhancer 206 may generate a more targeted
flight offer 408A by considering first parameters 214 and
preferences 220. In some embodiments, query response
enhancer 206 may determine that first parameters 214
and preferences 220 should be considered in generating
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flight offer 408A based on instruction 224. For example,
instruction 224 may indicate that the user 102 is likely to
select a response 408A from query response enhancer
206 thus, it may be more efficient for query response
enhancer 206 to expend additional resources to generate
a flight offer 408A that is likely to be selected by the user
102.
[0064] Query response enhancer 206 may communi-
cate flight offer 408A back to the flight search origin, such
as search query enhancer 202, for arrangement and/or
selection by user 102. In some embodiments, after com-
municating flight offer 408A to search query enhancer
202, query response enhancer 206 may receive a mes-
sage 240 from search query enhancer 202. Message 240
may indicate a factor such as price that will affect whether
user 102 is likely to select flight offer 408A. In response
to receiving message 240, query response enhancer 206
may update the price to produce an updated price 244.
Query response enhancer 206 may then generate an
updated flight offer 408B and communicate the updated
flight offer 408B to search query enhancer 202. In this
manner, query response enhancer 206 may generate
iterative flight offers 408 based on subsequent informa-
tion provided by search query enhancer 202.
[0065] FIGURE 4C illustrates search query enhancer
202 generating an enhanced flight offer. As seen in FIG-
URE 4C, search query enhancer 202 receives multiple
flight offers 408 from airlines. Search query enhancer
determines likelihoods 246 that the user 102 will select
flight offers 408. Search query enhancer 202 may deter-
mine the likelihoods 246 from previous flight searches,
previous responses, or previous selections 404. In some
embodiments, search query enhancer 202 may also de-
termine prices 234 for one or more flight offers 408 based
on previous flight searches, previous responses, or pre-
vious selections 404. Search query enhancer 202 then
arranges one or more offers 408 into an enhanced offer
410. In some embodiments, search query enhancer 202
may rank offers 408 in enhanced offer 410 based on the
likelihoods 246 that a particular offer 408 will be selected
by user 102. In some embodiments, search query en-
hancer 202 may communicate a message 240 to query
response enhancer 206 to indicate if an offer 408 is more
likely to be accepted by user 102 if a factor such as price
234 is changed. In response, search query enhancer 202
receives an updated offer 408B from query response en-
hancer 206. Search query enhancer 202 may determine
an updated likelihood 246 for offer 408B based on pre-
vious flight searches 404. Search query enhancer 202
may then add offer 408B to enhanced offer 410.
[0066] After search query enhancer 202 communi-
cates enhanced offer 410 to devices 104 for selection by
user 102, search query enhancer 202 may determine
which offers 408 were selected by user 102. In response,
search query enhancer 202 may add flight search 402
and the selected offer 408 to database 204 so that this
information may be used to analyze and evaluate sub-
sequent flight searches 402.

[0067] As an example, search query enhancer 202
may receive several flight offers 408 from multiple air-
lines. Each flight offer 408 may respond to flight search
402 issued by user 102. The flight offers 408 may include
commission and pricing information 234 available for the
sale of the product being offered. Search query enhancer
202 may compare the received offers 408 to each other
and transmit to user 102 (or to an agency representing
user 102) the offers 408 along with comparative informa-
tion about the pricing and commissions 234 available for
the sale of the products being offered. For example,
search query enhancer 202 may rank the offers 408 for
a user 102 based on the pricing information 234 provided
by the airlines (e.g., cheapest offers 408 are presented
first). As another example, search query enhancer 202
may rank the offers 408 for an agency based on the com-
mission information 234 provided by the airlines (e.g.,
offers 408 with the highest commissions are presented
first). Search query enhancer 202 may eliminate certain
offers 408 from being included in enhanced offer 410
based on the pricing and commission information 234.
For example, search query enhancer 202 may exclude
an offer 408 from enhanced offer 410 if the price on the
offer 408 is too expensive. As another example, search
query enhancer 202 may exclude an offer 408 from en-
hanced offer 410 if the commission on the offer 408 is
too low. In this manner, search query enhancer 202 may
rank offers 408 based on the intended recipient/audience
of offers 408.
[0068] Although the present disclosure includes sev-
eral embodiments, a myriad of changes, variations, al-
terations, transformations, and modifications may be
suggested to one skilled in the art, and it is intended that
the present disclosure encompass such changes, varia-
tions, alterations, transformations, and modifications as
falling within the scope of the appended claims.

FURTHER STATEMENTS OF INVENTION

[0069]

1. A search query enhancer comprising:

a memory; and
a hardware processor communicatively coupled
to the memory, the hardware processor config-
ured to:

receive a query from a device, the query
comprising first search parameters;
retrieve, from a database and based on the
first search parameters, at least one of a
plurality of previously issued queries, a plu-
rality of responses generated for the plural-
ity of previously issued queries, and a plu-
rality of selections made from the plurality
of responses;
apply a machine learning algorithm on the
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at least one of the plurality of previously is-
sued queries, the plurality of responses,
and the plurality of selections to determine
second search parameters;
use the second search parameters to mod-
ify the query to form an enhanced query;
communicate the enhanced query to a plu-
rality of response systems;
receive, from the plurality of response sys-
tems, a plurality of responses to the en-
hanced query;
construct, based on the plurality of respons-
es to the enhanced query, an enhanced re-
sponse to the query, the enhanced re-
sponse comprising the plurality of respons-
es to the enhanced query; and
communicate the enhanced response to the
device for selection of a response from the
plurality of responses to the enhanced que-
ry.

2. The search query enhancer of 1, wherein the proc-
essor is further configured to:

determine that the query was initiated by a user,
the plurality of previously issued queries re-
trieved from the database comprise a plurality
of queries previously issued by the user, the plu-
rality of responses generated for the plurality of
previously issued queries comprises a plurality
of responses communicated to the user, or the
plurality of selections made from the plurality of
responses comprises a plurality of selections
made by the user; and
determine, based on at least one of the plurality
of queries previously issued by the user, the plu-
rality of responses communicated to the user,
and the plurality of selections made by the user
and by applying the machine learning algorithm,
a preference of the user, the second search pa-
rameters comprise the preference.

3. The search query enhancer of 1, wherein the proc-
essor is further configured to:

determine that the query was initiated by a user,
the plurality of previously issued queries re-
trieved from the database comprise a plurality
of queries previously issued by the user, the plu-
rality of responses generated for the plurality of
previously issued queries comprises a plurality
of responses communicated to the user, or the
plurality of selections made from the plurality of
responses comprises a plurality of selections
made by the user; and
for each response of the plurality of responses
to the enhanced query, determine, based on the
plurality of queries previously issued by the user,

the plurality of responses communicated to the
user, or the plurality of selections made by the
user, a likelihood that the user will select that
response, wherein constructing the enhanced
response comprises adding, to the enhanced re-
sponse, a response of the plurality of responses
to the enhanced query based on the determined
likelihood that the user will select the response
of the plurality of responses to the enhanced
query.

4. The search query enhancer of 1, wherein the proc-
essor is further configured to:

determine that the query was initiated by a cat-
egory of user, the plurality of previously issued
queries retrieved from the database comprise a
plurality of queries previously issued by the cat-
egory of user, the plurality of responses gener-
ated for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the category of user, or the plurality of se-
lections made from the plurality of responses
comprises a plurality of selections made by the
category of user; and
determine, based on at least one of the plurality
of queries previously issued by the category us-
er, the plurality of responses communicated to
the category of user, and the plurality of selec-
tions made by the category of user and by ap-
plying the machine learning algorithm, a prefer-
ence of the category of user, the second search
parameters comprise the preference.

5. The search query enhancer of 1, wherein:

determining the second search parameters
comprises determining a likelihood that a re-
sponse from a first response system of the plu-
rality of response systems will be selected; and
forming the enhanced query comprises:

if the likelihood is below a threshold, adding
an instruction that the first response system
form the response by querying a database
of responses using the first search param-
eters; and
if the likelihood is above the threshold, add-
ing an instruction that the first response sys-
tem form the response using the second
search parameters.

6. The search query enhancer of 5, wherein the first
response system is configured to:

receive the enhanced query;
if the determined likelihood is below the thresh-
old, construct the response by adding to the re-
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sponse a result of querying the database of re-
sponses using the first search parameters; and
if the determined likelihood is above the thresh-
old, construct the response by adding to the re-
sponse a result of evaluating the second search
parameters.

7. The search query enhancer of 1, the hardware
processor further configured to:

after receiving the plurality of responses, com-
municate, to a first response system of the plu-
rality of response systems, a message indicat-
ing a factor that affects a likelihood that a re-
sponse of the plurality of responses will be se-
lected, the response of the plurality of responses
is received from the first response system; and
receive, from the first response system, a sec-
ond response based on the message, the sec-
ond response incorporates a change based on
the indicated factor, wherein the enhanced re-
sponse is constructed further based on the sec-
ond response from the first response system.

8. The search query enhancer of 1, wherein:

determining the second search parameters
comprises determining a likelihood that the que-
ry was automatically and programmatically gen-
erated; and
the enhanced query comprises the determined
likelihood.

9. The search query enhancer of 1, the hardware
processor further configured to, for each response
of the plurality of responses, determine a likelihood
that that response will be selected, wherein the en-
hanced response comprises a ranking of each re-
sponse of the plurality of responses based on the
determined likelihoods.
10. The search query enhancer of 1, the hardware
processor further configured to:

retrieve, from the database and based on the
plurality of responses, a plurality of previously
selected responses; and
apply a machine learning algorithm on the plu-
rality of previously selected responses to deter-
mine a response parameter for each response
of the plurality of responses, wherein the en-
hanced response comprises the response pa-
rameter for each response of the plurality of re-
sponses.

11. The search query enhancer of 1, the hardware
processor further configured to:

add the query to the database;

determine that a first response of the plurality of
response was selected; and add the first re-
sponse to the database.

12. A method comprising:

receiving, by a hardware processor, a query
from a device, the query comprising first search
parameters;
retrieving, by the processor, from a database
and based on the first search parameters, at
least one of a plurality of previously issued que-
ries, a plurality of responses generated for the
plurality of previously issued queries, and a plu-
rality of selections made from the plurality of re-
sponses;
applying, by the processor, a machine learning
algorithm on at least one of the plurality of pre-
viously issued queries, the plurality of respons-
es, and the plurality of selections to determine
second search parameters;
using, by the processor, the second search pa-
rameters to modify the query to form an en-
hanced query;
communicating, by the processor, the enhanced
query to a plurality of response systems;
receiving, from the plurality of response sys-
tems, a plurality of responses to the enhanced
query;
constructing, by the processor, based on the plu-
rality of responses to the enhanced query, an
enhanced response to the query, the enhanced
response comprising the plurality of responses
to the enhanced query; and
communicating the enhanced response to the
device for selection of a response from the plu-
rality of responses to the enhanced query.

13. The method of 12, further comprising:

determining, by the processor, that the query
was initiated by a user, the plurality of previously
issued queries retrieved from the database com-
prise a plurality of queries previously issued by
the user, the plurality of responses generated
for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the user, or the plurality of selections made
from the plurality of responses comprises a plu-
rality of selections made by the user; and
determining, by the processor, based on at least
one of the plurality of queries previously issued
by the user, the plurality of responses commu-
nicated to the user, and the plurality of selections
made by the user and by applying the machine
learning algorithm, a preference of the user, the
second search parameters comprise the prefer-
ence.
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14. The method of 12, further comprising:

determining, by the processor, that the query
was initiated by a user, the plurality of previously
issued queries retrieved from the database com-
prise a plurality of queries previously issued by
the user, the plurality of responses generated
for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the user, or the plurality of selections made
from the plurality of responses comprises a plu-
rality of selections made by the user; and
for each response of the plurality of responses
to the enhanced query, determine, by the proc-
essor, based on the plurality of queries previ-
ously issued by the user, the plurality of respons-
es communicated to the user, or the plurality of
selections made by the user, a likelihood that
the user will select that response, wherein con-
structing the enhanced response comprises
adding, to the enhanced response, a response
of the plurality of responses to the enhanced
query based on the determined likelihood that
the user will select the response of the plurality
of responses to the enhanced query.

15. The method of 12, wherein:
determining the second search parameters compris-
es determining a likelihood that a response from a
first response system of the plurality of response sys-
tems will be selected; and
forming the enhanced query comprises:

if the likelihood is below a threshold, adding an
instruction that the first response system form
the response by querying a database of re-
sponses using the first search parameters; and
if the likelihood is above the threshold, adding
an instruction that the first response system form
the response using the second search parame-
ters.

16. The method of 12, further comprising:

after receiving the plurality of responses, com-
municating, to a first response system of the plu-
rality of response systems, a message indicat-
ing a factor that affects a likelihood that a re-
sponse of the plurality of responses will be se-
lected, the response of the plurality of responses
is received from the first response system; and
receiving, from the first response system, a sec-
ond response based on the message, the sec-
ond response incorporates a change based on
the indicated factor, wherein the enhanced re-
sponse is constructed further based on the sec-
ond response from the first response system.

17. A query response enhancer comprising:

a memory; and
a hardware processor communicatively coupled
to the memory, the hardware processor config-
ured to:
receive a query from a device, the query com-
prising first search parameters and second
search parameters, the first search parameters
provided by a user, the second search param-
eters determined by applying a machine learn-
ing algorithm on a plurality of queries previously
issued by the user;
determine, based on the first and second search
parameters, a response parameter;
construct a response to the query, the response
comprising the response parameter; and trans-
mit the response to the device to respond to the
query.

18. The query response enhancer of 17, wherein the
hardware processor is further configured to:

after transmitting the response to the device, re-
ceive, a message indicating a factor that affects
a likelihood that the response will be selected;
change the response parameter based on the
indicated factor;
construct a second response comprising the in-
dicated factor; and transmit the second re-
sponse to the device.

19. The query response enhancer of 17, wherein the
hardware processor is further configured to:

determine whether the query comprises a first
instruction to construct the response by query-
ing a database of responses using the first
search parameters or a second instruction to
construct the response using the second search
parameters;
in response to a determination that the query
comprises the first instruction:

query the database of responses using the
first search parameters to receive a result;
and
construct the response using the results,
the first instruction provided in response to
a determination that a likelihood that the re-
sponse will be selected is below a threshold;
and

in response to a determination that the query
comprises the second instruction, construct the
response using the second search parameters,
the second instruction provided in response to
a determination that the likelihood that the re-
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sponse will be selected is above the threshold.

20. The query response enhancer of 17, wherein the
hardware processor is further configured to:

determine that the query comprises a likelihood
that the query was automatically and program-
matically generated;
determine that the likelihood exceeds a thresh-
old; and
in response to determining that the likelihood
exceeds the threshold, query the database of
responses using the first search parameters to
receive a result; and
construct the response using the results.

Claims

1. A search query enhancer comprising:

a memory; and
a hardware processor communicatively coupled
to the memory, the hardware processor config-
ured to:

receive a query from a device, the query
comprising first search parameters;
retrieve, from a database and based on the
first search parameters, at least one of a
plurality of previously issued queries, a plu-
rality of responses generated for the plural-
ity of previously issued queries, and a plu-
rality of selections made from the plurality
of responses;
apply a machine learning algorithm on the
at least one of the plurality of previously is-
sued queries, the plurality of responses,
and the plurality of selections to determine
second search parameters;
use the second search parameters to mod-
ify the query to form an enhanced query;
communicate the enhanced query to a plu-
rality of response systems;
receive, from the plurality of response sys-
tems, a plurality of responses to the en-
hanced query;
construct, based on the plurality of respons-
es to the enhanced query, an enhanced re-
sponse to the query, the enhanced re-
sponse comprising the plurality of respons-
es to the enhanced query; and

communicate the enhanced response to the device
for selection of a response from the plurality of re-
sponses to the enhanced query.

2. The search query enhancer of claim 1, wherein the

processor is further configured to:

determine that the query was initiated by a user,
the plurality of previously issued queries re-
trieved from the database comprise a plurality
of queries previously issued by the user, the plu-
rality of responses generated for the plurality of
previously issued queries comprises a plurality
of responses communicated to the user, or the
plurality of selections made from the plurality of
responses comprises a plurality of selections
made by the user; and
determine, based on at least one of the plurality
of queries previously issued by the user, the plu-
rality of responses communicated to the user,
and the plurality of selections made by the user
and by applying the machine learning algorithm,
a preference of the user, the second search pa-
rameters comprise the preference.

3. The search query enhancer of claim 1 or claim 2,
wherein the processor is further configured to:

determine that the query was initiated by a user,
the plurality of previously issued queries re-
trieved from the database comprise a plurality
of queries previously issued by the user, the plu-
rality of responses generated for the plurality of
previously issued queries comprises a plurality
of responses communicated to the user, or the
plurality of selections made from the plurality of
responses comprises a plurality of selections
made by the user; and
for each response of the plurality of responses
to the enhanced query, determine, based on the
plurality of queries previously issued by the user,
the plurality of responses communicated to the
user, or the plurality of selections made by the
user, a likelihood that the user will select that
response, wherein constructing the enhanced
response comprises adding, to the enhanced re-
sponse, a response of the plurality of responses
to the enhanced query based on the determined
likelihood that the user will select the response
of the plurality of responses to the enhanced
query.

4. The search query enhancer of any preceding claim,
wherein the processor is further configured to:

determine that the query was initiated by a cat-
egory of user, the plurality of previously issued
queries retrieved from the database comprise a
plurality of queries previously issued by the cat-
egory of user, the plurality of responses gener-
ated for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the category of user, or the plurality of se-
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lections made from the plurality of responses
comprises a plurality of selections made by the
category of user; and
determine, based on at least one of the plurality
of queries previously issued by the category us-
er, the plurality of responses communicated to
the category of user, and the plurality of selec-
tions made by the category of user and by ap-
plying the machine learning algorithm, a prefer-
ence of the category of user, the second search
parameters comprise the preference.

5. The search query enhancer of any preceding claim,
wherein:

determining the second search parameters
comprises determining a likelihood that a re-
sponse from a first response system of the plu-
rality of response systems will be selected; and
forming the enhanced query comprises:

if the likelihood is below a threshold, adding
an instruction that the first response system
form the response by querying a database
of responses using the first search param-
eters; and
if the likelihood is above the threshold, add-
ing an instruction that the first response sys-
tem form the response using the second
search parameters, and optionally, wherein
the first response system is configured to:

receive the enhanced query;

if the determined likelihood is below the thresh-
old, construct the response by adding to the re-
sponse a result of querying the database of re-
sponses using the first search parameters; and
if the determined likelihood is above the thresh-
old, construct the response by adding to the re-
sponse a result of evaluating the second search
parameters.

6. The search query enhancer of any preceding claim,
the hardware processor further configured to:

after receiving the plurality of responses, com-
municate, to a first response system of the plu-
rality of response systems, a message indicat-
ing a factor that affects a likelihood that a re-
sponse of the plurality of responses will be se-
lected, the response of the plurality of responses
is received from the first response system; and
receive, from the first response system, a sec-
ond response based on the message, the sec-
ond response incorporates a change based on
the indicated factor, wherein the enhanced re-
sponse is constructed further based on the sec-

ond response from the first response system.

7. The search query enhancer of any preceding claim,
wherein:

determining the second search parameters
comprises determining a likelihood that the que-
ry was automatically and programmatically gen-
erated; and
the enhanced query comprises the determined
likelihood.

8. The search query enhancer of any preceding claim,
the hardware processor further configured to, for
each response of the plurality of responses, deter-
mine a likelihood that that response will be selected,
wherein the enhanced response comprises a rank-
ing of each response of the plurality of responses
based on the determined likelihoods, and/or wherein
the hardware processor is further configured to:

retrieve, from the database and based on the
plurality of responses, a plurality of previously
selected responses; and
apply a machine learning algorithm on the plu-
rality of previously selected responses to deter-
mine a response parameter for each response
of the plurality of responses, wherein the en-
hanced response comprises the response pa-
rameter for each response of the plurality of re-
sponses, and/or wherein the hardware proces-
sor further configured to:

add the query to the database;
determine that a first response of the plu-
rality of response was selected; and
add the first response to the database.

9. A method comprising:

receiving, by a hardware processor, a query
from a device, the query comprising first search
parameters;
retrieving, by the processor, from a database
and based on the first search parameters, at
least one of a plurality of previously issued que-
ries, a plurality of responses generated for the
plurality of previously issued queries, and a plu-
rality of selections made from the plurality of re-
sponses;
applying, by the processor, a machine learning
algorithm on at least one of the plurality of pre-
viously issued queries, the plurality of respons-
es, and the plurality of selections to determine
second search parameters;
using, by the processor, the second search pa-
rameters to modify the query to form an en-
hanced query;
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communicating, by the processor, the enhanced
query to a plurality of response systems;
receiving, from the plurality of response sys-
tems, a plurality of responses to the enhanced
query;
constructing, by the processor, based on the plu-
rality of responses to the enhanced query, an
enhanced response to the query, the enhanced
response comprising the plurality of responses
to the enhanced query; and
communicating the enhanced response to the
device for selection of a response from the plu-
rality of responses to the enhanced query.

10. The method of claim 9, further comprising:

determining, by the processor, that the query
was initiated by a user, the plurality of previously
issued queries retrieved from the database com-
prise a plurality of queries previously issued by
the user, the plurality of responses generated
for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the user, or the plurality of selections made
from the plurality of responses comprises a plu-
rality of selections made by the user; and
determining, by the processor, based on at least
one of the plurality of queries previously issued
by the user, the plurality of responses commu-
nicated to the user, and the plurality of selections
made by the user and by applying the machine
learning algorithm, a preference of the user, the
second search parameters comprise the prefer-
ence.

11. The method of claim 9 or claim 10, further compris-
ing:

determining, by the processor, that the query
was initiated by a user, the plurality of previously
issued queries retrieved from the database com-
prise a plurality of queries previously issued by
the user, the plurality of responses generated
for the plurality of previously issued queries
comprises a plurality of responses communicat-
ed to the user, or the plurality of selections made
from the plurality of responses comprises a plu-
rality of selections made by the user; and
for each response of the plurality of responses
to the enhanced query, determine, by the proc-
essor, based on the plurality of queries previ-
ously issued by the user, the plurality of respons-
es communicated to the user, or the plurality of
selections made by the user, a likelihood that
the user will select that response, wherein con-
structing the enhanced response comprises
adding, to the enhanced response, a response
of the plurality of responses to the enhanced

query based on the determined likelihood that
the user will select the response of the plurality
of responses to the enhanced query.

12. The method of any of claims 9 to 11, wherein:

determining the second search parameters
comprises determining a likelihood that a re-
sponse from a first response system of the plu-
rality of response systems will be selected; and
forming the enhanced query comprises:

if the likelihood is below a threshold, adding
an instruction that the first response system
form the response by querying a database
of responses using the first search param-
eters; and
if the likelihood is above the threshold, add-
ing an instruction that the first response sys-
tem form the response using the second
search parameters, and/or wherein the
method further comprises:

after receiving the plurality of respons-
es, communicating, to a first response
system of the plurality of response sys-
tems, a message indicating a factor that
affects a likelihood that a response of
the plurality of responses will be select-
ed, the response of the plurality of re-
sponses is received from the first re-
sponse system; and
receiving, from the first response sys-
tem, a second response based on the
message, the second response incor-
porates a change based on the indicat-
ed factor, wherein the enhanced re-
sponse is constructed further based on
the second response from the first re-
sponse system.

13. A computer-readable medium comprising instruc-
tions which, when executed by one or more comput-
ers, cause the one or more computers to carry out
the method of any of claims 9 to 12.

14. A query response enhancer comprising:

a memory; and
a hardware processor communicatively coupled
to the memory, the hardware processor config-
ured to:

receive a query from a device, the query
comprising first search parameters and sec-
ond search parameters, the first search pa-
rameters provided by a user, the second
search parameters determined by applying
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a machine learning algorithm on a plurality
of queries previously issued by the user;
determine, based on the first and second
search parameters, a response parameter;
construct a response to the query, the re-
sponse comprising the response parame-
ter; and
transmit the response to the device to re-
spond to the query.

15. The query response enhancer of Claim 14, wherein
the hardware processor is further configured to:

after transmitting the response to the device, re-
ceive, a message indicating a factor that affects
a likelihood that the response will be selected;
change the response parameter based on the
indicated factor;
construct a second response comprising the in-
dicated factor; and
transmit the second response to the device,
and/or, wherein the hardware processor is fur-
ther configured to:
determine whether the query comprises a first
instruction to construct the response by query-
ing a database of responses using the first
search parameters or a second instruction to
construct the response using the second search
parameters;
in response to a determination that the query
comprises the first instruction:

query the database of responses using the
first search parameters to receive a result;
and
construct the response using the results,
the first instruction provided in response to
a determination that a likelihood that the re-
sponse will be selected is below a threshold;
and in response to a determination that the
query comprises the second instruction,
construct the response using the second
search parameters, the second instruction
provided in response to a determination that
the likelihood that the response will be se-
lected is above the threshold, and/or,
wherein the hardware processor is further
configured to:

determine that the query comprises a
likelihood that the query was automat-
ically and programmatically generated;
determine that the likelihood exceeds
a threshold; and
in response to determining that the like-
lihood exceeds the threshold, query the
database of responses using the first
search parameters to receive a result;

and
construct the response using the re-
sults.
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