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Description
Field
[0001] This specification relates to training in neural

networks, for example to training a student neural net-
work based on a teacher neural network and unlabelled
training data.

Background

[0002] Aknown strategy for seekingtoimprove the per-
formance of a low-capacity neural network is to use
teacher-student training in which a high capacity network
(the "teacher") helps the low capacity network (the "stu-
dent") to learn a task. Although developments have been
made, there remains a need for further developments in
this field.

Summary

[0003] In afirst aspect, this specification describes an
apparatus comprising means for performing: obtaining
(e.g. receiving) a first training dataset, wherein the first
training dataset comprises a plurality of first image and
pose data pairs; obtaining (e.g. receiving or generating)
a first generated dataset, wherein the first generated da-
taset comprises a plurality of first image and estimated
pose data pairs, wherein estimated pose data of the first
image and estimated pose data pairs are generated, from
a set of images (e.g. unlabelled images), by a first neural
network trained using the first training dataset; obtaining
(e.g. receiving or generating) a second generated data-
set, wherein the second generated dataset comprises a
plurality of second image and estimated pose data pairs,
wherein estimated pose data of the second image and
estimated pose data pairs are generated, from the set of
images (e.g. unlabelled images), by a second neural net-
work trained using the first training dataset; generating
a generated training dataset from the first and second
generated datasets, wherein the generated training da-
taset comprises image and estimated pose data pairs
selected from said first generated dataset; and training
a third neural network based on a combination of some
or all of the first training dataset and the generated train-
ing dataset. The pose data may comprise head pose data
comprising one or more of roll, yaw and pitch data.

[0004] The said selection may be based on a normal-
ised histogram distribution of average differences be-
tween estimated pose data of the first and second gen-
erated datasets for respective images such that more
selections are made at pose data levels having higher
average differences than pose data levels having lower
average differences. The histogram distribution may be
based on quantised estimated pose data of the first gen-
erated training dataset, such that said estimated pose
data has a plurality of quantised pose data ranges. The
apparatus may further comprise means configured to
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perform: determining a number of selected image and
estimated pose data pairs for each quantised pose data
range such that more selections are made at quantised
pose data ranges having higher average differences than
quantised pose data ranges having lower average differ-
ences. The apparatus may comprise means configured
to perform random or pseudo-random selection of said
samples from within a quantised pose data range.
[0005] The first neural network may be a relatively high
capacity neural network (e.g. a "teacher") and the second
and third neural networks are relatively low capacity neu-
ral networks (e.g. "students").

[0006] Some example embodiments further comprise
means configured to perform: generating the first gener-
ated dataset by applying image data of said images to
the first neural network. Alternatively, or in addition, some
example embodiments may comprise generating the
second generated dataset by applying image data of said
images to the second neural network.

[0007] The apparatus may be configured to perform:
training the first neural network using said first training
dataset.

[0008] The apparatus may be configured to perform:
training the second neural network using said first training
dataset.

[0009] The said means may comprise: at least one
processor; and at least one memory including computer
program code, the atleast one memory and the computer
program configured, with the at least one processor, to
cause the performance of the apparatus.

[0010] Inasecond aspect, this specification describes
a method comprising: obtaining a first training dataset,
wherein the first training dataset comprises a plurality of
first image and pose data pairs; obtaining a first gener-
ated dataset, wherein the first generated dataset com-
prises a plurality of first image and estimated pose data
pairs, wherein estimated pose data of the firstimage and
estimated pose data pairs are generated, from a set of
images, by a first neural network trained using the first
training dataset; obtaining a second generated dataset,
wherein the second generated dataset comprises a plu-
rality of second image and estimated pose data pairs,
wherein estimated pose data of the second image and
estimated pose data pairs are generated, from the set of
images, by a second neural network trained using the
first training dataset; generating a generated training da-
taset from the first and second generated datasets,
wherein the generated training dataset comprises image
and estimated pose data pairs selected from said first
generated dataset; and training a third neural network
based on a combination of some or all of the first training
dataset and the generated training dataset. The pose
data may comprise head pose data comprising one or
more of roll, yaw and pitch data

[0011] The selection may be based on a normalised
histogram distribution of average differences between
estimated pose data of the first and second generated
datasets for respective images such that more selections
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are made at pose data levels having higher average dif-
ferences than pose data levels having lower average dif-
ferences. The histogram distribution may be based on
quantised pose data of the first generated dataset. The
method may further comprise determining a number of
selected image and estimated pose data pairs for each
quantised pose data range such that more selections are
made at quantised pose data ranges having higher av-
erage differences than quantised pose data ranges hav-
ing lower average differences.

[0012] The method may further comprise performing
random or pseudo-random selection of said samples
from within a quantised pose data range.

[0013] Thefirst neural network may be arelatively high
capacity neural network (e.g. a "teacher") and the second
and third neural networks are relatively low capacity neu-
ral networks (e.g. "students").

[0014] The method may comprise generating the first
generated dataset by applying image data of said images
to the first neural network and/or generating the second
generated dataset by applying image data of said images
to the second neural network.

[0015] In a third aspect, this specification describes a
user device comprising a neural network trained using
the method as described with reference to the second
aspect.

[0016] In a fourth aspect, this specification describes
computer-readable instructions which, when executed
by computing apparatus, cause the computing apparatus
to perform (at least) any method as described with ref-
erence to the second aspect.

[0017] In a fifth aspect, this specification describes a
computer-readable medium (such as a non-transitory
computer-readable medium) comprising program in-
structions stored thereon for performing (at least) any
method as described with reference to the second as-
pect.

[0018] Inasixth aspect, this specification describes an
apparatus comprising: at least one processor; and at
least one memory including computer program code
which, when executed by the at least one processor,
causes the apparatus to perform (at least) any method
as described with reference to the second aspect.
[0019] Inaseventhaspect, this specification describes
a computer program comprising instructions for causing
an apparatus to perform at least the following: obtaining
a first training dataset, wherein the first training dataset
comprises a plurality of first image and pose data pairs;
obtaining a first generated dataset, wherein the first gen-
erated dataset comprises a plurality of first image and
estimated pose data pairs, wherein estimated pose data
of the first image and estimated pose data pairs are gen-
erated, from a set of images, by a first neural network
trained using the first training dataset; obtaining a second
generated dataset, wherein the second generated data-
set comprises a plurality of second image and estimated
pose data pairs, wherein estimated pose data of the sec-
ond image and estimated pose data pairs are generated,
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from the set of images, by a second neural network
trained using the first training dataset; generating a gen-
erated training dataset from the first and second gener-
ated datasets, wherein the generated training dataset
comprises image and estimated pose data pairs selected
from said first generated dataset; and training a third neu-
ral network based on a combination of some or all of the
first training dataset and the generated training dataset.
[0020] Inan eighth aspect, this specification describes
an apparatus comprising means (such as an input) for
obtaining (e.g. receiving) a first training dataset, wherein
the first training dataset comprises a plurality of first im-
age and pose data pairs; means (such as a first data
generation module) for obtaining (e.g. receiving or gen-
erating) a first generated dataset, wherein the first gen-
erated dataset comprises a plurality of first image and
estimated pose data pairs, wherein estimated pose data
of the firstimage and estimated pose data pairs are gen-
erated, from a set ofimages (e.g. unlabelled images), by
a first neural network trained using the first training da-
taset; means (such as a second data generation module)
for obtaining (e.g. receiving or generating) a second gen-
erated dataset, wherein the second generated dataset
comprises a plurality of second image and estimated
pose data pairs, wherein estimated pose data of the sec-
ond image and estimated pose data pairs are generated,
from the set of images (e.g. unlabelled images), by a
second neural network trained using the first training da-
taset; means (such as a data processing module) for gen-
erating a generated training dataset from the first and
second generated datasets, wherein the generated train-
ing dataset comprises image and estimated pose data
pairs selected from said first generated dataset; and
means (such as a training module) for training a third
neural network based on a combination of some or all of
the first training dataset and the generated training da-
taset.

[0021] In the ninth aspect, this specification describes
an apparatus comprising means for receiving a teacher-
student model generated dataset, wherein in the gener-
ated dataset s labelled data; receiving a second dataset,
wherein in the second dataset is labelled data; training
aneural network stored in the apparatus with the teacher-
student model generated dataset and the second data-
set; receiving sensor data, wherein the sensor data is
unlabelled data; using the trained neural network to in-
ference the sensor data to determine one or more related
inference results, and executing the determined one or
more related inference results in the apparatus and/or
transmitting the one or more results to some other device.
[0022] In the tenth aspect, this specification describes
an apparatus comprising means for determining or gen-
erating a teacher-student model dataset from a teacher
network generated dataset and a student network gen-
erated dataset, wherein the teacher network generated
dataset and the student network generated dataset are
labelled data; receiving a second dataset, wherein in the
second dataset is labelled data; training a neural network
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stored in the apparatus with the determined teacher-stu-
dent model dataset and the second dataset; using the
trained neural network to inference the sensor data to
determine one or more related inference results; and ex-
ecuting the determined one or more related inference
results in the apparatus and/or transmitting the one or
more results to some other device.

Brief description of the drawings

[0023] Example embodiments will now be described,
by way of non-limiting examples, with reference to the
following schematic drawings:

FIG. 1 is a block diagram of a system in accordance
with an example embodiment;

FIGS. 2 and 3 show neural network modules in ac-
cordance with example embodiments;

FIG. 4 is a flow chart showing an algorithm in ac-
cordance with an example embodiment;

FIG. 5 is a block diagram of a system in accordance
with an example embodiment;

FIGS. 6 and 7 are flow charts showing algorithms in
accordance with example embodiments;

FIGS. 8 and 9 are histogram plots in accordance with
example embodiments;

FIG. 10 shows plots demonstrating the performance
of implementations of example embodiments;

FIG. 11is ablock diagram of components of a system
in accordance with an example embodiment;

FIGS. 12A and 12B show tangible media, respec-
tively a removable non-volatile memory unit and a
company disc (CD) storing computer-readable code
which when run by a computer perform operations
according to example embodiment; and

FIG. 13 is a block diagram of a system in accordance
with an example embodiment.

Detailed description

[0024] The scope of protection sought for various ex-
ample embodiments of the invention is set out by the
independent claims. The embodiments and features, if
any, described in the specification that do not fall under
the scope of the independent claims are to be interpreted
as examples useful for understanding various embodi-
ments of the invention.

[0025] In the description and drawings, like reference
numerals refer to like elements throughout.

[0026] A neural network (NN) is a computation graph
consisting of several layers of computation. Each layer
consists of one or more units, where each unit performs
an elementary computation. A unit is connected to one
or more other units, and the connection may be associ-
ated with a weight. The weight may be used for scaling
the signal passing through the associated connection.
Weights are learnable parameters, i.e., values which can
be learned from training data. There may be other learn-
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able parameters, such as those of batch-normalization
layers.

[0027] Two widely used architectures for neural net-
works are feed-forward and recurrent architectures.
Feed-forward neural networks are such that there is no
feedback loop: each layer takes input from one or more
preceding layers and provides its output as the input for
one or more of the subsequent layers. Also, units inside
a certain layer take input from units in one or more pre-
cedinglayers, and provide output to one or more following
layers.

[0028] Initial layers (those close to the input data) may
extract semantically low-level features such as edges
and textures in images, and intermediate and final layers
may extract more high-level features. After the feature
extraction layers, there may be one or more layers per-
forming a certain task, such as classification, semantic
segmentation, object detection, de-noising, style trans-
fer, super-resolution, etc. In recurrent neural networks,
there is a feedback loop, so that the network becomes
stateful, i.e., it is able to memorize information or a state.
[0029] Neural networks are being utilized in an ever-
increasing number of applications for many different
types of device, such as mobile phones. Examples in-
clude image and video analysis and processing, social
media data analysis, device usage data analysis, etc.
[0030] An important property of neural networks (and
other machine learning tools) is that they are able to learn
properties from input data, either in supervised or unsu-
pervised ways. Such learning is a result of a training al-
gorithm, or of a meta-level neural network providing the
training signal.

[0031] In general, a training algorithm consists of
changing some properties of the neural network so that
its output is as close as possible to a desired output. For
example, in the case of classification of objects inimages,
the output of the neural network can be used to derive a
class or category index, which indicates the class or cat-
egory that the object in the inputimage belongs to. Train-
ing usually occurs by minimizing or decreasing an error
of an output, also referred to as the loss. Examples of
losses are mean squared error, cross-entropy, etc. Train-
ing may be an iterative process, where at each iteration
the algorithm modifies the weights of the neural network
to make a gradual improvement of the network’s output,
i.e., to gradually decrease the loss.

[0032] In this specification, the terms "model", "neural
network", "neural net" and "network" generally used in-
terchangeably, and also the weights of neural networks
are sometimes referred to as learnable parameters or
simply as parameters.

[0033] Training a neural network is an optimization
process, but the final goal is different from the typical goal
of optimization. In optimization, the goal is often to min-
imize a function. In machine learning, the goal of the op-
timization or training process is to make the model learn
the properties of the data distribution from a limited train-
ing dataset. In other words, the goal is to learn to use a
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limited training dataset in order to learn to generalize to
previously unseen data (i.e., data which was not used
for training the model). This is usually referred to as gen-
eralization. In practice, data is usually split into at least
two sets: a training set and a validation set. The training
set may be used for training the network, i.e., to modify
its learnable parameters in order to minimize the loss.
The validation set may be used for checking the perform-
ance of the network on data which was not used to min-
imize the loss, as an indication of the final performance
of the model. In particular, the errors on the training set
and on the validation set may be monitored during the
training process to understand the following:

e Ifthe network is learning at all (in this case, the train-
ing set error should decrease, otherwise the model
is in the regime of underfitting).

* Ifthe network is learning to generalize (in this case,
also the validation set error needs to decrease and
to be not too much higher than the training set error).

[0034] If the training set error is low, but the validation
set error is much higher than the training set error, or it
does not decrease, or it even increases, the model is in
the regime of overfitting. Such a model may perform well
on the training set of data, but may perform poorly on a
set not used for tuning its parameters.

[0035] FIG. 1isa block diagram of a system, indicated
generally by the reference numeral 10, in accordance
with an example embodiment. The system 10 comprises
an input image 12, a face detection module 13, a face
crop module 14, a head pose estimation module 15 and
an output 16.

[0036] The input image 12 may be, for example, an
RGB image, infra-red (IR) image or some similar input
image. The output 16 provides roll, yaw and pitch data
(e.g. in the form of a list of floating point values).

[0037] The face detection module 13, which may be
implemented using a neural network, such as a deep
neural network (DNN), detects faces in input images by
using a face detection algorithm. On the basis of the de-
tected face, the face crop module 14 crops the original
input image data 12 to provide face regions to the head
pose estimation module 15.

[0038] The head-pose estimation module 15, which
module may also be implemented using a neural net-
work, such as a deep neural network (DNN), estimates
the roll, yaw and pitch of the head in the input image,
thereby providing the output 16.

[0039] The system 10 may be used to provide uncon-
strained head pose estimations using embedded and/or
mobile devices. A general bottleneck of running neural
networks on the mobile and/or embedded devices is that
such algorithms, e.g. in the modules 13, 14 and/or 15,
typically have high computation burden, such as high
need for processor power and/or memory resources, and
hence latency.

[0040] Using neural networks with high capacity in this
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task yields high accuracy. However, to overcome the
computation burden (for example when seeking to im-
plement such algorithms using embedded devices or mo-
bile phones), a low-capacity neural network may be used
(where capacity may refer to the number of weights, con-
nections between neurons, and/or layers in the neural
network and/or the number of computational operations
that are needed during inference, such as FLOPs (float-
ing pointoperations per second)). However, low-capacity
networks may have lower performance (e.g. in terms of
accuracy and/or generalization capabilities) than high-
capacity networks, when trained in the normal way, i.e.,
when trained independently on a certain training dataset.
[0041] One strategy for seeking to improve the per-
formance of a low-capacity neural network is to use a
teacher-student training methodology, where a high ca-
pacity network (the "teacher"), e.g. in terms of accuracy
and/or generalization capabilities, helps the low capacity
network (the "student"), e.g. in terms of accuracy and/or
generalization capabilities, to learn the task. After the
teacher-student training, the student network is used as
a replacement to the teacher network.

[0042] The high-capacity (teacher) network is as-
sumed to be more robust and generalizable to new and
unseen data than the low-capacity (student) network.
[0043] Dataimbalance is a condition in annotated da-
tasets where one or more subsets of the one or more
classes have high occurrences of one or more features
compared to the rest of the classes, i.e., the distribution
of datais notuniform. Inthe case of head pose estimation,
one or more datasets may contain fewer data samples
for extreme head poses (e.g., when the head is rotated
alottowards the left or right-hand sides or when the head
moves up to down to a significant degree). The use of
unbalanced data in classical teacher-student training can
result in student models that perform worse for those
head poses for which training data was in comparison
with other head poses for which training data was more
abundant.

[0044] FIG. 2 shows a neural network module, indicat-
ed generally by the reference numeral 20, in accordance
with an example embodiment. The neural network 20,
such as a deep neural network, is a relatively high-ca-
pacity neural network.

[0045] FIG. 3 shows a neural network module, indicat-
ed generally by the reference numeral 30, in accordance
with an example embodiment. The neural network 30,
such as a deep neural network, is a relatively low-capac-
ity neural network.

[0046] The neural networks 20 and 30 may be used
as teacher and student networks respectively in a stu-
dent-teacher methodology.

[0047] The neural networks 20 and 30 are both trained
used a labelled dataset R (referred to herein as a first
training dataset) that consists of images (such as input
images 12) and corresponding ground-truth poses (such
as desired outputs 16). Thus, the first training dataset R
can be expressed as: {image : pose}. The pose may be
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expressed as a list of three floating point values repre-
senting angles in the three axes (yaw, pitch, roll). As dis-
cussed herein, annotated pose datasets (such as the da-
taset R) can be unbalanced, as they may have data con-
centrated in and around a mean pose or a center pose
(which may be expressed as [0,0,0]) such that, at ex-
tremes, less annotated data, e.g. for other poses, may
be available for training purposes.

[0048] As shown in FIG. 2, the first neural network 20
receives a set of images F. The set of images F is a set
of unlabelled images (F: {image}); thus for each image
in this dataset, we do not have a ground-truth pose. By
providing the images F at the input of the neural network
20, the network 20 can derive pose information for one
or more or each image of this dataset from the output of
the teacher neural network 20 to generate a first gener-
ated dataset F_T.

[0049] Similarly, by providing the set of the images F
at the input of the neural network 30, we can derive pose
information for one or more or each image of this dataset
from the output of the student neural network 30 to gen-
erate a second generated dataset F_S.

[0050] The higher capacity (teacher) neural network
20 in general works better than the lower capacity (stu-
dent) neural network 30. Hence, the pose information of
the firstgenerated datasetF_T (pose_t)is generally more
accurate than the pose information of the second gener-
ated dataset F_S (pose_s).

[0051] FIG. 4 is a flow chart showing an algorithm, in-
dicated generally by the reference numeral 40, in accord-
ance with an example embodiment.

[0052] The algorithm 40 starts at first training phase
operation 41. In the first training phase 41, the relatively
high capacity neural network 20 is trained using a labelled
dataset R.

[0053] The (unlabelled) set of images F are applied to
the trained neural network 20 in a first data generation
phase 42. The first data generation phase generates la-
bels for the dataset F sequentially as pose_t. The output
of the first data generation phase 42 is the first generated
dataset F_T : {image: pose_t}. As discussed further be-
low, due to the high quality of the teacher neural network,
the dataset F_T can be used as a labelled dataset (in a
similar manner to the first training dataset R) and can
therefore be used for training purposes.

[0054] In asecond training phase 43, the relatively low
capacity neural network 30 is trained using the labelled
dataset R.

[0055] The (unlabelled) set of images F is applied to
the trained neural network 30 in a second data generation
phase 44. The second data generation phase generates
labels for the dataset F sequentially as pose_s. The out-
put of the second data generation phase 44 is the second
generated dataset F_S : {image : pose_s}. As indicated
above, the pose information of the second generated da-
taset F_S is generally of lower accuracy that the pose
information of the first generated dataset F_T.

[0056] In a data processing operation 45, the first and
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second generated datasets F_T and F_S are processed
and stored as a generated training dataset F_G. As dis-
cussed further below, the generated training datasetF_G
is selected to attempt to address biases in the dataset R
and/or the images F.

[0057] Finally, in operation 46, a relatively low capacity
(i.e. student) neural network S_Y is trained in a third train-
ing phase. As discussed further below, the third training
phase trains the relatively low capacity (i.e. student) neu-
ral network using a combination of the first training data-
sets R and the generated training dataset F_G.

[0058] It should be noted that the algorithm 40 is pro-
vided by way of example. For example, at least some of
the operations of the algorithm 40 may be combined or
may be provided in a different order.

[0059] FIG. 5 is ablock diagram of a system, indicated
generally by the reference numeral 50, in accordance
with an example embodiment. The system 50 may be
used to implement the algorithm 40 described above.
[0060] The system 50 comprises a first training phase
module 51, a first data generation module 52, a second
training phase module 53, a second data generation
module 54, a data processing module 55 and a third train-
ing phase module 56 that may be used to implement the
operations 41 to 46 of the algorithm 50 described above
respectively.

[0061] The first training phase module 51 receives the
labelled dataset R (the first training dataset) and trains a
first (relatively high capacity) neural network, such as a
first deep neural network (labelled 20a in FIG. 5 for clar-
ity).

[0062] The first data generation module 52 receives
the set of images F and generates the first generated
dataset F_T using the neural network trained by the mod-
ule 51 (that neural network being labelled 20b in FIG. 5
for clarity). Thus, the first data generation module 52 gen-
erates the firstgenerated dataset F_T by applying image
data of the set of images F to the first neural network 20.
[0063] The second training phase module 53 receives
the labelled datasetR (the first training dataset) and trains
a second (relatively low capacity) neural network, such
as a second deep neural network (labelled 30a in FIG. 5
for clarity). Optionally, the second training phase module
may train a low capacity neural network (similar to the
neural network 30 described above) based on a combi-
nation of the first training dataset and the first generated
dataset.

[0064] The second data generation module 54 re-
ceives the set of images F and generates the second
generated dataset F_S using the neural network trained
by the module 53 (that neural network being labelled 30b
in FIG. 5 for clarity). Thus, the second data generation
module 54 generates the second generated dataset by
applying image data of the first training dataset F to the
second neural network 30b.

[0065] The data processing module 55 receives the
first generated dataset F_T and the second generated
dataset F_S and generates the generated training data-
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set F_G. The generated training dataset F_G comprises
image and estimated pose data pairs selected from said
firstgenerated dataset F_T. As discussed in detail below,
the selection may be based on a normalised histogram
distribution of average differences between estimated
pose data of the first and second generated datasets for
respective images such that more selections are made
at pose data levels having higher average differences
than pose data levels having lower average differences.
[0066] The third training phase module 56 trains a third
(relatively low capacity) neural network 57a (S_Y), such
as a third deep neural network, based on a combination
of some or all of the first training dataset R and some or
all of the generated training dataset F_G, resulting a
trained network 57b (S_Y) as discussed further below.
[0067] FIG. 6 is a flow chart showing an algorithm, in-
dicated generally by the reference numeral 60, in accord-
ance with an example embodiment. The algorithm 60
may be implemented by the data processing module 55
and the third training phase mode 56 and may, in some
example embodiments, be implemented at a user device
(such as a mobile communication device). In some alter-
native embodiments, the neural network trained by the
algorithm 60 may be provided for use by a user device
(such as a mobile communication device).

[0068] The algorithm 60 starts at operation 62, where
the first training dataset R is obtained (e.g. received).
Then, at operation 64, the first generated dataset F_T
andthe second generated datasetF_S are obtained (e.g.
received).

[0069] Atoperation 66, the data processing module 55
generates the generated training dataset (F_G) from the
first and second generated datasets (F_T and F_S re-
spectively) obtained in the operation 64.

[0070] At operation 68, the third neural network 57ais
trained based on a combination of some or all of the first
training dataset (R) (obtained in the operation 62) and
the generated training dataset (F_G) (generated in the
operation 66) resulting a trained network 57b.

[0071] FIG. 7 is a flow chart showing an algorithm, in-
dicated generally by the reference numeral 70, in accord-
ance with an example embodiment. The algorithm 70
shows an example algorithm for generating the generat-
ed training dataset F_G (and may be implemented by
the data processing module 55 described above).
[0072] The algorithm 70 starts at operation 72, where
pose error estimates are generated for one or more or
all of the images of the set of images F. For each image,
the pose error is the difference between the pose output
for that image of the dataset F_T (pose_t - which is as-
sumed to be correct) and the respective pose output of
the dataset F_S (pose_s - which is assumed to include
errors). In other words, the pose error is the difference
between the poses as determined by the teacher and
student networks that are provided to the data processing
module 55.

[0073] At operation 74, an error distribution is deter-
mined (e.g. as a histogram). The distribution considers
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how the errors are distributed based on pose data values.
[0074] FIG. 8 is a histogram plot, indicated generally
by the reference numeral 80, in accordance with an ex-
ample embodiment. The plot 80 shows pose data (e.g.
yaw in this example) and normalised error. The plot 80
is therefore an example of the error distribution deter-
mined in the operation 74 described above. Note that the
error is larger when yaw is close to zero; this is to be
expected since, at noted above, more samples are taken
with the yaw close to zero than at the extremes (e.g. yaw
close to +90 degrees or close to -90 degrees). The plot
80 may be normalised (e.g. sized such that the data
points sum to 1).

[0075] The histogram 80 is based on quantised pose
data (specifically yaw data) of the first generated dataset
F_T.

[0076] Atoperation 76 ofthe algorithm 70, an averaged
error distribution is generated. For example, the histo-
gram 80 may be modified such that an average error per
sample is plotted.

[0077] FIG. 9 is a histogram plot, indicated generally
by the reference numeral 90, in accordance with an ex-
ample embodiment. The plot 90 shows pose data (yaw
in this example) and averaged error distribution. The plot
90 is therefore an example of the averaged error distri-
bution generated in the operation 76 described above.
Note that the averaged error is larger when the yaw is at
the extremes; again this is to be expected since the
trained modelis likely to be less effective atthe extremes,
where there are fewer data points available for training.
[0078] The histogram 90 is based on quantised pose
data (specifically yaw data) of the first generated dataset
F_T.

[0079] At operation 78 of the algorithm 70, samples
are selected from the first generated dataset F_T for use
in training a neural network in the third training phase 46
described above.

[0080] The samples are selected in the operation 78
based on a normalised histogram distribution of average
differences generated in the operation 76 (e.g. as shown
in the histogram plot 90). For example, the number of
samples selected within any particular quantised pose
level may be dependent on the averaged error distribu-
tion such that more samples are taken where the aver-
aged error is higher. This enables more training samples
to be provided where their average error rate is higher.
This tends to result in more training samples being pro-
vided at extreme poses of the set of images F.

[0081] Once the number of samples to be selected
within a particular quantised pose data range is deter-
mine, the actual selection of the samples within that quan-
tised pose data range may be performed randomly or
pseudo-randomly.

[0082] By way of example, the histogram plot 80 may
be generated as set out below.

[0083] We create a dictionary (look-up table) F_G:
{QP : (poseErr_g, [img_ids])}, where:
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* QPisthe quantized pose (yaw only in this example);

e Foreveryimage "f"inthe firstgenerated dataset F_T
we have a pose_t, and we compare it with the value
pose_s for the same image "f" in F_S, and store the
absolute difference in poseErr_f (which represents
the error done by S); and

* imd_ids identifies the image for which the pose error
data relates.

[0084] Thedictionary has 181 keys, one for each quan-
tized-degree, thus corresponding to 181 yaw degrees.
That is, the range of yaw is [-90 degrees, 90 degrees].
This dictionary is used to map from a certain quantized
degree to the corresponding error poseErr_g done by
the student neural network S and to the list of images
[img_ids] in set of images F from which the yaw was
estimated.

[0085] For the sake of simplicity, we consider only yaw
here. However, the procedure is similarly extended to
the other pose-axes "pitch" and "roll".

[0086] The key QP for F_G is computed as
int(pose_t[0]). (pose_t[0]is the yaw since pose listfollows
the order yaw, pitch, roll.)

[0087] Now we set the values such that F_G[QP][0] =
poseErr_g+(sum(poseErr_f)), that is we update
poseErr_g by adding the sum(poseErr_f).

[0088] We also update the img_ids list in F_G[QP][1]
by appending the image-ID of image "f".

Example:
[0089]

Letf=("1.jpg")=>F_T["1.jpg"] = pose_t, F_S["1.jpg"]
= pose_s

poseErr_f = mod(pose_t-pose_s)

They key QP is int(pose_t[0]) and we set
F_G[QP][0]=poseErr_g+poseErr_f (poseErr_gisin-
itially zero) and F_G[QP][1]=[...., "1.jpg"]

[0090] After iterating over all the images in F_T, the
poseErr_g in F_G is an un-normalized histogram distri-
bution with the key as random variable and their corre-
sponding values as the probability. Normalising the data
provides a histogram having the form of the histogram
plot 90 described above.

[0091] With the normalized histogram generated, the
third training phase 46 may be implemented as follows.
[0092] First, we take an exactcopy of untrained student
network as S_Y.

[0093] We train with a batch size of 16 (although other
batch sizes could be chosen, such as other batch sizes
that are a power of 2, such as 32, 64 etc.), and we create
the batch in the following way:

*  We create a sub batch of size 8 by sampling from
the dataset R
e Forthe nextsub batch of size 8 we sample from F_G
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in the following way
o For each observation in the sub batch:

= Choose the histogram bin poseErr_g of F_G
according to its probability or the proportion of
occurrence, as poseErr_g is treated as a dis-
crete probability mass function.

= Histogram bin identifiers are the keysin F_G
and the probability is their respective value
poseErr_g.

[0094] Example: let F_G={0:(2, img-ids), 1:(5, img-
ids), 3:(2, img-ids)} then bin identifiers are [0,1,2] and
their unnormalized probabilities are [2,5,2].

[0095] We sample for binid from [0,1,2] based on their
occurrence probability: [2,5,2]

Let us assume we got bin id as 1. Now we, use the bin
id as the key to get a list of images from F_G, from which
we uniformly sample.
[0096] Let F_G={0:(2, ["a.jpg"."b.jpg"]),
["kjpg","Lipg"(, 2:(2, ["x.jpg", "y.jpg"])}-

[0097] As we gotoutsamplebinid as 1, we can sample
one image from img-ids in F_G[1], that is we can take
one image uniformly from ["k.jpg", "l.jpg"]-

[0098] Once we have our sub batches, we randomly
mix them to create a full batch of size 16, although other
batch sizes could be used, such as other batch sizes that
are a power of 2, such as 32, 64 etc.).

[0099] In a general example, relating to the descrip-
tions in FIGS 4 - 9, additional to a pose data/informa-
tion/features, any other data/information/features can be
derived from input datasets, such as positions of body
parts, finger positions, wrist positions, facial expressions,
or emotions.

[0100] FIG. 10 shows plots demonstrating the perform-
ance of implementations of example embodiments. Spe-
cifically, a first plot 102 shows the precision of yaw angle
estimates, a second plot 104 shows precision of rollangle
estimates and a third plot 106 shows precision of pitch
angle estimates. In each case, the performance of a stu-
dent model S_Y trained using the first training dataset R
and the generated training dataset F_G is compared with
the performance of a student model S_X trained using
the first training dataset R and the first generated dataset
F_T (as shown in FIG. 5).

[0101] In the first plot 102, the precision of the model
S_Y is shown by the line 103a and the precision of the
model S_Xis shown by the line 103b. In the second plot
104, the precision of the model S_Y is shown by the line
105a and the precision of the model S_Xis shown by the
line 105b. In the third plot 106, the precision of the model
S_Y is shown by the line 107a and the precision of the
model S_X is shown by the line 107b.

[0102] Ineachofthe plots 102,104 and 106, the model
S_Y has higher precision than the model S_X.

[0103] In general,in the system 10 in FIG. 1, the input
12 may be any data or datasets, such as image data,
audio data, or sensor data. The detection module 13,

1:(5,
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such as any trained neural network, may detect one or
more classifications that it is has been trained to detect
from the data, and output one or more classified dataset.
The crop module 14, is an optional step to separate fur-
ther elements from the one or more classified dataset.
In some examples, the module 14 may be a trained neural
network or other algorithm that may separate one or more
elements from the classified dataset. The estimation
module 15, such as a feature estimation module, may be
a neural network, such as a student network F_Y, thatis
trained according to the process 50 as described in FIG.
5. The student network may be trained to detect one or
more additional and/or further details, such as features,
from the previously classified dataset. The output 16 of
the estimation module 15 may be one or more further
details, such as features of the previously classified da-
taset from the module 13 or element from the module 14,
for example

[0104] {classification n : feature 1 : feature n}. Similar-
ly, input datasets in FIGS 5-9 may be any data, such as
image data, audio data, or sensor data.

[0105] After training we have our final trained model
S_Y (57b), that can be used to infer unlabeled image
data for head pose detection, for example, in a client
device, such as a mobile communication device. The cli-
entdevice may, for example, have one or more still/video
cameras, which can record and/or stream image data.
Alternatively, or in addition, the client device may receive
image data from one or more external still/'video cameras.
In one example, the clientdevice can be avehicle, where-
in image data from a camera inside of the vehicle is in-
ferenced/analyzed to detect the head pose of a driver of
the vehicle and/or a passenger ofthe vehicle (forexample
using {driver ; poseY}). Based on the head pose, the ve-
hicle can determine an attention level of the driver and/or
the passenger, and inform the driver and/or passenger
accordingly and/or adjust one or more functions of the
vehicle accordingly. In another example, the vehicle can
inference/analyze image data from a camera monitoring
environment of the vehicle to detect head pose of one or
more pedestrians and/or cyclists, for example {head :
poseY?} or {pedestrianX : head : poseY}. Based on the
head pose, the vehicle can determine whether a pedes-
trian or cyclist has detected the vehicle (i.e. is a normal
head pose (face forward) of the pedestrian or cyclist fac-
ing the vehicle/camera) and inform the driver accordingly.
Alternatively, the vehicle can detect a moving direction
(e.g. absolute direction relative to an earth coordinate
system, or a relative direction relative to a main direction
of the vehicle) of the one or more pedestrians and/or
cyclists, such as {pedestrian1 ; 325 degree} or {cyclist2 :
away from vehicle}. In a further example, the clientdevice
can be a camera sensor that is inferencing/analyzing to
detect a head pose of a one or persons in a view of an
image of the camera. Based on a direction of head pose
of the one or more persons, e.g. [{person1 : pose1},
{person2 : pose2}], the camera may decide to record a
related image. In still further example, the camera sensor
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may be trained to inference/analyze to detect a position
of abody part in a view of an image, such as {podypartX:
positionY}. In case of an audio dataset, the output can
be, for example, {person1 : mood2}. In case of a sensor
dataset, the output can be, for example, {sensor2 : vibra-
tion level1}. Of course, many other examples use of the
principles described herein will be apparent to the skilled
person.

[0106] For completeness, FIG. 11 is a schematic dia-
gram of components of one or more of the example em-
bodiments described previously, which hereafter are re-
ferred to generically as a processing system 300. The
processing system 300 may, for example, be the appa-
ratus referred to in the claims below.

[0107] The processing system 300 may have a proc-
essor 302, a memory 304 closely coupled to the proces-
sor and comprised of a RAM 314 and a ROM 312, and,
optionally, a user input 310 and a display 318. The
processing system 300 may comprise one or more net-
work/apparatus interfaces 308 for connection to a net-
work/apparatus, e.g. a modem which may be wired or
wireless. The network/apparatus interface 308 may also
operate as a connection to other apparatus such as de-
vice/apparatus which is not network side apparatus.
Thus, direct connection between devices/apparatus
without network participation is possible.

[0108] The processor 302 is connected to each of the
other components in order to control operation thereof.

[0109] The memory 304 may comprise a non-volatile
memory, such as a hard disk drive (HDD) or a solid state
drive (SSD). The ROM 312 of the memory 304 stores,
amongst other things, an operating system 315 and may
store software applications 316. The RAM 314 of the
memory 304 is used by the processor 302 for the tem-
porary storage of data. The operating system 315 may
contain code which, when executed by the processor im-
plements aspects of the algorithms 40, 60 and 70 de-
scribed above. Note that in the case of small device/ap-
paratus the memory can be most suitable for small size
usage i.e. not always a hard disk drive (HDD) or a solid
state drive (SSD) is used.

[0110] The processor 302 may take any suitable form.
For instance, it may be a microcontroller, a plurality of
microcontrollers, a processor, or a plurality of processors.
[0111] The processing system 300 may be a stan-
dalone computer, a server, a console, or a network there-
of. The processing system 300 and needed structural
parts may be all inside device/apparatus such as loT de-
vice/apparatus i.e. embedded to very small size.

[0112] Insome example embodiments, the processing
system 300 may also be associated with external soft-
ware applications. These may be applications stored on
a remote server device/apparatus and may run partly or
exclusively on the remote server device/apparatus.
These applications may be termed cloud-hosted appli-
cations. The processing system 300 may be in commu-
nication with the remote server device/apparatus in order
to utilize the software application stored there.
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[0113] FIGS. 12A and 12B show tangible media, re-
spectively a removable memory unit 365 and a compact
disc (CD) 368, storing computer-readable code which
when run by a computer may perform methods according
to example embodiments described above. The remov-
able memory unit 365 may be a memory stick, e.g.aUSB
memory stick, having internal memory 366 storing the
computer-readable code. The internal memory 366 may
be accessed by a computer system via a connector 367.
The CD 368 may be a CD-ROM or a DVD or similar.
Other forms of tangible storage media may be used. Tan-
gible media can be any device/apparatus capable of stor-
ing data/information which data/information can be ex-
changed between devices/apparatus/network.

[0114] FIG. 13isablockdiagram of asystem, indicated
generally by the reference numeral 400, in accordance
with an example embodiment.

[0115] The system 400 may be configured with means
for training one or more neural networks and/or inferenc-
ing the one or more trained neural networks according
to one or more example embodiments. The system 400
may comprise one or more apparatuses or processing
systems 300 described above, such one or more server
devices 402, for example, a remote server, an edge de-
vice, a personal computer, an access point, a router, or
any combination thereof, and one or more peripheral de-
vices 404, for example, an end user device, a mobile
communication device, a mobile phone, a smartwatch,
a still/video camera, a display device, a smart speaker,
a television, a household appliance, a sensor device, an
loT (Internet of Things) device, a vehicle, an infotainment
system, or any combination thereof. The server device
402 and the peripheral device 404 may be associated or
registered with a same user or same user account.
[0116] The server 402 and peripheral device(s) 404
may be connected and/or paired through a wired com-
munication link and/or wireless communication link, such
as local area network (LAN), wireless telecommunication
network, such as 5G network, wireless short range com-
munication network, such as wireless local area network
(WLAN), Bluetooth®, ZigBee®, ultra-wideband connec-
tion (UWB), loT communication network/protocol such
as a Low-Power Wide-Area Networking (LPWAN), a Lo-
RaWAN™ (Long Range Wide Area Network), Sigfox, NB-
loT (Narrowband Internet of Things), or similar.

[0117] Either or both the server 402 and the peripheral
device 404 may comprise one or more sensors for gen-
erating input data, including, but not limited to, audio,
image, video, physiological and motion data. For exam-
ple, both the server 402 and the peripheral device 404
may comprise one or more microphones, cameras, phys-
iological sensors, such as, or motion sensors such as,
but not limited to, gyroscopes and/or accelerometers.
The input data, such as user input data, generated by
said one or more sensors may be provided to a neural
network for both training and/or inference generation.
[0118] In additional or alternative example embodi-
ments, either or both the one or more server devices 402
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and one or more peripheral devices 404 may comprise
one or more hardware (HW) components and/or software
(SW) components, as described above relating to the
processing system 300, that additionally or alternatively
of the one or more sensors can generate input data, such
as one or more HW and/or SW input data, relating to
functions and/or measurements of the one or more HW
and/or SW components, such as power/battery level,
computer processor functions, radio transmitter/receiver
functions, application status, application error status, etc.
or any combination thereof.

[0119] In some examples, the server device 402 may
be a mobile communication device, and the peripheral
device 404 may be a wearable sensor device, such as a
smart watch.

[0120] In some examples, the modules 51 - 56 and
their related processes and datasets as described relat-
ing to FIG. 5, can reside in any combinations between
the server device 402 and the peripheral device 404, for
example, all the modules either on the server device 402
or the peripheral device 404, the modules 54 - 56 on the
peripheral device 404 and all other modules on the server
device 402, the modules 55 and 56 on the peripheral
device 404 and all other modules on the server device
402, the module 56 on the peripheral device 404 and all
other modules on the server device 402.

[0121] In one example, an apparatus, such as a client
device or a peripheral device 404, can comprise means
for performing method sets, such as:

receiving a teacher-student model generated data-
set (F_G),

wherein in the generated dataset (F_G) is labelled
data, e.g. classifications have related ground-truth
values, for example, {classification x : feature y},
receiving a second dataset (R),

wherein in the second dataset (R) is labelled data,
e.g. classifications have related ground-truth values,
for example, {classification x : feature y},

wherein in the teacher-student model generated da-
taset (F_G) is partly generated with the second da-
taset (R),

training a neural network (S_Y) stored in the appa-
ratus with the dataset (F_G) and the second dataset
(R),

wherein a model of the neural network (S_Y) is/has
the same as a model of the student network used
for generating the dataset (F_S),

receiving sensor data,

the sensor data, such as image date, audio data,
motion data or physiological data,

wherein the sensor data is received from an ex-
ternal sensor and/or an internal sensor,
wherein the sensor data is unlabelled data,

using the trained neural network (S_Y) to inference
the sensor data to determine one or more related
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inference results,

determining one or more outputs/instructions based
on the one or more inference results,

wherein the one or more instructions can be execut-
ed in the apparatus and/or transmitted to some other
device, and

wherein the means comprise, atleastone processor,
at least one memory including computer program
code, the at least one memory and the computer
program configured, with the at least one processor,
to cause the performance of the apparatus.

[0122] In one example, an apparatus, such as a client
device ora peripheral device 404, can comprising means
for performing method sets, such as:

determining or generating a teacher-student model
dataset (F_G),

wherein determining from a teacher network
generated dataset (F_T) (that is labelled data),
and a student network generated dataset (F_S)
(that is labelled data),

wherein in the determined teacher-student mod-
el dataset (F_G) is labelled data, e.g. classifica-
tions have related ground-truth values, for ex-
ample, {classification x : feature y},

receiving a second dataset (R),

wherein in the second dataset (R) is labelled data,
e.g. classifications have related ground-truth values,
for example {classification x : feature y},

training a neural network (S_Y) stored in the appa-
ratus with the generated dataset (F_G) and the sec-
ond dataset (R),

wherein a model of the neural network (S_Y) is/has
the same as a model of the student network used
for generating the dataset (F_S),

using the trained neural network to inference sensor
data received at the apparatus to produce one or
more related inference results,

the sensor data, such as image date, audio data,
motion data or physiological data,

wherein the sensor data is received from an ex-
ternal sensor and/or an internal sensor,
wherein the sensor data is unlabelled data,

determining one or more outputs/instructions based
on the inference results, wherein the one or more
instructions can be executed in the apparatus and/or
transmitted to some other device, and

wherein the means comprise, atleastone processor,
at least one memory including computer program
code, the at least one memory and the computer
program configured, with the at least one processor,
to cause the performance of the apparatus.

10

15

20

25

30

35

40

45

50

55

1"

[0123] Embodiments of the present invention may be
implemented in software, hardware, application logic or
a combination of software, hardware and application log-
ic. The software, application logic and/or hardware may
reside on memory, or any computer media. Inan example
embodiment, the application logic, software or an instruc-
tion set is maintained on any one of various conventional
computer-readable media. In the context of this docu-
ment, a "memory" or "computer-readable medium" may
be any non-transitory media or means that can contain,
store, communicate, propagate or transport the instruc-
tions for use by or in connection with an instruction exe-
cution system, apparatus, or device, such as a computer.
[0124] As used in this application, the term "circuitry"
may refer to one or more or all of the following:

(a) hardware-only circuit implementations (such as
implementations in only analog and/or digital circuit-
ry);

(b) combinations of hardware circuits and software,
such as (as applicable):

(i) a combination of analog and/or digital hard-
ware circuit(s) with software/firmware; and

(ii) any portions of hardware processor(s) with
software (including digital signal processor(s)),
software, and memory(ies) that work together
to cause an apparatus, such as a mobile phone
or server, to perform various functions); and

(c) hardware circuit(s) and or processor(s), such as
a microprocessor(s) or a portion of a microproces-
sor(s), that requires software (e.g., firmware) for op-
eration, but the software may not be present when
it is not needed for operation.

[0125] This definition of circuitry applies to all uses of
this term in this application, including in any claims. As
a further example, as used in this application, the term
circuitry also covers an implementation of merely a hard-
ware circuit or processor (or multiple processors) or por-
tion of a hardware circuit or processor and its (or their)
accompanying software and/or firmware. The term cir-
cuitry also covers, for example and if applicable to the
particular claim element, a baseband integrated circuit
or processor integrated circuit for a mobile device or a
similar integrated circuit in server, a cellular network de-
vice, or other computing or network device.

[0126] Reference to, where relevant, "computer-read-
able medium”, "computer program product", "tangibly
embodied computer program" etc., or a "processor" or
"processing circuitry" etc. should be understood to en-
compass not only computers having differing architec-
tures such as single/multi-processor architectures and
sequencers/parallel architectures, but also specialised
circuits such as field programmable gate arrays FPGA,
application specify circuits ASIC, signal processing de-
vices/apparatus and other devices/apparatus. Referenc-
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es to computer program, instructions, code etc. should
be understood to express software for a programmable
processor firmware such as the programmable content
ofahardware device/apparatus as instructions for a proc-
essor or configured or configuration settings for a fixed
function device/apparatus, gate array, programmable
logic device/apparatus, etc.

[0127] If desired, the different functions discussed
herein may be performed in a different order and/or con-
currently with each other. Furthermore, if desired, one or
more of the above-described functions may be optional
or may be combined. Similarly, it will also be appreciated
that the flow diagrams of Figures 4, 6 and 7 are examples
only and that various operations depicted therein may be
omitted, reordered and/or combined.

[0128] It will be appreciated that the above described
example embodiments are purely illustrative and are not
limiting on the scope of the invention. Other variations
and modifications will be apparent to persons skilled in
the art upon reading the present specification.

[0129] Moreover, the disclosure of the present appli-
cation should be understood to include any novel fea-
tures or any novel combination of features either explicitly
orimplicitly disclosed herein or any generalization thereof
and during the prosecution of the present application or
of any application derived therefrom, new claims may be
formulated to cover any such features and/or combina-
tion of such features.

[0130] Although various aspects of the invention are
set out in the independent claims, other aspects of the
invention comprise other combinations of features from
the described example embodiments and/or the depend-
ent claims with the features of the independent claims,
and not solely the combinations explicitly set out in the
claims.

[0131] Itis also noted herein that while the above de-
scribes various examples, these descriptions should not
be viewed in a limiting sense. Rather, there are several
variations and modifications which may be made without
departing from the scope of the present invention as de-
fined in the appended claims.

Claims
1. An apparatus comprising means for:

obtaining a first training dataset (R), wherein the
first training dataset (R) comprises a plurality of
first image and pose data pairs;

obtaining afirstgenerated dataset (F_T), where-
in the first generated dataset (F_T) comprises a
plurality of first image and estimated pose data
pairs, wherein the estimated pose data of the
first image and the estimated pose data pairs
are generated, from a set of images (F), by a
first neural network (T) trained using the first
training dataset (R);
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obtaining a second generated dataset (F_S),
wherein the second generated dataset (F_S)
comprises a plurality of second image and esti-
mated pose data pairs, wherein the estimated
pose data of the second image and the estimat-
ed pose data pairs are generated, from the set
of images (F), by a second neural network (S)
trained using the first training dataset (R);
generating a generated training dataset (F_G)
from the first (F_T) and second (F_S) generated
datasets, wherein the generated training data-
set (F_G) comprises the image and estimated
pose data pairs selected from said first gener-
ated dataset (F_T); and

training a third neural network (S_Y) based on
a combination of some or all of the first training
dataset (R) and the generated training dataset
(F_G).

An apparatus as claimed in claim 1, wherein said
selection is based on a normalised histogram distri-
bution of average differences between the estimated
pose data of the first (F_T) and second (F_S) gen-
erated datasets for respective images such that
more selections are made at pose data levels having
higher average differences than pose data levels
having lower average differences.

An apparatus as claimed in claim 2, wherein said
histogram distribution is based on quantised estimat-
ed pose data of the generated training dataset (F_G),
such that said estimated pose data has a plurality of
quantised pose data ranges.

An apparatus as claimed in claim 3, wherein the
means are further configured to perform; determin-
ing a number of selected image and estimated pose
data pairs for each of quantised pose data ranges
such that more selections are made at the quantised
pose data ranges having higher average differences
than the quantised pose data ranges having lower
average differences.

An apparatus as claimed in claim 3 or 4, wherein the
means are further configured to perform; selecting
randomly or pseudo-randomly said ranges from
within a quantised pose data range.

An apparatus as claimed in any one of the preceding
claims, wherein the first neural network (T) is a rel-
atively high capacity neural network and the second
(S) and third neural networks (S_Y) are relatively low
capacity neural networks when compared to the first
neural network (T).

An apparatus as claimed in any one of the preceding
claims, wherein the means are further configured to
perform:
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generating the first generated dataset (F_T) by
applying image data of said images (F) to the
first neural network (T); and/or

generating the second generated dataset (F_S)
by applying the image data of said images (F)
to the second neural network (S).

An apparatus as claimed in any one of the preceding
claims, wherein the means are further configured to
perform;

train the first neural network (T) using said first train-
ing dataset (R); and/or train the second neural net-
work (S) using said first training dataset (R).

An apparatus as claimed in any one of the preceding
claims, wherein the means are further configured to
perform;

use the third neural network (S_Y) to inference re-
ceived sensor data for determining one or more re-
lated inference results.

An apparatus as claimed in claim 9, wherein the sen-
sor data comprises one or more image of an object,
and wherein the determined one or more related in-
ference results are one or more pose estimations of
the object.

An apparatus as claimed in claim 10, wherein a pose
estimation comprises one or more of roll, yaw or pitch
data of the object.

An apparatus as claimed in claim 10, wherein the
one or more related inference results is used to de-
termine one or more related instructions to be exe-
cuted in the apparatus.

The apparatus of any preceding claim wherein the
means comprises;

at least one processor; and

at least one memory including computer pro-
gram code, the at least one memory and com-
puter program code configured to, with the at
least one processor, cause the performance of
the apparatus.

An apparatus comprising;

at least one processor; and at least one memory in-
cluding at least one computer program code, the at
least one memory and the at least one computer
program code configured, with the at least one proc-
essor, to cause the apparatus to perform;

receive a teacher-student model generated da-
taset (F_G), wherein in the generated dataset
is labelled data;

receive a second dataset (F), wherein in the sec-
ond dataset (F) is labelled data;
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train a neural network (S_Y) stored in the appa-
ratus with the teacher-student model generated
dataset (F_G) and the second dataset (R);
receive sensor data, wherein the sensor data is
unlabelled data;

use the trained neural network (S_Y) to infer-
ence the sensor data to determine one or more
related inference results; and

execute the determined one or more related infer-
ence results in the apparatus and/or transmitting the
one or more results to some other device.

15. An apparatus comprising:

atleastone processor; and atleast one memory
including at least one computer program code,
the at least one memory and the at least one
computer program code configured, with the at
least one processor, to cause the apparatus to
perform;

determine a teacher-student model dataset
(F_G) from a teacher network generated
dataset (F_T) and a student network gen-
erated dataset (F_S), wherein the teacher
network generated dataset (F_T) and the
student network generated dataset (F_S)
are labelled data;

receive a second dataset (F), wherein in the
second dataset is labelled data;

train a neural network (S_Y) stored in the
apparatus with the determined teacher-stu-
dent model dataset (F_G) and the second
dataset (F);

use the trained neural network (S_Y) to in-
ference received sensor data to determine
one or more related inference results; and

execute the determined one or more related in-
ference results in the apparatus and/or
transmitting the one or more results to some oth-
er device.
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