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(54) REGION EXTRACTION DEVICE, METHOD THEREOF, OBJECT DETECTION APPARATUS, 
AND METHOD THEREOF

(57) A region extraction device and a method thereof
in a stage previous to detection of a target object, capable
of appropriately extracting a region having a possibility
of presence of a target object emitting light having a light
emission spectrum of a specific narrowband as a deter-
mination region in an imaging region, and an object de-
tection apparatus and a method thereof capable of effi-
ciently detecting the target object using a region extrac-
tion result are provided.

In a region extraction method, a plurality of images
including an image of a second narrowband correspond-

ing to a first narrowband of light emitted by a target object
and an image of a third narrowband different from the
second narrowband are acquired from a multispectral
camera. Next, a region that emits light having a light emis-
sion spectrum other than a light emission spectrum of
the first narrowband is determined as a non-determina-
tion region in an imaging region based on the plurality of
acquired images, and one or a plurality of regions ex-
cluding the non-determination region from the imaging
region are extracted as a determination region.
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Description

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0001] The present invention relates to a region extraction device, a method thereof, an object detection apparatus,
and a method thereof and particularly, to a technology for extracting a region having a possibility of presence of a target
object as a determination region in an imaging region and a technology for detecting the target object using an extraction
result.

2. Description of the Related Art

[0002] A technology for detecting only a target object that emits light having a specific wavelength has been required.
[0003] For example, a camera and an image recognition technology capable of automatically recognizing a traffic
signal in which light emitting diodes (LEDs) have been widely used are expected as a surveillance camera at an inter-
section and a vehicle-mounted camera of an automatic driving automobile.
[0004] JP2014-32436A discloses a surveillance camera device that detects a blue signal lamp, a yellow signal lamp,
and a red signal lamp of a traffic signal configured with LEDs.
[0005] The surveillance camera disclosed in JP2014-32436A includes a signal lamp detection section that detects
turn-on of a signal lamp of a traffic signal configured with an LED in an imaging region of a solid-state imaging element,
a turn-on/turn-off region detection section that detects a turn-on/turn-off region in which turn-on → turn-off → turn-on of
each detected signal lamp is periodically repeated, and an RGB ratio detection section that detects a ratio of RGB signals
of the turn-on/turn-off regions output from the turn-on/turn-off region detection section, in which regions indicated by xy
coordinate values of three pixels that are arranged in series in a horizontal direction or a vertical direction in the imaging
region and periodically repeat turn-on/turn-off are used as regions in which a red signal lamp, a yellow signal lamp, and
a blue signal lamp are present, and the red signal lamp, the yellow signal lamp, and the blue signal lamp are specified
from a ratio of color signals (RGB signals) of red (R), green (G), and blue (B) of the solid-state imaging element in the
three turn-on/turn-off regions that are turned on/turned off.
[0006] In addition, JP2001-516012A discloses a technology for sorting a true object and a false object of bills, securities,
or the like.
[0007] Special ink that radiates (reflects) light of a specific narrowband is present in the true object of bills, securities,
or the like. In the method disclosed in JP2001-516012A, presence of radiation of the specific narrowband (presence of
the special ink) is decided by performing detection of a radiation in a first wavelength range including the specific
narrowband and other wavelengths and detection of a radiation in a second wavelength range substantially including
only the other wavelengths and comparing levels of the two detected radiations.

SUMMARY OF THE INVENTION

[0008] The surveillance camera disclosed in JP2014-32436A detects the regions in which the blue signal lamp, the
yellow signal lamp, and the red signal lamp are present, using sequential turn-on/turn-off of the blue signal lamp, the
yellow signal lamp, and the red signal lamp of the traffic signal. In the invention disclosed in JP2014-32436A, a detection
target object is limited to an object that is present at the same position in the imaging region, such as the traffic signal
imaged by the surveillance camera.
[0009] In addition, the method disclosed in JP2001-516012A is a method of sorting the true object and the false object
of bills, securities, or the like. A target object to be particularly detected is the special ink that is used in the true object
of bills or the like and radiates the light of the specific narrowband, and a position at which the special ink is to be present
is limited.
[0010] That is, in any of the technologies disclosed in JP2014-32436A and JP2001-516012A, it is assumed that the
target object is present at a specific position in the imaging region, and a target object present at any position in the
imaging region cannot be detected.
[0011] The present invention is conceived in view of such matters, and an object thereof is to provide a region extraction
device and a method thereof in a stage previous to detection of a target object, capable of appropriately extracting a
region having a possibility of presence of a target object emitting light having a light emission spectrum of a specific
narrowband as a determination region in an imaging region, and an object detection apparatus and a method thereof
capable of efficiently detecting the target object using a region extraction result.
[0012] In order to accomplish the object, an invention according to a first aspect is a region extraction device comprising
a processor configured to extract a region having a possibility of presence of a target object as a determination region
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in an imaging region, in which the target object emits light having a light emission spectrum of a first narrowband, and
the processor is configured to perform image acquisition processing of acquiring a plurality of images including an image
of a second narrowband corresponding to the first narrowband and an image of a third narrowband different from the
second narrowband from a multispectral camera, non-determination region decision processing of detecting a region
emitting light having a light emission spectrum other than the light emission spectrum of the first narrowband in the
imaging region and deciding the detected region as a non-determination region based on images other than the image
of the second narrowband among the plurality of images, and determination region extraction processing of extracting
one or a plurality of regions excluding the non-determination region from the imaging region as the determination region.
[0013] According to the first aspect of the present invention, a region (that is, a region that does not have the light
emission spectrum of the first narrowband emitted or reflected by the target object) that does not emit or reflect light
having the light emission spectrum of the first narrowband is detected in the imaging region based on the images other
than the image of the second narrowband among the plurality of images. In the region detected in such a manner, at
least light of a light emission spectrum different from light of a light emission spectrum of the target object, and thus, the
target object is not present. Therefore, the region in which the target object is not present is regarded as the non-
determination region and excluded from the region having the possibility of presence of the target object. That is, the
remaining region excluding the non-determination region from the imaging region is extracted as the region (determination
region) having the possibility of presence of the target object.
[0014] Detection performance for the target object is "improved" by narrowing down the determination region having
the possibility of presence of the target object as preprocessing of detection processing of the target object.
[0015] Here, "improved" includes performance improvement in two aspects of (a) since a "false object" present in the
non-determination region is originally excluded from a determination target, erroneous detection is not performed (sup-
pression of erroneous detection), and (b) since the number of determination regions is decreased (carefully selected)
in the imaging region, a processing time period of determination processing of the target object is reduced (shortening
of the processing time period).
[0016] In the region extraction device according to a second aspect of the present invention, it is preferable that a
central wavelength of the second narrowband is within a range of less than a half-width of the light emission spectrum
of the first narrowband from a central wavelength of the first narrowband, and a central wavelength of the third narrowband
is separated by more than or equal to the half-width of the light emission spectrum of the first narrowband from the
central wavelength of the second narrowband.
[0017] In the region extraction device according to a third aspect of the present invention, it is preferable that the
central wavelength of the second narrowband matches the central wavelength of the first narrowband, and a bandwidth
of the second narrowband is within a bandwidth of the first narrowband. Matching between the central wavelength of
the second narrowband and the central wavelength of the first narrowband is not limited to a case of complete matching
and includes a case of approximate matching.
[0018] In the region extraction device according to a fourth aspect of the present invention, it is preferable that the
target object causes a flicker having a frequency corresponding to a frequency of a commercial power supply, and in
the non-determination region decision processing, a region in which the flicker does not occur in the imaging region is
set as the non-determination region.
[0019] In the region extraction device according to a fifth aspect of the present invention, it is preferable that in the
non-determination region decision processing, a region of lower one-third of the imaging region is set as the non-
determination region. For example, in a case of imaging forward using a vehicle-mounted multispectral camera, a traffic
signal is normally not present in the region of lower one-third of an imaging region of the vehicle-mounted camera.
[0020] In the region extraction device according to a sixth aspect of the present invention, it is preferable that the target
object is a light emitting object including a light emitting diode. For example, a traffic signal configured with light emitting
diodes can be used as the target object.
[0021] An object detection apparatus according to a seventh aspect of the present invention comprises the region
extraction device, in which the processor is configured to perform determination processing of determining whether or
not an object in the determination region is the target object based on images of a plurality of narrowbands including
the image of the second narrowband and the image of the third narrowband.
[0022] In the object detection apparatus according to an eighth aspect of the present invention, it is preferable that in
the image acquisition processing, the image of the second narrowband, the image of the third narrowband, and an image
of a fourth narrowband on an opposite side to the third narrowband with the second narrowband interposed between
the third narrowband and the fourth narrowband are acquired from the multispectral camera, and in the determination
processing, the image of the third narrowband and the image of the fourth narrowband in the determination region are
subtracted from the image of the second narrowband in the determination region, and a determination as to whether or
not the object in the determination region is the target object is performed based on a subtraction result obtained by the
subtraction.
[0023] According to the eighth aspect of the present invention, by subtracting both of the image of the third narrowband
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and the image of the fourth narrowband adjacent to the second narrowband from the image of the second narrowband,
only the target object emitting light of the light emission spectrum of the first narrowband can be favorably detected.
[0024] In the object detection apparatus according to a ninth aspect of the present invention, it is preferable that in
the image acquisition processing, the image of the second narrowband, the image of the third narrowband, and an image
of a fourth narrowband on an opposite side to the third narrowband with the second narrowband interposed between
the third narrowband and the fourth narrowband are acquired from the multispectral camera, and in the determination
processing, a sum-product operation is performed using the image of the second narrowband, the image of the third
narrowband, and the image of the fourth narrowband in the determination region, and a weight coefficient set for each
image, and a determination as to whether or not the object in the determination region is the target object is performed
based on an operation result obtained by the sum-product operation.
[0025] According to the ninth aspect of the present invention, by performing the sum-product operation using three
images including the image of the second narrowband, the image of the third narrowband, and the image of the fourth
narrowband in the determination region and the weight coefficient set for each image, only the target object emitting
light of the light emission spectrum of the first narrowband can be more favorably detected.
[0026] In the object detection apparatus according to a tenth aspect of the present invention, it is preferable that in
the image acquisition processing, the image of the second narrowband, the image of the third narrowband, and an image
of a fourth narrowband on an opposite side to the third narrowband with the second narrowband interposed between
the third narrowband and the fourth narrowband are acquired from the multispectral camera, and in the determination
processing, a sum-product operation is performed using the image of the second narrowband, the image of the third
narrowband, and the image of the fourth narrowband in the determination region, and a weight coefficient set for each
image, a non-linear operation is further performed on an operation result obtained by the sum-product operation, and a
determination as to whether or not the object in the determination region is the target object is performed based on a
result of the non-linear operation.
[0027] According to the tenth aspect of the present invention, by performing the sum-product operation using three
images including the image of the second narrowband, the image of the third narrowband, and the image of the fourth
narrowband in the determination region and the weight coefficient set for each image, and further performing the non-
linear operation on the operation result obtained by the sum-product operation, only the target object emitting light of
the light emission spectrum of the first narrowband can be further favorably detected.
[0028] In the object detection apparatus according to an eleventh aspect of the present invention, it is preferable that
in the image acquisition processing, the image of the second narrowband, the image of the third narrowband, and an
image of a fourth narrowband on an opposite side to the third narrowband with the second narrowband interposed
between the third narrowband and the fourth narrowband are acquired from the multispectral camera, and the determi-
nation processing is processing based on a learned model that takes input of the image of the second narrowband, the
image of the third narrowband, and the image of the fourth narrowband in the determination region and outputs a
determination result as to whether or not the object in the determination region is the target object.
[0029] In the object detection apparatus according to a twelfth aspect of the present invention, it is preferable that the
target object is a blue signal lamp, a yellow signal lamp, and a red signal lamp of a traffic signal, in the image acquisition
processing, images of a plurality of narrowbands including images of three narrowbands respectively corresponding to
light emission spectra of light emitted by the blue signal lamp, the yellow signal lamp, and the red signal lamp and images
of three or more narrowbands different from the three narrowbands are acquired from the multispectral camera, and the
processor is configured to detect which signal lamp of the traffic signal emits light based on images of six or more
narrowbands.
[0030] An invention according to a thirteenth aspect is a region extraction method performed by a processor configured
to extract a region having a possibility of presence of a target object as a determination region in an imaging region, in
which the target object emits light having a light emission spectrum of a first narrowband, the region extraction method
comprises a step of acquiring a plurality of images including an image of a second narrowband corresponding to the
first narrowband and an image of a third narrowband different from the second narrowband from a multispectral camera,
a step of detecting a region emitting light having a light emission spectrum other than the light emission spectrum of the
first narrowband in the imaging region and deciding the detected region as a non-determination region based on images
other than the image of the second narrowband among the plurality of images, and a step of extracting one or a plurality
of regions excluding the non-determination region from the imaging region as the determination region.
[0031] An object detection method according to a fourteenth aspect of the present invention comprises the region
extraction method, in which the processor determines whether or not an object in the determination region is the target
object based on images of a plurality of narrowbands including the image of the second narrowband and the image of
the third narrowband.
[0032] According to the present invention, the region having the possibility of presence of the target object that emits
light having a light emission spectrum of a specific narrowband can be appropriately extracted as the determination
region in the imaging region. In addition, by performing this extraction processing of the determination region as the
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preprocessing of the detection processing of the target object, the target object emitting light having the light emission
spectrum of the specific narrowband can be efficiently detected in the imaging region.

BRIEF DESCRIPTION OF THE DRAWINGS

[0033]

Fig. 1 is a schematic configuration diagram illustrating an embodiment of an object detection apparatus according
to an embodiment of the present invention.
Fig. 2 is a schematic diagram illustrating an embodiment of a multispectral camera.
Fig. 3 is a front view of a pupil division filter.
Fig. 4 is a front view of a narrowband filter.
Fig. 5 is a diagram illustrating an example of a transmission wavelength set in a narrowband filter unit.
Fig. 6 is a front view of a polarization filter.
Fig. 7 is a diagram illustrating an example of a polarization direction set in each polarization filter unit of the polarization
filter.
Fig. 8 is a diagram illustrating a schematic configuration of arrangement of pixels of an image sensor.
Fig. 9 is a diagram illustrating a schematic configuration of the image sensor.
Fig. 10 is a cross-sectional view illustrating a schematic configuration of a pixel illustrated by a broken line portion
in Fig. 9.
Fig. 11 is a diagram illustrating an example of an arrangement pattern of polarization filter elements comprised in
each pixel block.
Fig. 12 is a diagram illustrating an example of an arrangement pattern of spectroscopic filter elements comprised
in each pixel block.
Fig. 13 is a main block diagram of a signal processing unit of the multispectral camera.
Fig. 14 is a schematic diagram illustrating an embodiment of a processor.
Fig. 15 is a conceptual diagram illustrating an embodiment of determination processing performed by each deter-
mination processing unit.
Fig. 16 is a conceptual diagram illustrating another modification example of the determination processing units.
Fig. 17 is a conceptual diagram illustrating a modification example of the multispectral camera and the determination
processing units.
Fig. 18 is a flowchart illustrating an embodiment of an object detection method according to the embodiment of the
present invention.
Fig. 19 is a diagram illustrating various images and the like during detection of a target object according to the
embodiment of the present invention.
Fig. 20 is a flowchart illustrating a comparative example of the object detection method according to the embodiment
of the present invention.
Fig. 21 is a diagram illustrating various images and the like during detection of the target object according to the
comparative example.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0034] Hereinafter, a preferred embodiment of a region extraction device, a method thereof, an object detection ap-
paratus, and a method thereof according to the embodiment of the present invention will be described in accordance
with the appended drawings.
[0035] Fig. 1 is a schematic configuration diagram illustrating an embodiment of the object detection apparatus ac-
cording to the embodiment of the present invention.
[0036] An object detection apparatus 1 illustrated in Fig. 1 is configured to include the region extraction device according
to the embodiment of the present invention.
[0037] As illustrated in Fig. 1, the object detection apparatus 1 is configured with a multispectral camera 10 and a
processor 100. The object detection apparatus 1 detects a target object that emits or reflects light in a wavelength of a
specific narrowband. In the present example, a blue signal lamp, a yellow signal lamp, and a red signal lamp of a traffic
signal configured with light emitting diodes (LEDs) are used as the target object of detection.
[0038] A blue LED, a yellow LED, and a red LED used in the traffic signal have light emission center wavelengths of
503 nm, 592 nm, and 630 nm, respectively, and each emit light of a light emission spectrum in a narrowband having a
wavelength width of approximately 30 to 50 nm.
[0039] The multispectral camera 10 includes a plurality of narrowband filters that selectively allow transmission of light
of a plurality of narrowbands, respectively, including each light emission band of the blue LED, the yellow LED, and the
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red LED, and captures a plurality of images respectively transmitted through the plurality of narrowband filters at the
same time.

Multispectral Camera

[0040] Fig. 2 is a schematic diagram illustrating an embodiment of the multispectral camera.
[0041] The multispectral camera 10 illustrated in Fig. 2 comprises an imaging optical system 11, an image sensor 20,
and a signal processing unit 30.

Imaging Optical System

[0042] The imaging optical system 11 comprises a lens 12 and a pupil division filter 14. The lens 12 causes an optical
image of a subject including the target object to be formed on a light-receiving surface of the image sensor 20.
[0043] The pupil division filter 14 is comprised at or in a vicinity of a pupil position of the imaging optical system 11
and divides a pupil part of the imaging optical system 11 into nine optical regions. The pupil division filter 14 is configured
by superimposing a narrowband filter 16 and a polarization filter 18.
[0044] Fig. 3 is a front view of the pupil division filter.
[0045] As illustrated in Fig. 3, the pupil division filter 14 has nine optical regions Sj (j = 1, 2, 3, 4, 5, 6, 7, 8, and 9)
equally divided into nine parts in a circumferential direction. Hereinafter, the nine optical regions Sj will be distinguished
as necessary, such that an optical region of a reference numeral S1 is referred to as a first optical region S1, an optical
region of a reference numeral S2 is referred to as a second optical region S2, an optical region of a reference numeral
S3 is referred to as a third optical region S3, an optical region of a reference numeral S4 is referred to as a fourth optical
region S4, an optical region of a reference numeral S5 is referred to as a fifth optical region S5, an optical region of a
reference numeral S6 is referred to as a sixth optical region S6, an optical region of a reference numeral S7 is referred
to as a seventh optical region S7, an optical region of a reference numeral S8 is referred to as an eighth optical region
S8, and an optical region of a reference numeral S9 is referred to as a ninth optical region S9.
[0046] Each optical regions Sj is set to allow transmission of light of different wavelength ranges. In addition, among
the nine optical regions Sj, an optical region group configured with the first optical region S1, the second optical region
S2, and the third optical region S3, an optical region group configured with the fourth optical region S4, the fifth optical
region S5, and the sixth optical region S6, and an optical region group configured with the seventh optical region S7,
the eighth optical region S8, and the ninth optical region S9 are set to allow transmission of light in polarization directions
(transmitted polarization azimuths) different from each other. Such a configuration is implemented by a combination of
the narrowband filter 16 and the polarization filter 18 having the following configuration.
[0047] Fig. 4 is a front view of the narrowband filter.
[0048] The narrowband filter 16 includes nine narrowband filter units F1 to F9 equally divided into nine parts in the
circumferential direction. Hereinafter, the nine narrowband filter units F1 to F9 will be distinguished as necessary, such
that a narrowband filter unit of a reference numeral F1 is referred to as a first narrowband filter unit F1, a narrowband
filter unit of a reference numeral F2 is referred to as a second narrowband filter unit F2, a narrowband filter unit of a
reference numeral F3 is referred to as a third narrowband filter unit F3, a narrowband filter unit of a reference numeral
F4 is referred to as a fourth narrowband filter unit F4, a narrowband filter unit of a reference numeral F5 is referred to
as a fifth narrowband filter unit F5, a narrowband filter unit of a reference numeral F6 is referred to as a sixth narrowband
filter unit F6, a narrowband filter unit of a reference numeral F7 is referred to as a seventh narrowband filter unit F7, a
narrowband filter unit of a reference numeral F8 is referred to as an eighth narrowband filter unit F8, and a narrowband
filter unit of a reference numeral F9 is referred to as a ninth narrowband filter unit F9.
[0049] The narrowband filter units F1 to F9 correspond to the optical regions S1 to S9 of the pupil division filter 14,
respectively. That is, the first narrowband filter unit F1 corresponds to the first optical region S1. The second narrowband
filter unit F2 corresponds to the second optical region S2. The third narrowband filter unit F3 corresponds to the third
optical region S3. The fourth narrowband filter unit F4 corresponds to the fourth optical region S4. The fifth narrowband
filter unit F5 corresponds to the fifth optical region S5. The sixth narrowband filter unit F6 corresponds to the sixth optical
region S6. The seventh narrowband filter unit F7 corresponds to the seventh optical region S7. The eighth narrowband
filter unit F8 corresponds to the eighth optical region S8. The ninth narrowband filter unit F9 corresponds to the ninth
optical region S9.
[0050] Each of the narrowband filter units F1 to F9 is configured with a bandpass filter that allows transmission of light
of different narrowbands.
[0051] Fig. 5 is a diagram illustrating an example of a transmission wavelength set in each narrowband filter unit.
[0052] A wavelength range of light transmitted through the first narrowband filter unit F1 is referred to as a first wave-
length range Δf1. A wavelength range of light transmitted through the second narrowband filter unit F2 is referred to as
a second wavelength range Δf2. A wavelength range of light transmitted through the third narrowband filter unit F3 is
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referred to as a third wavelength range Δf3. A wavelength range of light transmitted through the fourth narrowband filter
unit F4 is referred to as a fourth wavelength range Δf4. A wavelength range of light transmitted through the fifth narrowband
filter unit F5 is referred to as a fifth wavelength range Δf5. A wavelength range of light transmitted through the sixth
narrowband filter unit F6 is referred to as a sixth wavelength range Δf6. A wavelength range of light transmitted through
the seventh narrowband filter unit F7 is referred to as a seventh wavelength range Δf7. A wavelength range of light
transmitted through the eighth narrowband filter unit F8 is referred to as an eighth wavelength range Δf8. A wavelength
range of light transmitted through the ninth narrowband filter unit F9 is referred to as a ninth wavelength range Δf9.
[0053] The second wavelength range Δf2 is a wavelength range corresponding to a wavelength range of the blue
LED. It is preferable that a central wavelength of the second wavelength range Δf2 matches a central wavelength (503
nm) of the blue LED, and that a bandwidth of the second wavelength range Δf2 is within the bandwidth of the wavelength
range of the blue LED. The central wavelength of the second wavelength range Δf2 is not limited to a case of complete
matching with the central wavelength (503 nm) of the blue LED and includes a case of approximate matching. At least
a range of less than a half-width of a light emission spectrum of the blue LED from the central wavelength of the blue
LED may be used.
[0054] A central wavelength of the first wavelength range Δf1 is 503 nm - λ1 and is shorter than the central wavelength
(central wavelength (503 nm) of the blue LED) of the second wavelength range Δf2 by λ1. A central wavelength of the
third wavelength range Δf3 is 503 nm + λ3 and is longer than the central wavelength of the second wavelength range
Δf2 by λ3. That is, unlike the first wavelength range Δf1 and the second wavelength range Δf2, the third wavelength
range Δf3 is a wavelength range on an opposite side to the first wavelength range Δf1 with the second wavelength range
Δf2 interposed therebetween.
[0055] In addition, it is preferable that each of λ1 and λ3 is a value separated by more than or equal to the half-width
of the light emission spectrum of the blue LED from the central wavelength of the second wavelength range Δf2.
[0056] The fifth wavelength range Δf5 is a wavelength range corresponding to a wavelength range of the yellow LED.
It is preferable that a central wavelength of the fifth wavelength range Δf5 matches a central wavelength (592 nm) of the
yellow LED, and that a bandwidth of the fifth wavelength range Δf5 is within the bandwidth of the wavelength range of
the yellow LED.
[0057] The fourth wavelength range Δf4 and the sixth wavelength range Δf6 are respectively preceding and succeeding
wavelength ranges of the fifth wavelength range Δf5 interposed therebetween. A central wavelength of the fourth wave-
length range Δf4 is 592 nm - λ4, and a central wavelength of the sixth wavelength range Δf6 is 592 nm + λ6. It is preferable
that each of λ4 and λ6 is a value separated by more than or equal to a half-width of a light emission spectrum of the
yellow LED from the central wavelength of the fifth wavelength range Δf5.
[0058] The eighth wavelength range Δf8 is a wavelength range corresponding to a wavelength range of the red LED.
It is preferable that a central wavelength of the eighth wavelength range Δf8 matches a central wavelength (630 nm) of
the red LED, and that a bandwidth of the eighth wavelength range Δf8 is within the bandwidth of the wavelength range
of the red LED.
[0059] The seventh wavelength range Δf7 and the ninth wavelength range Δf9 are respectively preceding and suc-
ceeding wavelength ranges of the eighth wavelength range Δf8 interposed therebetween. A central wavelength of the
seventh wavelength range Δf7 is 630 nm - λ7, and a central wavelength of the ninth wavelength range Δf9 is 630 nm +
λ9. It is preferable that each of λ7 and λ9 is a value separated by more than or equal to a half-width of a light emission
spectrum of the red LED from the central wavelength of the eighth wavelength range Δf8.
[0060] Fig. 6 is a front view of the polarization filter.
[0061] The polarization filter 18 includes three polarization filter units G1 to G3 equally divided into three parts in the
circumferential direction. Hereinafter, the three polarization filter units G1 to G3 will be distinguished as necessary, such
that a polarization filter unit of a reference numeral G1 is referred to as a first polarization filter unit G1, a polarization
filter unit of a reference numeral G2 is referred to as a second polarization filter unit G2, and a polarization filter unit of
a reference numeral G3 is referred to as a third polarization filter unit G3. The first polarization filter unit G1 corresponds
to the first optical region S1 to the third optical region S3 of the pupil division filter 14. The second polarization filter unit
G2 corresponds to the fourth optical region S4 to the sixth optical region S6 of the pupil division filter 14. The third
polarization filter unit G3 corresponds to the seventh optical region S7 to the ninth optical region S9 of the pupil division
filter 14.
[0062] Fig. 7 is a diagram illustrating an example of a polarization direction set in each polarization filter unit of the
polarization filter.
[0063] The polarization direction (transmitted polarization azimuth) is represented by an angle (azimuthal angle) formed
between a polarization transmission axis and an X axis in an XY plane orthogonal to an optical axis L. In Fig. 7, a
reference numeral Aa denotes a polarization transmission axis of the first polarization filter unit G1. A reference numeral
Ab denotes a polarization transmission axis of the second polarization filter unit G2. A reference numeral Ac denotes a
polarization transmission axis of the third polarization filter unit G3.
[0064] As illustrated in Fig. 7, each of the polarization filter units G1 to G3 has a configuration that allows transmission
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of light in different polarization directions (transmitted polarization azimuths). A polarization direction (transmitted polar-
ization azimuth) of light transmitted through the first polarization filter unit G1 is denoted by α1. A polarization direction
(transmitted polarization azimuth) of light transmitted through the second polarization filter unit G2 is denoted by α2. A
polarization direction (transmitted polarization azimuth) of light transmitted through the third polarization filter unit G3 is
denoted by α3. In the multispectral camera 10 of the present embodiment, the first polarization filter unit G1 is set to
allow transmission of light having an azimuthal angle of 0° (α1 = 0°). The second polarization filter unit G2 is set to allow
transmission of light having an azimuthal angle of 60° (α2 = 60°). The third polarization filter unit G3 is set to allow
transmission of light having an azimuthal angle of 120° (α3 = 120°).
[0065] The pupil division filter 14 is configured by coaxially superimposing the narrowband filter 16 and the polarization
filter 18 having the above configurations. The pupil division filter 14 acts as follows.
[0066] Light that passes through the first optical region S1 of the pupil division filter 14 passes through the first nar-
rowband filter unit F1 of the narrowband filter 16 and the first polarization filter unit G1 of the polarization filter 18. Thus,
light of the first wavelength range Δf1 is subjected to polarization (linear polarization) in the polarization direction α1 and
exits from the first optical region S1. Light that passes through the second optical region S2 of the pupil division filter 14
passes through the second narrowband filter unit F2 of the narrowband filter 16 and the first polarization filter unit G1
of the polarization filter 18. Thus, light of the second wavelength range Δf2 is subjected to polarization (linear polarization)
in the polarization direction α1 and exits from the second optical region S2. Light that passes through the third optical
region S3 of the pupil division filter 14 passes through the third narrowband filter unit F3 of the narrowband filter 16 and
the first polarization filter unit G1 of the polarization filter 18. Thus, light of the third wavelength range Δf3 is subjected
to polarization (linear polarization) in the polarization direction α1 and exits from the third optical region S3.
[0067] In addition, light that passes through the fourth optical region S4 of the pupil division filter 14 passes through
the fourth narrowband filter unit F4 of the narrowband filter 16 and the second polarization filter unit G2 of the polarization
filter 18. Thus, light of the fourth wavelength range Δf4 is subjected to polarization (linear polarization) in the polarization
direction α2 and exits from the fourth optical region S4. Light that passes through the fifth optical region S5 of the pupil
division filter 14 passes through the fifth narrowband filter unit F5 of the narrowband filter 16 and the second polarization
filter unit G2 of the polarization filter 18. Thus, light of the fifth wavelength range Δf5 is subjected to polarization (linear
polarization) in the polarization direction α2 and exits from the fifth optical region S5. Light that passes through the sixth
optical region S6 of the pupil division filter 14 passes through the sixth narrowband filter unit F6 of the narrowband filter
16 and the second polarization filter unit G2 of the polarization filter 18. Thus, light of the sixth wavelength range Δf6 is
subjected to polarization (linear polarization) in the polarization direction α2 and exits from the sixth optical region S6.
[0068] In addition, light that passes through the seventh optical region S7 of the pupil division filter 14 passes through
the seventh narrowband filter unit F7 of the narrowband filter 16 and the third polarization filter unit G3 of the polarization
filter 18. Thus, light of the seventh wavelength range Δf7 is subjected to polarization (linear polarization) in the polarization
direction α3 and exits from the seventh optical region S7. Light that passes through the eighth optical region S8 of the
pupil division filter 14 passes through the eighth narrowband filter unit F8 of the narrowband filter 16 and the third
polarization filter unit G3 of the polarization filter 18. Thus, light of the eighth wavelength range Δf8 is subjected to
polarization (linear polarization) in the polarization direction α3 and exits from the eighth optical region S8. Light that
passes through the ninth optical region S9 of the pupil division filter 14 passes through the ninth narrowband filter unit
F9 of the narrowband filter 16 and the third polarization filter unit G3 of the polarization filter 18. Thus, light of the ninth
wavelength range Δf9 is subjected to polarization (linear polarization) in the polarization direction α3 and exits from the
ninth optical region S9.
[0069] The entire imaging optical system 11 is disposed to be movable forward and rearward along the optical axis
L. Accordingly, focal point adjustment is performed.

Image Sensor

[0070] Fig. 8 is a diagram illustrating a schematic configuration of arrangement of pixels of the image sensor.
[0071] As illustrated in Fig. 8, the image sensor 20 includes a plurality of pixels Pi (i = 1, 2, 3, 4, 5, 6, 7, 8, and 9) on
the light-receiving surface. The pixels Pi are regularly arranged at constant pitches in a horizontal direction (x direction)
and a vertical direction (y direction).
[0072] In the image sensor 20 of the present embodiment, one pixel block PB(x, y) is configured with nine (three 3
three) adjacent pixels Pi, and this pixel block PB(x, y) are regularly arranged in the horizontal direction (x direction) and
the vertical direction (y direction). Hereinafter, the nine pixels comprised in one pixel block PB(x, y) will be distinguished
as necessary, such that a pixel of a reference numeral P1 is referred to as a first pixel P1, a pixel of a reference numeral
P2 is referred to as a second pixel P2, a pixel of a reference numeral P3 is referred to as a third pixel P3, a pixel of a
reference numeral P4 is referred to as a fourth pixel P4, a pixel of a reference numeral P5 is referred to as a fifth pixel
P5, a pixel of a reference numeral P6 is referred to as a sixth pixel P6, a pixel of a reference numeral P7 is referred to
as a seventh pixel P7, a pixel of a reference numeral P8 is referred to as an eighth pixel P8, and a pixel of a reference
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numeral P9 is referred to as a ninth pixel P9. Each pixel Pi receives light having different characteristics.
[0073] Fig. 9 is a diagram illustrating a schematic configuration of the image sensor. Fig. 10 is a cross-sectional view
illustrating a schematic configuration of one pixel (broken line portion in Fig. 9).
[0074] The image sensor 20 has a pixel array layer 21, a polarization filter element array layer 23, a spectroscopic
filter element array layer 25, and a microlens array layer 27. Each layer is arranged in an order of the pixel array layer
21, the polarization filter element array layer 23, the spectroscopic filter element array layer 25, and the microlens array
layer 27 from an image plane side to an object side.
[0075] The pixel array layer 21 is configured by two-dimensionally arranging multiple photodiodes 22. One photodiode
22 constitutes one pixel. Each photodiode 22 is regularly arranged in the horizontal direction (x direction) and the vertical
direction (y direction).
[0076] The polarization filter element array layer 23 is configured by two-dimensionally arranging three types of po-
larization filter elements 24A, 24B, and 24C having polarization directions (transmitted polarization azimuths) different
from each other. Hereinafter, the three types of polarization filter elements 24A, 24B, and 24C will be distinguished as
necessary, such that a polarization filter element of a reference numeral 24A is referred to as a first polarization filter
element 24A, a polarization filter element of a reference numeral 24B is referred to as a second polarization filter element
24B, and a polarization filter element of a reference numeral 24C is referred to as a third polarization filter element 24C.
[0077] Each of the polarization filter elements 24A, 24B, and 24C is arranged at the same intervals as the pixel array
layer 21 and is comprised for each pixel. A polarization direction (transmitted polarization azimuth) of light transmitted
through the first polarization filter element 24A is denoted by β1. A polarization direction (transmitted polarization azimuth)
of light transmitted through the second polarization filter element 24B is denoted by β2. A polarization direction (transmitted
polarization azimuth) of light transmitted through the third polarization filter element 24C is denoted by β3.
[0078] In the multispectral camera 10, the first polarization filter element 24A is set to allow transmission of light having
an azimuthal angle of 0° (β1 = 0°). The second polarization filter element 24B is set to allow transmission of light having
an azimuthal angle of 60° (β2 = 60°). The third polarization filter element 24C is set to allow transmission of light having
an azimuthal angle of 120° (β3 = 120°). The polarization filter elements 24A, 24B, and 24C are an example of a second
optical filter.
[0079] In each pixel block PB(x, y), the polarization filter elements 24A, 24B, and 24C are regularly arranged.
[0080] Fig. 11 is a diagram illustrating an example of an arrangement pattern of the polarization filter elements com-
prised in each pixel block.
[0081] As illustrated in Fig. 11, in the multispectral camera 10 of the present embodiment, the first polarization filter
element 24A is comprised in the first pixel P1, the fourth pixel P4, and the seventh pixel P7 that are pixels of a first
column in the pixel block. The second polarization filter element 24B is comprised in the second pixel P2, the fifth pixel
P5, and the eighth pixel P8 that are pixels of a second column in the pixel block. The third polarization filter element 24C
is comprised in the third pixel P3, the sixth pixel P6, and the ninth pixel P9 that are pixels of a third column in the pixel block.
[0082] The spectroscopic filter element array layer 25 is configured by two-dimensionally arranging three types of
spectroscopic filter elements 26A, 26B, and 26C having spectroscopic transmittances different from each other. Here-
inafter, the three types of spectroscopic filter elements 26A, 26B, and 26C will be distinguished as necessary, such that
a spectroscopic filter element of a reference numeral 26A is referred to as a first spectroscopic filter element 26A, a
spectroscopic filter element of a reference numeral 26B is referred to as a second spectroscopic filter element 26B, and
a spectroscopic filter element of a reference numeral 26C is referred to as a third spectroscopic filter element 26C. Each
of the spectroscopic filter elements 26A, 26B, and 26C is arranged at the same intervals as the photodiodes 22 and is
comprised for each pixel.
[0083] The spectroscopic filter elements 26A, 26B, and 26C allow transmission of light transmitted through each of
the narrowband filter units F1 to F9 of the narrowband filter 16 with different transmittances. In the multispectral camera
10, the first spectroscopic filter element 26A has characteristics of allowing transmission of more light of a short wavelength
range in a wavelength range of visible light. The second spectroscopic filter element 26B has characteristics of allowing
transmission of more light of a middle wavelength range. The third spectroscopic filter element 26C has characteristics
of allowing transmission of more light of a long wavelength range. For example, the spectroscopic filter elements 26A,
26B, and 26C may be color filters of B, G, and R disposed in a general color image sensor.
[0084] Fig. 12 is a diagram illustrating an example of an arrangement pattern of the spectroscopic filter elements
comprised in each pixel block.
[0085] As illustrated in Fig. 12, in each pixel block PB(x, y), the spectroscopic filter elements 26A, 26B, and 26C are
regularly arranged. In the multispectral camera 10 of the present example, the first spectroscopic filter element 26A is
comprised in the first pixel P1, the second pixel P2, and the third pixel P3 that are pixels of a first row in the pixel block.
The second spectroscopic filter element 26B is comprised in the fourth pixel P4, the fifth pixel P5, and the sixth pixel P6
that are pixels of a second row in the pixel block. The third spectroscopic filter element 26C is comprised in the seventh
pixel P7, the eighth pixel P8, and the ninth pixel P9 that are pixels of a third row in the pixel block.
[0086] As illustrated in Fig. 9, the microlens array layer 27 is configured by two-dimensionally arranging multiple
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microlenses 28. Each microlens 28 is arranged at the same intervals as the photodiodes 22 and is comprised for each
pixel. The microlenses 28 are comprised for a purpose of efficiently condensing light from the imaging optical system
11 on the photodiodes 22.
[0087] In each pixel block PB(x, y) of the image sensor 20 configured above, each pixel Pi receives light from the
imaging optical system 11 as follows.
[0088] The first pixel P1 receives light from the imaging optical system 11 through the first spectroscopic filter element
26A and the first polarization filter element 24A. The second pixel P2 receives light from the imaging optical system 11
through the first spectroscopic filter element 26A and the second polarization filter element 24B. The third pixel P3
receives light from the imaging optical system 11 through the first spectroscopic filter element 26A and the third polarization
filter element 24C.
[0089] In addition, the fourth pixel P4 receives light from the imaging optical system 11 through the second spectroscopic
filter element 26B and the first polarization filter element 24A. The fifth pixel P5 receives light from the imaging optical
system 11 through the second spectroscopic filter element 26B and the second polarization filter element 24B. In addition,
the sixth pixel P6 receives light from the imaging optical system 11 through the second spectroscopic filter element 26B
and the third polarization filter element 24C.
[0090] In addition, the seventh pixel P7 receives light from the imaging optical system 11 through the third spectroscopic
filter element 26C and the first polarization filter element 24A. The eighth pixel P8 receives light from the imaging optical
system 11 through the third spectroscopic filter element 26C and the second polarization filter element 24B. The ninth
pixel P9 receives light from the imaging optical system 11 through the third spectroscopic filter element 26C and the
third polarization filter element 24C.
[0091] In such a manner, by including different combinations of the spectroscopic filter elements 26A, 26B, and 26C
and the polarization filter elements 24A, 24B, and 24C, each pixel Pi of the pixel block PB(x, y) receives light having
different characteristics.

Signal Processing Unit

[0092] Fig. 13 is a main block diagram of the signal processing unit of the multispectral camera.
[0093] As illustrated in Fig. 13, the signal processing unit 30 is a part that generates image data acquired by each
optical region Sj of the imaging optical system 11 by processing an image signal output from the image sensor 20, and
comprises an analog signal processing unit 30A, an image generation unit 30B, and a coefficient storage unit 30C.
[0094] The image signal output from the image sensor 20 is provided to the analog signal processing unit 30A. The
analog signal processing unit 30A is configured to include a sampling and hold circuit, a color separation circuit, an
automatic gain control (AGC) circuit, and the like. The AGC circuit functions as a sensitivity adjustment unit that adjusts
sensitivity (International Organization for Standardization (ISO) sensitivity) in imaging, and causes a signal level of the
image signal to fall into an appropriate range by adjusting a gain of an amplifier amplifying the input image signal. An
A/D converter converts an analog image signal output from the analog signal processing unit into a digital image signal.
In a case where the image sensor 20 is a CMOS image sensor, the analog signal processing unit and the A/D converter
are generally incorporated in the CMOS image sensor.
[0095] As illustrated in Fig. 8, each pixel block PB(x, y) includes the first pixel P1, the second pixel P2, the third pixel
P3, the fourth pixel P4, the fifth pixel P5, the sixth pixel P6, the seventh pixel P7, the eighth pixel P8, and the ninth pixel P9.
[0096] The image generation unit 30B generates nine pieces of image data D1 to D9 by separating and extracting
pixel signals of the first pixel P1, the second pixel P2, the third pixel P3, the fourth pixel P4, the fifth pixel P5, the sixth
pixel P6, the seventh pixel P7, the eighth pixel P8, and the ninth pixel P9 from each pixel block PB(x, y).
[0097] However, interference (crosstalk) occurs in the nine pieces of image data D1 to D9. That is, since light from
each optical region Sj of the imaging optical system 11 is incident on each pixel Pi, a generated image is an image in
which an image of each optical region Sj is mixed at a predetermined ratio. Thus, the image generation unit 30B removes
the interference (crosstalk) by performing the following operation processing.
[0098] Here, a pixel signal (signal value) obtained by the first pixel P1 of each pixel block PB(x, y) is denoted by x1.
A pixel signal obtained by the second pixel P2 is denoted by x2. A pixel signal obtained by the third pixel P3 is denoted
by x3. A pixel signal obtained by the fourth pixel P4 is denoted by x4. A pixel signal obtained by the fifth pixel P5 is
denoted by x5. A pixel signal obtained by the sixth pixel P6 is denoted by x6. A pixel signal obtained by the seventh
pixel P7 is denoted by x7. A pixel signal obtained by the eighth pixel P8 is denoted by x8. A pixel signal obtained by the
ninth pixel P9 is denoted by x9. The nine pixel signals x1 to x9 are obtained from each pixel block PB(x, y). The image
generation unit 30B removes the interference by calculating nine pixel signals X1 to X9 respectively corresponding to
the optical regions S1 to S9 from the nine pixel signals x1 to x9 using Expression 2 in which a matrix A illustrated in
Expression 1 is used. 
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[0099] The pixel signal X1 is a pixel signal corresponding to the first optical region S1. The pixel signal X2 is a pixel
signal corresponding to the second optical region S2. The pixel signal X3 is a pixel signal corresponding to the third
optical region S3. The pixel signal X4 is a pixel signal corresponding to the fourth optical region S4. The pixel signal X5
is a pixel signal corresponding to the fifth optical region S5. The pixel signal X6 is a pixel signal corresponding to the
sixth optical region S6. The pixel signal X7 is a pixel signal corresponding to the seventh optical region S7. The pixel
signal X8 is a pixel signal corresponding to the eighth optical region S8. The pixel signal X9 is a pixel signal corresponding
to the ninth optical region S9.
[0100] Accordingly, an image acquired by the first optical region S1 is generated from the pixel signal X1. An image
acquired by the second optical region S2 is generated from the pixel signal X2. An image acquired by the third optical
region S3 is generated from the pixel signal X3. An image acquired by the fourth optical region S4 is generated from
the pixel signal X4. An image acquired by the fifth optical region S5 is generated from the pixel signal X5. An image
acquired by the sixth optical region S6 is generated from the pixel signal X6. An image acquired by the seventh optical
region S7 is generated from the pixel signal X7. An image acquired by the eighth optical region S8 is generated from
the pixel signal X8. An image acquired by the ninth optical region S9 is generated from the pixel signal X9.
[0101] Hereinafter, a reason why the interference can be removed using Expression 2 will be described.
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[0102] The interference occurs due to mixing of light from each optical region Sj into each pixel Pi. Here, in a case
where a ratio (interference amount (referred to as an interference ratio)) at which light incident on the j-th optical region
Sj (j = 1 to 9) of the imaging optical system 11 is received by the i-th pixel Pi (i = 1 to 9) of each pixel block PB(x, y) is
denoted by bij (i = 1 to 9 and j = 1 to 9), the following relationship is established between the pixel signal xi obtained by
each pixel Pi of each pixel block PB(x, y) and the pixel signal Xj corresponding to each optical region Sj of the imaging
optical system 11.
[0103] That is, the following expression is established with respect to the pixel signal x1 obtained by the first pixel P1
("*" is a symbol of integrating accumulation).

Similarly, an expression similar to Expression 3 is established with respect to the pixel signals x2 to x9 obtained by the
second pixel P2 to the ninth pixel P9, respectively.
[0104] By solving simultaneous equations consisting of nine expressions for X1 to X9, pixel signals of an original
image, that is, the pixel signals X1 to X9 respectively corresponding to the optical regions S1 to S9, can be acquired.
[0105] Here, the simultaneous equations can be represented using Expression 5 in which a matrix B of Expression 4
is used. 
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[0106] X1 to X9 that are solutions of the simultaneous equations consisting of the nine expressions can be calculated
using Expression 6 that is obtained by multiplying both sides of Expression 5 by an inverse matrix B-1 of the matrix B. 

[0107] In such a manner, the pixel signals X1 to X9 respectively corresponding to the optical regions S1 to S9 can be
calculated from the respective signal values (pixel signals) x1 to x9 of the pixels P1 to P9 based on the ratio at which
light incident on the optical regions S1 to S9 of the imaging optical system 11 is received by the pixels P1 to P9 of the
pixel block PB(x, y), respectively.
[0108] In Expression 2, the inverse matrix B-1 of Expression 6 is replaced with the matrix A (B-1 = A). Accordingly,
each element aij of the matrix A in Expression 2 can be acquired by obtaining the inverse matrix B-1 of the matrix B.
Each element bij (i = 1 to 9 and j = 1 to 9) of the matrix B is the ratio (interference amount) at which light incident on the
j-th optical region Sj (j = 1 to 9) of the imaging optical system 11 is received by the i-th pixel Pi (i = 1 to 9) of each pixel
block PB(x, y). In a case where a transmittance based on polarization is denoted by c, and where a transmittance based
on the spectroscopic transmittance is denoted by d, this ratio is calculated as a product of the transmittance c and the
transmittance d.
[0109] Here, the transmittance c based on polarization is calculated as a square of a cosine of an angular difference
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between a transmitted polarization azimuth of light transmitted through the optical region and a transmitted polarization
azimuth of light received by the pixel.
[0110] In addition, the transmittance d based on the spectroscopic transmittance is obtained based on the wavelength
range of light transmitted through the optical region and the spectroscopic transmittances of the spectroscopic filter
elements comprised in the pixel.
[0111] For example, in a relationship between the j-th optical region Sj of the imaging optical system 11 and the i-th
pixel Pi of the image sensor 20, in a case where a transmitted polarization azimuth of light transmitted through the j-th
optical region Sj is denoted by θj, and a transmitted polarization azimuth of light received by the i-th pixel Pi is denoted
by Φi, the transmittance c based on polarization is calculated as a square (cos2 (|θj - Φi|)) of a cosine (cos) of an angular
difference (|θj - Φi|) therebetween.
[0112] In addition, the transmittance d based on the spectroscopic transmittance is obtained based on the wavelength
range of light transmitted through the j-th optical region Sj and the spectroscopic transmittances of the spectroscopic
filter elements 26A, 26B, and 26C comprised in the i-th pixel Pi. That is, the transmittance d is obtained from the
wavelength range of light transmitted through the j-th optical region Sj based on the spectroscopic transmittances of the
spectroscopic filter elements 26A, 26B, and 26C comprised in the i-th pixel Pi.
[0113] The coefficient storage unit 30C illustrated in Fig. 13 stores each element aij of the matrix A of nine rows and
nine columns as a coefficient group. The image generation unit 30B acquires the coefficient group from the coefficient
storage unit 30C and generates nine pieces of image data of the optical regions S1 to S9, respectively, by calculating
the pixel signals X1 to X9 respectively corresponding to the optical regions S1 to S9 of the imaging optical system 11
from the pixel signals x1 to x9 respectively obtained from the pixels P1 to P9 of each pixel block PB(x, y), using Expression
2.
[0114] That is, the multispectral camera 10 of the present example can capture, at the same time, nine images of the
first wavelength range Δf1 to the ninth wavelength range Δf9 transmitted through the nine narrowband filter units F1 to
F9, respectively. Nine pieces of image data indicating the images of the first wavelength range Δf1 to the ninth wavelength
range Δf9 captured at the same time by the multispectral camera 10 are output to the processor 100.

Processor

[0115] Fig. 14 is a schematic diagram illustrating an embodiment of the processor.
[0116] The processor 100 illustrated in Fig. 14 includes a central processing unit (CPU) and a dedicated electric circuit
or the like that performs a specific type of signal processing on the image data. The processor 100 functions as the
region extraction device that acquires the nine pieces of image data of the first wavelength range Δf1 to the ninth
wavelength range Δf9 from the multispectral camera 10 and extracts a region having a possibility of presence of the
target object as the determination region based on the nine pieces of image data. In addition, the processor 100 performs
determination processing (processing of detecting the target object) of determining whether or not an object in the
extracted determination region is the target object.
[0117] The processor 100 comprises a region extraction device 110, a first determination processing unit 120A, a
second determination processing unit 120B, and a third determination processing unit 120C.
[0118] The region extraction device 110 performs image acquisition processing of acquiring a plurality of (nine) pieces
of image data of the first wavelength range Δf1 to the ninth wavelength range Δf9 from the multispectral camera 10.
Next, a region that emits light having a light emission spectrum other than a light emission spectrum of light emitted by
the target object in an imaging region is detected based on image data of other than a wavelength range of the light
emission spectrum of light emitted by the target object among the acquired nine pieces of image data. The detected
region is decided as a non-determination region in which the target object is not present, and determination region
extraction processing of extracting one or a plurality of regions excluding the non-determination region from the imaging
region as the determination region is performed.
[0119] The target object of the present example is the blue signal lamp, the yellow signal lamp, and the red signal
lamp of the traffic signal configured with the LEDs.
[0120] In a case of detecting the blue signal lamp that is turned on, the region extraction device 110 performs non-
determination region decision processing of deciding a region in which the blue signal lamp which is turned on is not
present, as the non-determination region based on six pieces of image data of the fourth wavelength range Δf4 to the
ninth wavelength range Δf9 that do not include or approximately not include a light emission spectrum of the blue signal
lamp among the nine pieces of image data of the first wavelength range Δf1 to the ninth wavelength range Δf9.
[0121] For example, for a certain pixel Pj of the imaging region, six pieces of pixel data at a position of the pixel Pj are
obtained from the six pieces of image data of the fourth wavelength range Δf4 to the ninth wavelength range Δf9 which
do not include or approximately not include the light emission spectrum of the blue signal lamp among the nine pieces
of image data. However, in a case where any one piece of pixel data that exceeds a threshold value is present among
the six pieces of pixel data, the pixel Pi is determined as a pixel of a region (non-determination region) in which the blue
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signal lamp which is turned on is not present. By performing this determination for all pixels of the imaging region, the
non-determination region in which the blue signal lamp which is turned on is not present can be determined.
[0122] In a case where the non-determination region in which the blue signal lamp which is turned on is not present
is decided in the above manner, the region extraction device 110 extracts one or a plurality of regions excluding the
non-determination region from the imaging region as the determination region (first determination region) having a
possibility of presence of the blue signal lamp which is turned on.
[0123] Similarly, in a case of determining the non-determination region in which the yellow signal lamp that is turned
on is not present, the region extraction device 110 determines the non-determination region in which the yellow signal
lamp which is turned on is not present, based on five pieces of image data of the first wavelength range Δf1 to the third
wavelength range Δf3, the eighth wavelength range Δf8, and the ninth wavelength range Δf9 that do not include or
approximately not include a light emission spectrum of the yellow signal lamp. In a case where the non-determination
region in which the yellow signal lamp which is turned on is not present is determined, the region extraction device 110
extracts one or a plurality of regions excluding the non-determination region from the imaging region as the determination
region (second determination region) having a possibility of presence of the yellow signal lamp which is turned on.
[0124] In addition, in a case of determining the non-determination region in which the red signal lamp that is turned
on is not present, the region extraction device 110 determines the non-determination region in which the red signal lamp
which is turned on is not present, based on five pieces of image data of the first wavelength range Δf1 to the fifth
wavelength range Δf5 that do not include or approximately not include a light emission spectrum of the red signal lamp.
In a case where the non-determination region in which the red signal lamp which is turned on is not present is determined,
the region extraction device 110 extracts one or a plurality of regions excluding the non-determination region from the
imaging region as the determination region (third determination region) having a possibility of presence of the red signal
lamp which is turned on.
[0125] The region extraction device 110 outputs first region information indicating the first determination region ex-
tracted in the above manner to the first determination processing unit 120A, outputs second region information indicating
the second determination region to the second determination processing unit 120B, and outputs third region information
indicating the third determination region to the third determination processing unit 120C.
[0126] The first determination processing unit 120A, the second determination processing unit 120B, and the third
determination processing unit 120C determine whether or not an object in the first determination region, an object in the
second determination region, and an object in the third determination region, respectively, are the target object (the blue
signal lamp, the yellow signal lamp, and the red signal lamp which are turned on).

Determination Processing Unit

[0127] Fig. 15 is a conceptual diagram illustrating an embodiment of determination processing performed by each
determination processing unit.
[0128] Three pieces of image data of the first wavelength range Δf1 to the third wavelength range Δf3 and the first
region information are input into the first determination processing unit 120A. The first determination processing unit
120A determines whether or not the object in the first determination region is the target object (blue signal lamp which
is turned on) based on the three pieces of image data of the first wavelength range Δf1 to the third wavelength range
Δf3 and the first region information.
[0129] In the object in the first determination region, it is considered that not only the blue signal lamp which is turned
on but also another light emitting object or a reflecting object emitting blue light are present.
[0130] While the light is blue, the other light emitting object or the reflecting object emitting blue light does not emit
light of a narrowband having a central wavelength of 503 nm and a wavelength width of approximately 30 to 50 nm
unlike the blue LED.
[0131] Therefore, the first determination processing unit 120A subtracts the image data of the first wavelength range
Δf1 and the image data of the third wavelength range Δf3 that are preceding and succeeding wavelength ranges of the
second wavelength range Δf2, from the image data of the second wavelength range Δf2 of which the central wavelength
matches the central wavelength of the blue LED, and determines whether or not the object in the first determination
region is the target object (blue signal lamp of the blue LED) based on a subtraction result.
[0132] In a case where the object in the first determination region is the blue signal lamp, the subtraction result is not
significantly decreased. However, in a case of the other light emitting object or the reflecting object not having the light
emission spectrum of the blue LED, the subtraction result is significantly decreased or becomes negative. Accordingly,
from the subtraction result, the first determination processing unit 120A can determine whether or not the object in the
first determination region is the blue signal lamp which is turned on.
[0133] Similarly, three pieces of image data of the fourth wavelength range Δf4 to the sixth wavelength range Δf6 and
the second region information are input into the second determination processing unit 120B. The second determination
processing unit 120B determines whether or not the object in the second determination region is the target object (yellow
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signal lamp which is turned on) based on the three pieces of image data of the fourth wavelength range Δf4 to the sixth
wavelength range Δf6 and the second region information.
[0134] In addition, three pieces of image data of the seventh wavelength range Δf7 to the ninth wavelength range Δf9
and the third region information are input into the third determination processing unit 120C. The third determination
processing unit 120C determines whether or not the object in the third determination region is the target object (red
signal lamp which is turned on) based on the three pieces of image data of the seventh wavelength range Δf7 to the
ninth wavelength range Δf9 and the third region information.
[0135] According to the present invention, by performing preprocessing of deciding a region in which the target object
is not present as the non-determination region and extracting a region excluding the non-determination region from the
imaging region as the determination region by the region extraction device 110, a "false object" in the non-determination
region is originally excluded from a determination target. Thus, it is possible to eliminate erroneous detection (suppression
of erroneous detection). In addition, since the number of determination regions is decreased (carefully selected) in the
imaging region, a processing time period of the determination processing of the target object can be shortened.
[0136] In addition, in the determination processing of the target object in the determination region, the "false object"
that emits light having a light emission spectrum of a first narrowband but has a wider band of light emission than the
first narrowband is excluded by using images of a plurality of narrowbands including a second narrowband corresponding
to the first narrowband and a third narrowband (in the present example, preceding and succeeding narrowbands) different
from the second narrowband for the target object emitting light having the light emission spectrum of the first narrowband.
Accordingly, only the target object can be detected.
[0137] A position of the target object (in the present example, a signal lamp of the traffic signal that is turned on)
detected by the processor 100 in the imaging region and information about a color of the signal lamp which is turned on
are output to an output destination 200. A surveillance system, an automatic driving system, and the like that use
information about the traffic signal are considered as the output destination 200.
[0138] Fig. 16 is a conceptual diagram illustrating another modification example of the determination processing units.
[0139] A first determination processing unit 120-1 illustrated in Fig. 16 determines whether or not the object in the first
determination region is the blue signal lamp but uses five pieces of image data of the first wavelength range Δf1 to the
fifth wavelength range Δf5 in the first determination region. That is, by using the image data of the second wavelength
range Δf2 of which the central wavelength matches the central wavelength of the blue LED, the image data of the first
wavelength range Δf1 and the image data of the third wavelength range Δf3 which are the preceding and succeeding
wavelength ranges of the second wavelength range Δf2, and also the image data of the fourth wavelength range Δf4
and the image data of the fifth wavelength range Δf5, the first determination processing unit 120-1 subtracts two or more
pieces of image data (four pieces of image data of the first wavelength range Δf1 and the third wavelength range Δf3 to
the fifth wavelength range Δf5) excluding the image data of the second wavelength range Δf2 from the image data of
the second wavelength range Δf2, performs non-linear processing on a subtraction result using a non-linear function (f),
and determines whether or not the object in the first determination region is the blue signal lamp based on a result of
the non-linear processing.
[0140] For example, binarization processing based on a threshold value for the subtraction result is considered as a
non-linear operation.
[0141] A second determination processing unit 120-2 illustrated in Fig. 16 determines whether or not the object in the
second determination region is the yellow signal lamp, and five pieces of image data are input in the same manner as
the first determination processing unit 120-1. That is, by using the image data of the fifth wavelength range Δf5 of which
the central wavelength matches the central wavelength of the yellow LED, the image data of the fourth wavelength range
Δf4 and the image data of the sixth wavelength range Δf6 which are the preceding and succeeding wavelength ranges
of the fifth wavelength range Δf5, and furthermore, the image data of the third wavelength range Δf3 and the image data
of the seventh wavelength range Δf7 adjacent on an outer side, the second determination processing unit 120-2 subtracts
two or more pieces of image data (four pieces of image data of the third wavelength range Δf3, the fourth wavelength
range Δf4, the sixth wavelength range Δf6, and the seventh wavelength range Δf7) excluding the image data of the fifth
wavelength range Δf5 from the image data of the fifth wavelength range Δf5, and determines whether or not the object
in the second determination region is the yellow signal lamp based on a subtraction result.
[0142] A sum-product operation may be performed using three or more pieces of image data (five pieces of image
data of the third wavelength range Δf3 to the seventh wavelength range Δf7) including the image data of the fifth
wavelength range Δf5 in the second determination region and a weight coefficient set for each image (each of the five
pieces of image data), and a determination as to whether or not the object in the second determination region is the
yellow signal lamp may be performed based on an operation result of the sum-product operation.
[0143] In each of the determination processing units 120-1 and 120-2, by not only simply subtracting images of pre-
ceding and succeeding adjacent wavelength ranges from an image of a wavelength range corresponding to the target
object but also using images of more wavelength ranges, recognition accuracy of the target object is improved.
[0144] A third determination processing unit 120-3 determines whether or not the object in the third determination
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region is the red signal lamp and particularly performs non-linear processing (processing based on a learned model).
[0145] For example, the learned model can be configured with a convolutional neural network and is machine-learned
in advance using a learning dataset consisting of a learning image for each of a plurality of wavelength ranges and
answer data.
[0146] In the third determination processing unit 120-3, the image data of the eighth wavelength range Δf8 that is
image data of the third determination region and of which the central wavelength matches the central wavelength of the
red LED, and the image data of the seventh wavelength range Δf7 and the image data of the ninth wavelength range
Δf9 that are the preceding and succeeding wavelength ranges of the eighth wavelength range Δf8 are input, and a
recognition result indicating whether or not the object in the third determination region is the red signal lamp is output.
[0147] While the determination processing units 120-1 to 120-3 determine whether or not the objects in the first
determination region, the second determination region, and the third determination region are the blue signal lamp, the
yellow signal lamp, and the red signal lamp, respectively, for convenience of description, a determination of other color
signal lamps can also be performed by each other by changing input image data of a plurality of wavelength ranges.
[0148] Fig. 17 is a conceptual diagram illustrating a modification example of the multispectral camera and the deter-
mination processing units.
[0149] While the multispectral camera 10 captures nine pieces of image data of the first wavelength range Δf1 to the
ninth wavelength range Δf9, a multispectral camera that captures seven pieces of image data of the first wavelength
range Δf1 to the fifth wavelength range Δf5, the eighth wavelength range Δf8, and the ninth wavelength range Δf9
excluding the sixth wavelength range Δf6 having a central wavelength of 592 nm + λ6 and the seventh wavelength range
Δf7 having a central wavelength of 630 nm - λ7 as illustrated in Fig. 17.
[0150] In a case of capturing the image data of the seven wavelength ranges, a second determination processing unit
120B-1 that determines whether or not the object in the second determination region is the yellow signal lamp performs
the determination processing using three pieces of image data of the fourth wavelength range Δf4, the fifth wavelength
range Δf5, and the eighth wavelength range Δf8. In the same manner as the second determination processing unit 120B,
the second determination processing unit 120B-1 subtracts the image data of the fourth wavelength range Δf4 and the
image data of the eighth wavelength range Δf8 that are preceding and succeeding wavelength ranges of the fifth wave-
length range Δf5, from the image data of the fifth wavelength range Δf5 of which the central wavelength matches the
central wavelength of the yellow LED, and determines whether or not the object in the second determination region is
the target object (yellow signal lamp of the yellow LED) based on a subtraction result.
[0151] In addition, a third determination processing unit 120C-1 that determines whether or not the object in the third
determination region is the red signal lamp performs the determination processing using three pieces of image data of
the fifth wavelength range Δf5, the eighth wavelength range Δf8, and the ninth wavelength range Δf9.In the same manner
as the third determination processing unit 120C, the third determination processing unit 120C-1 subtracts the image
data of the fifth wavelength range Δf5 and the image data of the ninth wavelength range Δf9 that are preceding and
succeeding wavelength ranges of the eighth wavelength range Δf8, from the image data of the eighth wavelength range
Δf8 of which the central wavelength matches the central wavelength of the red LED, and determines whether or not the
object in the third determination region is the target object (red signal lamp of the red LED) based on a subtraction result.
[0152] While the multispectral camera preferably captures image data of seven wavelength ranges in the above
manner, the multispectral camera may capture images of a plurality of narrowbands including three narrowbands cor-
responding to the light emission spectra of light emitted by the blue signal lamp, the yellow signal lamp, and the red
signal lamp, respectively, and three or more narrowbands different from the three narrowbands. In addition, the processor
may detect which signal lamp of the traffic signal emits light based on images of six or more narrowbands.
[0153] In addition, the region extraction device 110 illustrated in Fig. 4 comprises a flicker detection unit 112 and can
use a detection result of the flicker detection unit 112 in extraction of the first determination region, the second determi-
nation region, and the third determination region.
[0154] In recent years, the red LED has been generally used in a brake lamp of an automobile. In this case, it is difficult
to exclude the brake lamp (false object) of the red LED.
[0155] The flicker detection unit 112 is used for excluding the false object such as the brake lamp of the red LED.
[0156] The brake lamp of the red LED of the automobile is turned on by a direct current power supply and thus, emits
light at a constant brightness level. Meanwhile, the red LED or the like of the traffic signal is turned on by a commercial
power supply and thus, is affected by a frequency (50 Hz or 60 Hz) of the commercial power supply, and a flicker having
a frequency corresponding to the frequency of the commercial power supply occurs.
[0157] Therefore, the multispectral camera 10 captures image data (motion picture image data) of each wavelength
range at a frame rate (frames per second (fps)) different from a flicker frequency of the red LED or the like of the traffic
signal.
[0158] The flicker detection unit 112 detects a region (region in which the flicker does not occur) in which the brightness
level does not change in consecutive frames, based on the input motion picture image data of each wavelength range.
[0159] The region extraction device 110 sets the region in which the blue signal lamp which is turned on is not present,
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and the region in which the flicker does not occur, as the non-determination region and extracts a region excluding the
non-determination region from the imaging region as the first determination region.
[0160] Similarly, the region extraction device 110 sets the region in which the yellow signal lamp which is turned on
is not present, and the region in which the flicker does not occur, as the non-determination region and sets a region
excluding the non-determination region from the imaging region as the second determination region. In addition, the
region extraction device 110 sets the region in which the red signal lamp which is turned on is not present, and the region
in which the flicker does not occur, as the non-determination region and extracts a region excluding the non-determination
region from the imaging region as the third determination region.
[0161] Accordingly, the object in each determination region is limited to an object that causes the flicker, and it is
possible to not detect the brake lamp or the like of the automobile consisting of the red LED in a case of detecting, for
example, the red signal lamp of the red LED.
[0162] As a method of excluding the false object such as the brake lamp of the red LED, the region extraction device
110 can set a region of less than or equal to lower one-third of the imaging region as the non-determination region. In
a case where the multispectral camera 10 is a vehicle-mounted camera, the traffic signal is not present in the region of
less than or equal to lower one-third of the imaging region imaged by the vehicle-mounted camera. Meanwhile, it is
considered that the brake lamp or the like of the automobile is not present in a region of upper two-third of the imaging
region. In this case, each determination region is limited to an inside of the region of upper two-third of the imaging
region, and the processing time period can be shortened.

Object Detection Method

[0163] Fig. 18 is a flowchart illustrating an embodiment of an object detection method according to the embodiment
of the present invention, and Fig. 19 is a diagram illustrating various images and the like during detection of the target
object according to the embodiment of the present invention. The object detection method illustrated in Fig. 18 includes
a region extraction method of extracting the region having the possibility of presence of the target object as the deter-
mination region according to the embodiment of the present invention.
[0164] In Fig. 18, the images of the plurality of narrowbands are acquired by the multispectral camera 10 (step SI00).
[0165] Here, (A) of Fig. 19 illustrates an image of a wideband of visible light, and (B) of Fig. 19 illustrates seven images
of different narrowbands. In the present example, as illustrated in Fig. 17, seven images of the first wavelength range
Δf1 to the fifth wavelength range Δf5, the eighth wavelength range Δf8, and the ninth wavelength range Δf9 are acquired.
[0166] The processor 100 acquires a plurality of images of different narrowbands from the multispectral camera 10
and processes each step below.
[0167] While a case of using the red signal lamp of the red LED which is turned on as the target object will be described
for simplification of description, the same processing is performed in a case of using the blue signal lamp of the blue
LED which is turned on, and the yellow signal lamp of the yellow LED which is turned on as the target object.
[0168] The region extraction device 110 of the processor 100 detects a region that does not emit or reflect light in the
wavelength range of the target object based on the plurality of images (step S110). The narrowbands other than the
wavelength range of the target object of the present example are the first wavelength range Δf1 to the fifth wavelength
range Δf5. Thus, in five images of these narrowbands, in a case where any one piece of pixel data exceeding the
threshold value is present, the pixel is not a pixel including the target object. By performing this determination for all
pixels of the imaging region, a region in which the target object is not present in the imaging region is detected.
[0169] The region detected as the region in which the target object is not present is regarded as the non-determination
region and excluded from the determination region (step S120). The region extraction device 110 extracts only the
remaining region excluding the non-determination region from the imaging region as the determination region (step S130).
[0170] Here, (C) of Fig. 19 illustrates the determination region extracted in the above manner. In (C) of Fig. 19, a
determination region (third determination region) illustrated by a white rectangular frame indicates a region having a
possibility of presence of the red signal lamp which is turned on. In the present example, four determination regions are
extracted.
[0171] Next, the determination processing unit (third determination processing unit 120C-1 in Fig. 17) determines
whether or not the object in the determination region is the target object (step S140). That is, as described using the
third determination processing unit 120C-1 and Fig. 17, the image data of the fifth wavelength range Δf5 and the image
data of the ninth wavelength range Δf9 which are the preceding and succeeding wavelength ranges of the eighth
wavelength range Δf8 are subtracted from the image data of the eighth wavelength range Δf8 of which the central
wavelength matches the central wavelength of the red LED, and whether or not the object in the determination region
is the target object (red signal lamp of the red LED) is determined based on the subtraction result.
[0172] In a case where it is determined that the object in the determination region is the target object (in a case of
"Yes"), the object in the determination region is detected as the target object, and a detection result is output to the
output destination 200 (step S150). Meanwhile, in a case where it is determined that the object in the determination
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region is not the target object (in a case of "No"), a transition is made to step S160.
[0173] In step S160, a determination as to whether or not the determination processing in all determination regions is
finished is performed. In a case where the determination processing in all determination regions is not finished (in a
case of "No"), a transition is made to step S170, and the subsequent determination region is set. In a case where the
subsequent determination region is set, a return is made to step S140, and processing of each of step S140 to step
S160 is performed again for the subsequent determination region.
[0174] In a case where the determination processing in all determination regions is finished in such a manner, detection
of the target object based on images obtained by imaging performed once is finished.
[0175] Here, (D) of Fig. 19 is a diagram illustrating the determination region in which it is determined that the target
object is present, and the target object and the like in the determination region.
[0176] In (D) of Fig. 19, the determination region in which it is determined that the target object is present is represented
by a white frame, and the target object in the determination region is represented in white. In the present example, as
illustrated in (D) of Fig. 19, presence of one target object (red signal lamp of the red LED which is turned on) at a position
illustrated by a white frame in the imaging region is detected.
[0177] According to the present invention, since the determination region having the possibility of presence of the
target object is carefully selected as illustrated by the white frame in (C) of Fig. 19, a load in the determination processing
unit is small. In addition, since the "false object" present in the non-determination region is originally excluded from the
determination target, erroneous detection can be suppressed.

Comparative Example

[0178] Fig. 20 is a flowchart illustrating a comparative example of the object detection method according to the em-
bodiment of the present invention, and Fig. 21 is a diagram illustrating various images and the like during detection of
the target object according to the comparative example.
[0179] In Fig. 20, an image of a narrowband that is the wavelength range of the target object is captured (step S200).
In the comparative example, the red signal lamp of the red LED which is turned on is used as the target object. Thus,
the wavelength range of the target object is the eighth wavelength range Δf8.
[0180] Here, (A) of Fig. 21 illustrates an image of a wideband of visible light, and (B) of Fig. 21 illustrates an image of
a narrowband (eighth wavelength range Δf8). While the image illustrated in (B) of Fig. 21 is the image of the narrowband,
many other objects that emit or reflect light of bands other than the narrowband are captured.
[0181] Next, a region that emits or reflects light in the wavelength range of the target object is detected based on the
captured image of the narrowband (step S210). For example, in the image of the narrowband, a region of a pixel group
exceeding the threshold value can be detected as the region emitting or reflecting light in the wavelength range of the
target object.
[0182] The region detected in step S210 is set as the determination region (step S220). Here, (C) of Fig. 21 illustrates
the determination region set in the above manner. In (C) of Fig. 21, a region illustrated by a white rectangular frame is
the determination region. The number of set determination regions illustrated in (C) of Fig. 21 is greater than the number
of determination regions illustrated in (C) of Fig. 19. This is because the non-determination region in which the target
object is apparently not present is not excluded. For example, a region of an object of which an object color is white also
reflects light of the wavelength range of the target object and thus, is set as the determination region.
[0183] Next, a determination as to whether or not the object in the determination region is the target object is performed
(step S230). Here, the determination as to whether or not the object is the target object can be performed using image
recognition processing. For example, in a case where the target object is a signal lamp of the traffic signal that emits
light, a shape of the object is circular or approximately circular. Accordingly, in a case where the shape of the object in
the determination region coincides with a shape of the target object, the object can be recognized as the target object.
In addition, in a case where a shape of a vicinity including the determination region represents a shape of the traffic
signal (for example, in a case where three signal lamps of blue, yellow, and red are lined up), the detected object can
be recognized as the signal lamp of the traffic signal.
[0184] In a case where it is determined that the object in the determination region is the target object (in a case of
"Yes"), the object in the determination region is detected as the target object (step S240). Meanwhile, in a case where
it is determined that the object in the determination region is not the target object (in a case of "No"), a transition is made
to step S250.
[0185] In step S250, a determination as to whether or not the determination processing in all determination regions is
finished is performed. In a case where the determination processing in all determination regions is not finished (in a
case of "No"), a transition is made to step S260, and the subsequent determination region is set. In a case where the
subsequent determination region is set, a return is made to step S230, and processing of each of step S230 to step
S250 is performed again for the subsequent determination region.
[0186] In a case where the determination processing in all determination regions is finished in such a manner, detection
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of the target object based on images obtained by imaging performed once is finished.
[0187] Here, (D) of Fig. 20 is a diagram illustrating the determination region in which it is determined that the target
object is present, and the target object and the like in the determination region.
[0188] In (D) of Fig. 20, the determination region in which it is determined that the target object is present is represented
by a white frame, and the target object in the determination region is represented in white. In the present example, as
illustrated in (D) of Fig. 20, presence of two target objects at positions illustrated by a white frame in the imaging region
is detected.
[0189] According to the comparative example, since many determination regions are set, a load on recognition process-
ing as to whether or not the target object is present in each determination region is increased. In addition, many "false
objects" that generate or reflect light of a wideband such as white light including the narrowband generated or reflected
by the target object are present in the determination region. Consequently, a possibility that the "false objects" are
erroneously detected as the target object is increased. According to a determination result of the determination of the
comparative example, while the target object is detected in an approximately center portion of the imaging region, the
"false object" is detected in a lower left region of the imaging region as illustrated in (D) of Fig. 21.

Others

[0190] While the blue signal lamp, the yellow signal lamp, and the red signal lamp of the traffic signal configured with
the LEDs are used as the target object in the present embodiment, the target object is not limited thereto, and the number
of target objects may be one. For example, a lead-in lamp disposed on a runway of an airport, an LED road stud, or
other reflecting objects that reflect only light of a narrowband may be used as the target object.
[0191] In addition, the number of images of the narrowbands captured at the same time by the multispectral camera
is not limited to the present embodiment. The multispectral camera may include a plurality of narrowband filters that
selectively allow transmission of light of a plurality of narrowbands, respectively, including at least the second narrowband
corresponding to the wavelength range (first narrowband) emitted by the target object and the third narrowband different
from the second narrowband, and acquire a plurality of images respectively transmitted through the plurality of narrowband
filters at the same time. In a case where the interference does not occur among the plurality of images acquired at the
same time from the image sensor of the multispectral camera, processing of removing the interference is not necessary.
[0192] In addition, in the present embodiment, for example, a hardware structure of a processing unit such as a CPU
executing various types of processing includes various processors illustrated below. The various processors include a
central processing unit (CPU) that is a general-purpose processor functioning as various processing units by executing
software (program), a programmable logic device (PLD) such as a field programmable gate array (FPGA) that is a
processor having a circuit configuration changeable after manufacturing, and a dedicated electric circuit or the like such
as an application specific integrated circuit (ASIC) that is a processor having a circuit configuration dedicatedly designed
to execute a specific type of processing.
[0193] One processing unit may be configured with one of the various processors or may be configured with a com-
bination of two or more processors of the same type or different types (for example, a plurality of FPGAs or a combination
of the CPU and the FPGA). In addition, a plurality of processing units may be configured with one processor. As an
example of configuring the plurality of processing units with one processor, first, as represented by a computer such as
a client or a server, a form of configuring one processor with a combination of one or more CPUs and software and
causing the processor to function as the plurality of processing units is available. Second, as represented by a system
on chip (SoC) or the like, a form of using a processor that implements functions of the entire system including the plurality
of processing units using one integrated circuit (IC) chip is available. Accordingly, various processing units are configured
with one or more of the various processors as the hardware structure.
[0194] Furthermore, the hardware structure of those various processors is more specifically an electric circuit (circuitry)
in which circuit elements such as semiconductor elements are combined.
[0195] In addition, the present invention is not limited to the embodiment and can be subjected to various modifications
without departing from a spirit of the present invention.

Explanation of References

[0196]

1: object detection apparatus
10: multispectral camera
11: imaging optical system
12: lens
14: pupil division filter
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16: narrowband filter
18: polarization filter
20: image sensor
21: pixel array layer
22: photodiode
23: polarization filter element array layer
24A: first polarization filter element
24B: second polarization filter element
24C: third polarization filter element
25: spectroscopic filter element array layer
26: spectroscopic filter element
26A: first spectroscopic filter element
26B: second spectroscopic filter element
26C: third spectroscopic filter element
27: microlens array layer
28: microlens
30: signal processing unit
30A: analog signal processing unit
30B: image generation unit
30C: coefficient storage unit
100: processor
110: region extraction device
112: flicker detection unit
120A, 120-1: first determination processing unit
120B, 120B-1, 120-2: second determination processing unit
120C, 120C-1, 120-3: third determination processing unit
200: output destination
F1: first narrowband filter unit
F2: second narrowband filter unit
F3: third narrowband filter unit
F4: fourth narrowband filter unit
F5: fifth narrowband filter unit
F6: sixth narrowband filter unit
F7: seventh narrowband filter unit
F8: eighth narrowband filter unit
F9: ninth narrowband filter unit
G1: first polarization filter unit
G2: second polarization filter unit
G3: third polarization filter unit
L: optical axis
P1: first pixel
P2: second pixel
P3: third pixel
P4: fourth pixel
P5: fifth pixel
P6: sixth pixel
P7: seventh pixel
P8: eighth pixel
P9: ninth pixel
PB: pixel block
Pi: i-th pixel
S1: first optical region
S2: second optical region
S3: third optical region
S4: fourth optical region
S5: fifth optical region
S6: sixth optical region
S7: seventh optical region



EP 3 961 581 A1

22

5

10

15

20

25

30

35

40

45

50

55

S8: eighth optical region
S9: ninth optical region
S100 to S170, S200 to S260: step
X1 to X9, x1 to x9, Xj: pixel signal
Δf1: first wavelength range
Δf2: second wavelength range
Δf3: third wavelength range
Δf4: fourth wavelength range
Δf5: fifth wavelength range
Δf6: sixth wavelength range
Δf7: seventh wavelength range
Δf8: eighth wavelength range
Δf9: ninth wavelength range

Claims

1. A region extraction device comprising:

a processor configured to extract a region having a possibility of presence of a target object as a determination
region in an imaging region,
wherein the target object emits light having a light emission spectrum of a first narrowband, and
the processor is configured to perform

image acquisition processing of acquiring a plurality of images including an image of a second narrowband
corresponding to the first narrowband and an image of a third narrowband different from the second nar-
rowband from a multispectral camera,
non-determination region decision processing of detecting a region emitting light having a light emission
spectrum other than the light emission spectrum of the first narrowband in the imaging region and deciding
the detected region as a non-determination region based on images other than the image of the second
narrowband among the plurality of images, and
determination region extraction processing of extracting one or a plurality of regions excluding the non-
determination region from the imaging region as the determination region.

2. The region extraction device according to claim 1,
wherein a central wavelength of the second narrowband is within a range of less than a half-width of the light emission
spectrum of the first narrowband from a central wavelength of the first narrowband, and a central wavelength of the
third narrowband is separated by more than or equal to the half-width of the light emission spectrum of the first
narrowband from the central wavelength of the second narrowband.

3. The region extraction device according to claim 2,
wherein the central wavelength of the second narrowband matches the central wavelength of the first narrowband,
and a bandwidth of the second narrowband is within a bandwidth of the first narrowband.

4. The region extraction device according to any one of claims 1 to 3,

wherein the target object causes a flicker having a frequency corresponding to a frequency of a commercial
power supply, and
in the non-determination region decision processing, a region in which the flicker does not occur in the imaging
region is set as the non-determination region.

5. The region extraction device according to any one of claims 1 to 4,
wherein in the non-determination region decision processing, a region of lower one-third of the imaging region is
set as the non-determination region.

6. The region extraction device according to any one of claims 1 to 5,
wherein the target object is a light emitting object including a light emitting diode.
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7. An object detection apparatus comprising:

the region extraction device according to any one of claims 1 to 6; and
the multispectral camera,
wherein the processor is configured to perform determination processing of determining whether or not an object
in the determination region is the target object based on images of a plurality of narrowbands including the
image of the second narrowband and the image of the third narrowband.

8. The object detection apparatus according to claim 7,

wherein in the image acquisition processing, the image of the second narrowband, the image of the third
narrowband, and an image of a fourth narrowband on an opposite side to the third narrowband with the second
narrowband interposed between the third narrowband and the fourth narrowband are acquired from the multi-
spectral camera, and
in the determination processing, the image of the third narrowband and the image of the fourth narrowband in
the determination region are subtracted from the image of the second narrowband in the determination region,
and a determination as to whether or not the object in the determination region is the target object is performed
based on a subtraction result obtained by the subtraction.

9. The object detection apparatus according to claim 7,

wherein in the image acquisition processing, the image of the second narrowband, the image of the third
narrowband, and an image of a fourth narrowband on an opposite side to the third narrowband with the second
narrowband interposed between the third narrowband and the fourth narrowband are acquired from the multi-
spectral camera, and
in the determination processing, a sum-product operation is performed using the image of the second narrow-
band, the image of the third narrowband, and the image of the fourth narrowband in the determination region,
and a weight coefficient set for each image, and a determination as to whether or not the object in the determi-
nation region is the target object is performed based on an operation result obtained by the sum-product oper-
ation.

10. The object detection apparatus according to claim 7,

wherein in the image acquisition processing, the image of the second narrowband, the image of the third
narrowband, and an image of a fourth narrowband on an opposite side to the third narrowband with the second
narrowband interposed between the third narrowband and the fourth narrowband are acquired from the multi-
spectral camera, and
in the determination processing, a sum-product operation is performed using the image of the second narrow-
band, the image of the third narrowband, and the image of the fourth narrowband in the determination region,
and a weight coefficient set for each image, a non-linear operation is further performed on an operation result
obtained by the sum-product operation, and a determination as to whether or not the object in the determination
region is the target object is performed based on a result of the non-linear operation.

11. The object detection apparatus according to claim 7,

wherein in the image acquisition processing, the image of the second narrowband, the image of the third
narrowband, and an image of a fourth narrowband on an opposite side to the third narrowband with the second
narrowband interposed between the third narrowband and the fourth narrowband are acquired from the multi-
spectral camera, and
the determination processing is processing based on a learned model that takes input of the image of the second
narrowband, the image of the third narrowband, and the image of the fourth narrowband in the determination
region and outputs a determination result as to whether or not the object in the determination region is the target
object.

12. The object detection apparatus according to any one of the preceding claims,

wherein the target object is a blue signal lamp, a yellow signal lamp, and a red signal lamp of a traffic signal,
in the image acquisition processing, images of a plurality of narrowbands including images of three narrowbands
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respectively corresponding to light emission spectra of light emitted by the blue signal lamp, the yellow signal
lamp, and the red signal lamp and images of three or more narrowbands different from the three narrowbands
are acquired from the multispectral camera, and
the processor is configured to detect which signal lamp of the traffic signal emits light based on images of six
or more narrowbands.

13. A region extraction method performed by a processor configured to extract a region having a possibility of presence
of a target object as a determination region in an imaging region,
the target object emitting light having a light emission spectrum of a first narrowband, the region extraction method
comprising:

a step of acquiring a plurality of images including an image of a second narrowband corresponding to the first
narrowband and an image of a third narrowband different from the second narrowband from a multispectral
camera;
a step of detecting a region emitting light having a light emission spectrum other than the light emission spectrum
of the first narrowband in the imaging region and deciding the detected region as a non-determination region
based on images other than the image of the second narrowband among the plurality of images; and
a step of extracting one or a plurality of regions excluding the non-determination region from the imaging region
as the determination region.

14. An object detection method comprising:

the region extraction method according to claim 13,
wherein the processor determines whether or not an object in the determination region is the target object based
on images of a plurality of narrowbands including the image of the second narrowband and the image of the
third narrowband.



EP 3 961 581 A1

25



EP 3 961 581 A1

26



EP 3 961 581 A1

27



EP 3 961 581 A1

28



EP 3 961 581 A1

29



EP 3 961 581 A1

30



EP 3 961 581 A1

31



EP 3 961 581 A1

32



EP 3 961 581 A1

33



EP 3 961 581 A1

34



EP 3 961 581 A1

35



EP 3 961 581 A1

36



EP 3 961 581 A1

37



EP 3 961 581 A1

38



EP 3 961 581 A1

39



EP 3 961 581 A1

40



EP 3 961 581 A1

41



EP 3 961 581 A1

42



EP 3 961 581 A1

43



EP 3 961 581 A1

44



EP 3 961 581 A1

45



EP 3 961 581 A1

46

5

10

15

20

25

30

35

40

45

50

55



EP 3 961 581 A1

47

5

10

15

20

25

30

35

40

45

50

55



EP 3 961 581 A1

48

REFERENCES CITED IN THE DESCRIPTION

This list of references cited by the applicant is for the reader’s convenience only. It does not form part of the European
patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Patent documents cited in the description

• JP 2014032436 A [0004] [0005] [0008] [0010] • JP 2001516012 A [0006] [0007] [0009] [0010]


	bibliography
	abstract
	description
	claims
	drawings
	search report
	cited references

