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(57) A method of processing an input audio signal
for generating a stereo output audio signal with a specific
reverberation, the method comprising the following
steps:
a) providing an input audio signal, the input audio signal
being a mono input audio signal or a stereo input audio
signal;
b) providing pre-recorded stereo Room-Impulse-Re-
sponse (RIR) data of a specific acoustic environment,
the RIR data comprising a defined number of RIR sam-
ples, the RIR data comprising an equal number of left
channel samples and right channel samples;
c) determining a first number of RIR samples represent-
ing a stereo part of the RIR data and a second number
of RIR samples representing a mono part of the RIR data,
whereby the stereo part of the RIR data comprises a
number of left channel samples for the left output channel
and an equal number of right channel samples for the
right output channel, and whereby the mono part of the
RIR comprises a number of samples to be used for both
the left and the right output channel;
d) subdividing the samples of the RIR into a first group
of RIR samples representing the stereo part of the RIR
and into a second group of RIR samples representing
the mono part of the RIR, whereby the duration that cor-
responds to the stereo part of the RIR and the duration
that corresponds to the mono part of the RIR add up to
the total duration of the RIR;
e1-e2) applying a first signal processing rule consisting
in (e1) convolving the input audio signal with the left chan-
nel samples of the stereo part of the RIR data and (e2)

convolving the input audio signal with the right channel
samples of the stereo part of the RIR data, thereby ob-
taining a processed left channel audio signal part and a
processed right channel audio signal part representing
the reverberation of input audio signal from the first group
of samples of the RIR;
e3) applying a second signal processing rule consisting
in convolving the mono input audio signal, or the mono
version of the stereo input audio signal, with the mono
part of the RIR data, thereby obtaining a processed mono
audio signal part representing the reverberation of the
input audio signal from the second group of samples of
the RIR; and
f1) mixing the left channel audio signal part resulting from
the processing of the input audio signal with the left chan-
nel samples of the stereo part of the RIR data with the
audio signal part resulting from the processing of the input
audio signal with the mono part of the RIR data, thereby
generating a left channel output signal; and

f2) mixing the right channel audio signal part result-
ing from the processing of the input audio signal with the
right channel samples of the stereo part of the RIR data
with the audio signal part resulting from the processing
of the input audio signal with the mono part of the RIR
data, thereby generating a right channel output signal.

HUPOLS (Hybrid Mono-Stereo Uniform Partition
Overlap-Save) implementation aspects of the
above-mentioned signal processing method are provid-
ed. HUPOLS method is based on the UPOLS (Uniform
Partition Overlap-Save) method.
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Description

[0001] The invention relates to a method of processing
an input audio signal for generating a stereo output audio
signal having specific reverberation characteristics.
[0002] Audio signal processing generally, comprises
processing of input audio signals, i.e. audio signals which
are input to a digital signal processing unit ("DSP unit"),
having specific audio signal properties, so as to generate
output audio signals, i.e. audio signals which are output
of the audio signal processing unit, having specific audio
signal properties, at least partly different from the input
audio signal properties. Specifically, audio signal
processing may comprise modifying one or more prop-
erties of an input audio signal so as to obtain an output
audio signal having one or more properties which are
modified relative to the respective properties of the input
audio signal.
[0003] A specific aim in audio signal processing com-
prises processing of an input audio signal for generating
an output audio signal having specific reverberation char-
acteristics, such as the specific reverberation character-
istics of a specific acoustic environment, e.g. a specific
room or venue.
[0004] In particular, it is known that a stereophonic real-
time convolution-based artificial reverberation of a stereo
input audio signal, using pre-recorded stereo room im-
pulse response ("RIR") data from a real-life room, often
requires more computing operations, such as Floating-
Point Operations Per Input Sample ("FLOPIS"), and
memory than available in a common DSP-unit, such as
in a common DSP-unit of a vehicle.
[0005] The required number of FLOPIS and memory
size typically, depend on the size of the room and the
sampling rate used during the recording of the RIR data
and the play-back of the audio signal to be reverberated.
[0006] For the sampling rates typically used for audio,
and for the reverberation times of large rooms, the length
of the RIR data turns out to be very large. As an example,
for the sampling rate of 48 KHz and for the reverberation
time of 2 seconds (that the interior of a large room can
exhibit), the stereo RIR model has 2 x 96 x 103 samples.
A direct convolution in the time-domain would require 2
x 192 x 103 FLOPIS and 2 x 192 x 103 memory locations
to store the 2 x 96 x 103 RIR samples plus the 2 x 92 x
103 most recent samples of the input signal. In these
figures, the factor of two accounts for the stereo property
of the audio signals. Also, the figure of 192 x 103 comes
from the fact that each multiply-and-add operation counts
as two FLOPIS.
[0007] These numbers are very large, even for modern
hardware. Moreover, they imply a very large memory-
throughput, namely, number of memory-access opera-
tions per input audio sample.
[0008] Hence, there exists a need for improved meth-
ods for processing an input audio signal for generating
a stereo output audio signal having specific reverberation
characteristics, i.e. particularly (the) specific reverbera-

tion characteristics of a specific acoustic environment,
particularly with respect to the computing power and
memory requirements for the respective DSP-unit.
[0009] In fact, diverse approaches for real-time artifi-
cial reverberation are known. As an example, the Uniform
Partition Overlap-Save ("UPOLS") method is a widely
used uniform partition algorithm for real-time artificial re-
verberation. UPOLS may significantly reduce the com-
puting operations compared with the direct convolution.
However, UPOLS doubles the required memory because
UPOLS works with complex data.
[0010] It is thus, the object of the present invention to
provide an improved method of processing an input audio
signal for generating a stereo output audio signal with
specific reverberation characteristics, particularly specif-
ic reverberation characteristics of a specific acoustic en-
vironment, particularly with respect to the computing
power and memory requirements for digital audio signal
processing and with respect to the ease of implementa-
tion.
[0011] The object is achieved by a method of process-
ing an input audio signal for generating a stereo output
audio signal having specific reverberation characteristics
according to Claim 1. The Claims depending on Claim 1
refer to possible embodiments of the method of Claim 1.
[0012] A first aspect of the invention refers to a method
of processing an input audio signal for generating a ster-
eo output audio signal with specific reverberation char-
acteristics. The method thus, enables generating a ster-
eo output audio signal having specific reverberation char-
acteristics, i.e. specific reverberation characteristics,
such as the specific reverberation characteristics of a
specific acoustic environment, e.g. a specific room of a
specific building, by processing of an input audio signal.
[0013] The method can be implemented by a hard-
ware- and/or software-embodied digital signal process-
ing unit ("DSP-unit") which is configured to perform the
method. The DSP unit may comprise at least one
processing unit, such as a processor, and at least one
memory unit. The DSP unit may form part of an apparatus
for processing an input audio signal so as to generate a
stereo output audio signal. A respective apparatus can
form a vehicle audio system or a car audio system, i.e.
an audio system that is to be installed or is installed in a
vehicle or a car, respectively. Alternatively, a respective
apparatus can form part of a respective vehicle audio
system or car audio system, respectively.
[0014] The basic steps of the method of processing an
input audio signal for generating a stereo output audio
signal with specific reverberation characteristics will be
specified in the following:
According to a first step of the method, an input audio
signal is provided. The input audio signal is a mono input
audio signal ("mono signal") or a stereo input audio signal
("stereo signal"). As will be apparent from the further
specification, the input audio signal is the signal which is
to be processed in accordance with the method so as to
generate a stereo output audio signal of a specific rever-
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beration. The generated output audio signal is always a
stereo audio signal, regardless of whether the input audio
signal is mono or stereo.
[0015] The first step of the method can be implemented
by a hardware- and/or software-embodied input audio
signal providing unit which is configured to provide an
input audio signal that is mono or stereo. An input audio
signal can be a music- and/or speech-signal, i.e. a signal
comprising music- and/or speech-content.
[0016] According to a second step of the method, pre-
recorded stereo data of the Room-Impulse-Response
("RIR") of a specific acoustic environment, such as a spe-
cific building or venue, are provided. The pre-recorded
RIR data, respectively comprise a defined number of RIR
samples, in particular left channel samples and right
channel samples. The RIR data are or comprise thus,
typically stereo data. Particularly, the RIR data comprise
an equal number of left channel samples and right chan-
nel samples. The RIR data can be obtained through
known methods for recording the RIR of acoustic envi-
ronments. The actual recording of a respective acoustic
environment is typically, not a step of the method.
[0017] The second step of the method can be imple-
mented by a hardware- and/or software-embodied RIR
data providing unit which is configured to provide pre-
recorded RIR data of a specific acoustic environment.
[0018] According to a third step of the method, a first
number of RIR samples representing a stereo part of the
RIR represented by the RIR data and a second number
of RIR samples representing a mono part of the RIR rep-
resented by the RIR data is determined. Thereby, the
stereo part of the RIR comprises a number of left channel
RIR samples for the left output channel and an equal
number of right channel RIR samples for the right output
channel. The mono part of the RIR represented by the
RIR data comprises a number of RIR samples to be used
for both the left and the right output channel. The third
step of the method thus, comprises the determination of
a stereo part of the RIR which is or can be represented
by a first number of RIR samples and a mono part of the
RIR which is or can be represented by a second number
of RIR samples. The stereo part of the RIR is the first
part of the RIR and is followed by the mono part of the
RIR which is the second part of the RIR. The duration of
the stereo part and of the mono part of the RIR typically,
add up to the total duration of the RIR.
[0019] The third step of the method can be implement-
ed by a hardware- and/or software-embodied determin-
ing unit which is configured to determine a first number
of RIR samples representing a stereo part of the RIR and
a second number of RIR samples representing a mono
part of the RIR, whereby the stereo part of the RIR com-
prises a number of left channel RIR samples for the left
output channel and an equal number of right channel RIR
samples for the right output channel. The mono part of
the RIR comprises a number of RIR samples for both the
left and the right output channel.
[0020] According to a fourth step of the method, the

samples of the RIR are subdivided into a first group of
RIR samples representing the stereo part of the RIR and
into a second group of RIR samples representing the
mono part of the RIR. Hence, the first group of RIR sam-
ples typically comprises the first number of RIR samples
representing the stereo part of the RIR and the second
group of RIR samples typically comprises the second
number of RIR samples representing the mono part of
the RIR. The first group of RIR samples typically, repre-
sents a (distinct) early reflections part ("ERP") of the RIR
and the second group of RIR samples typically, repre-
sents a (distinct) late reflections part ("LRP") of the RIR.
The first group of RIR samples can comprise a period
ranging between 1 ms and 150 ms, particularly between
10 ms and 100 ms, of the initial duration of the RIR. The
second group of RIR samples comprises the remaining
duration of the RIR.
[0021] The fourth step of the method can be imple-
mented by a hardware- and/or software-embodied sub-
dividing unit which is configured to subdivide the samples
of the RIR into a first group of RIR samples representing
the stereo part of the RIR and into a second group of RIR
samples representing the mono part of the RIR.
[0022] The third and fourth step of the method can be
combined in one step which comprises both the deter-
mining aspect as specified above in context with the third
step and the subdividing aspect as specified above in
context with the fourth step. Hence, a hardware- and/or
software-embodied determining and subdividing unit
which is configured to determine a first number of RIR
samples representing a stereo part of the RIR and a sec-
ond number of RIR samples representing a mono part
of the RIR, whereby the stereo part of the RIR comprises
a number of left channel RIR samples for the left output
channel and an equal number of right channel RIR sam-
ples for the right output channel and configured to sub-
divide the samples of the RIR into a first group of RIR
samples representing the stereo part of the RIR and into
a second group of RIR samples representing the mono
part of the RIR, can be used when the third and fourth
step are combined.
[0023] According to a fifth step of the method, a first
signal processing rule for processing, particularly by con-
volving, the input audio signal with the left channel sam-
ples of the stereo part of the RIR and for processing,
particularly by convolving, the input audio signal with the
right channel samples of the stereo part of the RIR is
applied or implemented. Thereby, a processed left chan-
nel audio signal part and a processed right channel audio
signal part, representing the reverberation of the input
audio signal - which can be a mono input audio signal or
a stereo input audio signal - from the first group of sam-
ples of the RIR is obtained. Hence, by applying or imple-
menting the first signal processing rule, the input audio
signal is processed, i.e. typically convolved, with the left
channel samples of the stereo part of the RIR, whereby
a processed, i.e. typically convolved, left channel audio
signal part is obtained. Likewise, the input audio signal
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is processed, i.e. typically convolved, with the right chan-
nel samples of the stereo part of the RIR, whereby a
processed, i.e. typically convolved, right channel audio
signal part is obtained. The respective processed left and
right channel audio signal parts represent the reverber-
ation, i.e. specifically the artificially generated reverber-
ation, of the input audio signal from the first group of
samples of the RIR.
[0024] Further, the fifth step comprises applying or im-
plementing a second signal processing rule for process-
ing, particularly by convolving, the input audio signal with
the mono part of the RIR data. Thereby, if the input audio
signal is a mono input audio signal, a processed mono
audio signal part representing the reverberation of the
mono input audio signal from the second group of sam-
ples of the RIR is obtained; and, if the input audio signal
is a stereo input audio signal, a processed mono audio
signal part representing the reverberation of the mono
version of the stereo input audio signal from the second
group of samples of the RIR is obtained. Hence, by ap-
plying or implementing the second signal processing rule,
a mono input audio signal is processed so as to obtain
a processed mono audio signal part representing the re-
verberation of the mono input audio signal from the sec-
ond group of samples of the RIR (the mono part of the
RIR), and a stereo input audio signal is processed so as
to obtain a processed mono audio signal part represent-
ing the reverberation of both the left and right channel of
the stereo input audio signal from the second group of
samples of the RIR (the mono part of the RIR). The signal
resulting from the processing of the input audio signal
with the mono part of the RIR, namely with the second
group of samples of the RIR, is always a mono signal,
regardless if the input audio signal is a mono or a stereo
signal. Thus, the mono input audio signal, or the stereo
input audio signal after being converted into a mono input
audio signal, is processed with the second group of sam-
ples of the RIR, namely with the mono part of the RIR,
to generate a processed mono audio signal, representing
the reverberation of the input audio signal with the second
group of samples of the RIR, namely with the mono part
of the RIR.
[0025] The fifth step of the method can be implemented
by a hardware- and/or software-embodied signal
processing structure or unit which is configured to apply
or implement a first signal processing rule for processing,
particularly by convolving, the input audio signal with the
left channel samples of the stereo part of the RIR data
and for processing, particularly by convolving, the input
audio signal with the right channel samples of the stereo
part of the RIR data, thereby obtaining a processed left
channel audio signal part and a processed right channel
audio signal part representing the reverberation of the
mono or stereo input audio signal from the first group of
samples of the RIR. Further, the hardware- and/or soft-
ware-embodied signal processing structure or unit is con-
figured to apply or implement a second signal processing
rule for processing, particularly by convolving, the input

audio signal with the mono part of the RIR data, thereby
obtaining, a processed mono audio signal part represent-
ing the reverberation of the mono or stereo input audio
signal from the second group of samples of the RIR.
[0026] According to a sixth step of the method, the left
channel audio signal part resulting from the processing
of the input audio signal with the left channel samples of
the stereo part of the RIR is mixed with the audio signal
part resulting from the processing of the input audio signal
with the mono part of the RIR, whereby a left channel
output signal is generated. Further, the right channel au-
dio signal part resulting from the processing of the input
audio signal with the right channel samples of the stereo
part of the RIR is mixed with the audio signal part resulting
from the processing of the input audio signal with the
mono part of the RIR, whereby a right channel output
signal is generated. Hence, by mixing the left channel
audio signal part with the audio signal part resulting from
the processing of the input audio signal with the mono
part of the RIR, a left channel output signal is generated;
and by mixing the right channel audio signal part with the
audio signal part resulting from the processing of the input
audio signal with the mono part of the RIR, a right channel
output signal is generated. The generated left and right
channel output signals build the stereo output audio sig-
nal having the specific reverberation characteristics.
[0027] The sixth step of the method can be implement-
ed by a hardware- and/or software-embodied mixing unit
which is configured to mix the left channel audio signal
part resulting from the processing of the input audio signal
with the left channel samples of the stereo part of the
RIR data with the audio signal part resulting from the
processing of the input audio signal with the mono part
of the RIR data, thereby generating a left channel output
signal; and to mix the right channel audio signal part re-
sulting from the processing of the input audio signal with
the right channel samples of the stereo part of the RIR
data with the audio signal part resulting from the process-
ing of the input audio signal with the mono part of the
RIR data, thereby generating a right channel output sig-
nal.
[0028] The method thus, allows for implementing a Hy-
brid Mono-Stereo Uniform Partition Overlap-Save
("HUPOLS") reverberation principle. The HUPOLS prin-
ciple is an efficient method of convolving an input audio
signal - which can be a mono or a stereo audio signal -
with a real-life room stereo impulse response of large
length. The HUPOLS principle is based on the conven-
tional UPOLS method and the generic principle of per-
forming concurrent stereo convolution of the input audio
signal with the early stereo part of the RIR and mono
convolution of the input audio signal with the late mono
part of the RIR. HUPOLS thereby, significantly reduces
the number of FLOPIS and the amount of memory need-
ed, without any noticeable degradation of the stereo per-
ception of the stereo output audio signal, by exploiting
the different effect and importance that the early and the
late reflections of a real-life room have on the reverber-
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ated stereo output audio signal. Moreover, HUPOLS can
exploit the structure of a UPOLS building block to econ-
omize on the Discrete Fourier Transform operations
("DFT" operations) and Inverse Discrete Fourier Trans-
form operations ("IDFT" operations) and to eliminate the
delay needed for modelling the late mono part of the RIR.
[0029] Specifically, the method makes use of the in-
sight of taking advantage of the differing subjective per-
ceptions caused by the early and late parts of a pre-re-
corded RIR. The method particularly, uses a stereo mod-
el for the early-reflections-part of the RIR to reproduce
the reverberation caused by the early reflections of the
room. This early part determines the spatial impression,
the understanding of our position, and the sound source
position within the room. For the late-reflections-part of
the RIR, the method particularly, uses a mono model to
reproduce the reverberation caused by the late reflec-
tions of the room. This late part determines the perception
of the room size and geometry. Given the fact that the
early reflections are much shorter in duration compared
to the late reflections, the method achieves a noticeable
reduction in the required computing resources, since the
processing of stereo audio signals requires twice the re-
courses as the processing of mono audio signals. As
indicated above, the input audio signal applied to the ster-
eo model of the early-reflections-part of the RIR can be
mono or stereo, whereas the generated output signal is
always a stereo signal. If the duration of the early and
the late part of the RIR is properly determined, the method
allows for reducing the required computing resources at
no expense in the quality of the reverberated stereo audio
signal.
[0030] Hence, an improved method of processing an
input audio signal for generating a stereo output audio
signal with specific reverberation characteristics, partic-
ularly with respect to the computing power and memory
required for the respective digital audio signal processing
unit as well as ease of implementation, is given.
[0031] In the following, exemplary embodiments for
processing of a mono input audio signal and for process-
ing of a stereo input audio signal will be explained:
For a mono input audio signal, step e) can comprise ap-
plying or implementing a or the first signal processing
rule for processing, particularly by convolving, the mono
input audio signal with the left channel samples of the
stereo part of the RIR and for processing, particularly by
convolving, the mono input audio signal with the right
channel samples of the stereo part of the RIR. Thereby,
a processed left audio signal part and a processed right
audio signal part representing the reverberation of the
mono input audio signal from the first group of samples
of the RIR data can be obtained. Further, step e) can
comprise applying or implementing a or the second signal
processing rule for processing, particularly by convolv-
ing, the mono input audio signal with the mono part of
the RIR data, thereby obtaining a processed mono audio
signal part representing the reverberation of the mono
input audio signal from the second group of samples of

the RIR data.
[0032] In this exemplary embodiment, step f) can com-
prise mixing the processed mono audio signal part with
the processed left audio signal part, thereby generating
a or the left channel output signal, and mixing the proc-
essed mono audio signal part with the processed right
audio signal part, thereby generating a or the right chan-
nel output signal. Again, the generated left and right chan-
nel output signals build the stereo output audio signal
having the specific reverberation.
[0033] For a stereo input audio signal, step e) can com-
prise applying or implementing a or the first signal
processing rule for processing, particularly by convolv-
ing, the left channel of the stereo input audio signal with
the left channel samples of the stereo part of the RIR
data and for processing the right channel of the stereo
input audio signal with the right channel samples of the
stereo part of the RIR data, thereby obtaining a proc-
essed left channel audio signal part and a processed
right channel audio signal part representing the rever-
beration of the left and right channel of the stereo input
audio signal from the left channel samples and from the
right channel samples of the stereo part of the RIR. Fur-
ther, step e) can comprise applying or implementing a or
the second signal processing rule for processing, partic-
ularly by convolving, the mono version of the stereo input
audio signal with the mono part of the RIR data, thereby
obtaining a processed mono audio signal part, represent-
ing the reverberation of the mono version of the stereo
input audio signal from the second group of samples of
the RIR.
[0034] In this exemplary embodiment, step f) can com-
prise mixing the left channel audio signal part resulting
from the processing of the input signal with the left chan-
nel samples of the stereo part of the RIR data with the
mono audio signal part resulting from the processing of
the input signal with the mono part of the RIR data, there-
by generating a reverberated left channel output signal;
and mixing the right channel audio signal part resulting
from the processing of the input signal with the right chan-
nel samples of the stereo part of the RIR data with the
mono audio signal part resulting from the processing of
the input signal with the mono part of the RIR data, there-
by generating a reverberated right channel output signal.
Again, the generated left and right channel output signals
build the stereo output audio signal having the specific
reverberation.
[0035] In exemplary embodiments, the method can
comprise outputting the left channel output signal via a
left output audio channel and outputting the right channel
output signal via a right output audio channel. Respective
left and right output audio channels can be embodied
through loudspeakers of an audio system, i.e. particularly
a vehicle audio system or a car audio system, i.e. an
audio system that is to be installed or is installed in a
vehicle or a car.
[0036] In exemplary embodiments in which a stereo
input audio signal is processed, the left and right channel
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of the stereo input audio signal can be pre-processed by
applying a pre-processing rule for converting stereo input
audio signal to mono before applying the second signal
processing rule. A respective pre-processing rule can be
embodied via a hardware- and/or software embodied
pre-processing unit which is configured to pre-process
the left and right channel of stereo input audio signal for
converting stereo input audio signal to mono before ap-
plying the second signal processing rule. A respective
pre-processing can be beneficial for the (subsequent)
application or implementation of the second signal
processing rule, e.g. due to reduced computational ef-
forts for carrying out the second signal processing rule.
[0037] A respective pre-processing rule for converting
the stereo input audio signal to mono can comprise form-
ing the arithmetic mean between the left channel samples
and the right channel samples of the stereo input audio
signal. In other words, a respective pre-processing rule
for converting the stereo input audio signal to mono can
comprise summing the left channel samples with the right
channel samples and for each pair of samples that have
been added together dividing the result by two.
[0038] The summing can particularly, comprise adding
of corresponding blocks of the left and the right channel
of the or a respective stereo input audio signal. The sum-
ming typically, further comprises or can be followed by
dividing the result of the addition by two.
[0039] The method typically, comprises applying a
time-delay filter before application of the second signal
processing rule for processing the input audio signal with
the mono part of the RIR. The time-delay filter can be
applied by a hardware- and/or software-embodied time-
delay filter unit which is configured to apply a time-delay
filter before application of the second signal processing
rule.
[0040] The time delay introduced by the time-delay fil-
ter is typically, equal to the time duration of the stereo
part of the RIR data. As such, the length of the delay filter
typically, corresponds to the length of the stereo part of
the RIR.
[0041] In exemplary embodiments, the first and sec-
ond signal processing rule can each comprise at least
one filtering operation, particularly at least one convolv-
ing operation. Particularly, the first signal processing rule
typically, comprises (exactly) two filtering operations and
the second signal processing rule typically, comprises
(exactly) one filtering operation. As such, the hardware-
and/or software-embodied signal processing unit or
structure for implementing the first and second signal
processing rule can be embodied as filtering units, par-
ticularly as convolution units, configured to comprise at
least one filtering operation, particularly at least one con-
volving operation.
[0042] In exemplary embodiments, the determination
of the first number of RIR samples representing the ster-
eo part of the RIR and the second number of RIR samples
representing the mono part of the RIR can be done iter-
atively. Generally, the determination of the first number

of RIR samples representing the stereo part of the RIR
and the second number of RIR samples representing the
mono part of the RIR can be done experimentally, e.g.
using a suitable hardware- and software-embodied sig-
nal processing structure. This determination can be an
iterative process and can require the attention of a user,
i.e. particularly an audio engineer.
[0043] As indicated above, a signal processing unit or
structure can be used for applying or implementing both
the first and the second signal processing rule.
[0044] In exemplary embodiments, if the input audio
signal is stereo, the signal processing structure can com-
prise four hardware- and/or software-embodied signal
processing blocks, particularly built as or comprising Dis-
crete Fourier Transform blocks, particularly Fast Discrete
Fourier Transform blocks. If the input audio signal is mo-
no, the signal processing structure can comprise three
hardware- and/or software-embodied signal processing
blocks, particularly built as or comprising Discrete Fourier
Transform blocks, particularly Fast Discrete Fourier
Transform blocks. The signal processing structure used
for implementing the method or the respective steps of
the method can thus, have a relatively simple and/or ef-
fective configuration.
[0045] Particularly, the signal processing structure can
comprise one or more first signal processing blocks for
implementing the first signal processing rule, and one or
more second signal processing blocks for implementing
the second signal processing rule.
[0046] A second aspect of the invention refers to a sig-
nal processing device, comprising means, particularly a
signal processing structure, for carrying out the method
of the first aspect of the invention. Thus, all remarks re-
garding the method of the first aspect also apply to the
signal processing device.
[0047] A third aspect of the invention refers to a com-
puter program product comprising instructions which,
when the program is executed by a computer, particularly
a DSP unit, cause the computer to carry out the method
of the first aspect of the invention. Thus, all remarks re-
garding the method of the first aspect also apply to the
computer program product.
[0048] A fourth aspect of the invention refers to a com-
puter-readable data carrier having stored thereon the
computer program product of the third aspect. Thus, all
remarks regarding the method of the first aspect also
apply to the computer-readable data carrier.
[0049] A fifth aspect of the invention refers to an audio
processing apparatus for processing an input audio sig-
nal, comprising a signal processing device according to
the second aspect. Thus, all remarks regarding the meth-
od of the first aspect also apply to the audio processing
apparatus.
[0050] A sixth aspect of the invention refers to a vehi-
cle, particularly a car, comprising an audio processing
apparatus for processing an input audio signal according
to the fifth aspect. Thus, all remarks regarding the method
of the first aspect also apply to the vehicle.
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[0051] Exemplary embodiments of diverse aspects of
the invention are described in context with the following
Figures, whereby:

Fig. 1 shows a principle drawing of a digital signal
processing structure for implementing a method of
processing a stereo input audio signal for generating
a stereo output audio signal of a specific reverbera-
tion according to an exemplary embodiment of the
invention;

Fig. 2 shows a principle drawing of a digital signal
processing structure for implementing a method of
processing a mono input audio signal for generating
a stereo output audio signal of a specific reverbera-
tion according to an exemplary embodiment of the
invention;

Fig. 3 shows abstract models of the digital signal
processing structures of Fig. 1 (see box II) and Fig.
2 (see box III);

Fig. 4 shows a UPOLS-stereo system according to
an exemplary embodiment; and

Fig. 5 shows a UPOLS-mono system according to
an exemplary embodiment.

[0052] Fig.1 shows a principle drawing of a digital sig-
nal processing structure 100 for implementing a method
of processing a stereo input audio signal for generating
a stereo output audio signal of a specific reverberation
according to an exemplary embodiment of the invention.
[0053] The method enables generating a stereo output
audio signal having a specific reverberation, i.e. specific
reverberation characteristics, such as the specific rever-
beration characteristics of a specific acoustic environ-
ment, e.g. a specific room of a specific building, by
processing of an input audio signal.
[0054] The basic steps of the method of processing an
input audio signal for generating a stereo output audio
signal of a specific reverberation will be specified in the
following:
According to a first step of the method, an input audio
signal is provided. The input audio signal is a mono input
audio signal ("mono signal") or a stereo input audio signal
("stereo signal").
[0055] The first step of the method can be implemented
by a hardware- and/or software-embodied input audio
signal providing unit which is configured to provide an
input audio signal that is mono or stereo. An input audio
signal can be a music- and/or speech-signal, i.e. a signal
comprising music- and/or speech-content.
[0056] According to a second step of the method, pre-
recorded stereo data of a Room-Impulse-Response
("RIR") of a specific acoustic environment, such as a spe-
cific building or venue, are provided. The pre-recorded
RIR data, respectively comprise a defined number of RIR

samples, i.e. left channel samples and right channel sam-
ples. Typically, the pre-recorded RIR data are or com-
prise stereo data. Particularly, the RIR data comprise an
equal number of left channel samples and right channel
samples. The RIR data can be obtained through known
methods for recording the RIR of acoustic environments.
The actual recording of a respective acoustic environ-
ment is typically, not a step of the method.
[0057] The second step of the method can be imple-
mented by a hardware- and/or software-embodied RIR
data providing unit which is configured to provide pre-
recorded RIR data of a specific acoustic environment.
[0058] According to a third step of the method, a first
number of RIR samples representing a stereo part of the
RIR represented by the RIR data and a second number
of RIR samples representing a mono part of the RIR rep-
resented by the RIR data is determined. Thereby, the
stereo part of the RIR comprises a number of left channel
samples for the left output channel and an equal number
of right channel samples for the right output channel. The
mono part of the RIR represented by the RIR data com-
prises a number of RIR samples to be used for both the
left and the right output channel. The third step of the
method thus, comprises the determination of a stereo
part of the RIR which is or can be represented by a first
number of RIR samples and a mono part of the RIR which
is or can be represented by a second number of RIR
samples. The stereo part of the RIR is the first part of the
RIR and is followed by the mono part of the RIR which
is the second part of the RIR. The duration of the stereo
part and of the mono part of the RIR typically, add up to
the total duration of the RIR.
[0059] The third step of the method can be implement-
ed by a hardware- and/or software-embodied determin-
ing unit which is configured to determine a first number
of RIR samples representing a stereo part of the RIR and
a second number of RIR samples representing a mono
part of the RIR, whereby the stereo part of the RIR com-
prises a number of left channel RIR samples for the left
output channel and an equal number of right channel RIR
samples for the right output channel. The mono part of
the RIR comprises a number of RIR samples for both the
left and the right output channel.
[0060] According to a fourth step of the method, the
samples of the RIR are subdivided into a first group of
RIR samples representing the stereo part of the RIR and
into a second group of RIR samples representing the
mono part of the RIR. Hence, the first group of RIR sam-
ples typically comprises the first number of RIR samples
representing the stereo part of the RIR and the second
group of RIR samples typically comprises the second
number of RIR samples representing the mono part of
the RIR. The first group of RIR samples typically, repre-
sents a (distinct) early reflection part of the RIR ("ERP")
and the second group of RIR samples typically, repre-
sents a (distinct) late reflection part of the RIR ("LRP").
The first group of RIR samples can comprise a period
ranging between 1 ms and 150 ms, particularly between
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10 ms and 100 ms, of the (initial) duration of the RIR.
The second group of RIR samples comprises the remain-
ing duration of the RIR.
[0061] The fourth step of the method can be imple-
mented by a hardware- and/or software-embodied sub-
dividing unit which is configured to subdivide the samples
of the RIR into a first group of RIR samples representing
the stereo part of the RIR and into a second group of RIR
samples representing the mono part of the RIR.
[0062] The third and fourth step of the method can be
combined in one step which comprises both the deter-
mining aspect as specified above in context with the third
step and the subdividing aspect as specified above in
context with the fourth step. Hence, a hardware- and/or
software-embodied determining and subdividing unit
which is configured to determine a first number of RIR
samples representing a stereo part of the RIR and a sec-
ond number of RIR samples representing a mono part
of the RIR, whereby the stereo part of the RIR comprises
a number of left channel RIR samples for the left output
channel and an equal number of right channel RIR sam-
ples for the right output channel and configured to sub-
divide the samples of the RIR into a first group of RIR
samples representing the stereo part of the RIR and into
a second group of RIR samples representing the mono
part of the RIR, can be used when the third and fourth
step are combined.
[0063] According to a fifth step of the method, a first
signal processing rule for processing, particularly by con-
volving, the input audio signal with the left channel sam-
ples of the stereo part of the RIR and for processing,
particularly by convolving, the input audio signal with the
right channel samples of the stereo part of the RIR is
applied or implemented. Thereby, a processed left chan-
nel audio signal part and a processed right channel audio
signal part representing the reverberation of the input
audio signal - which can be a mono input audio signal or
a stereo input audio signal - from the first group of sam-
ples of the RIR is obtained. Hence, by applying or imple-
menting the first signal processing rule, the input audio
signal is processed, i.e. typically convolved, with the left
channel samples of the stereo part of the RIR, whereby
a processed, i.e. typically convolved, left channel audio
signal part is obtained. Likewise, the input audio signal
is processed, i.e. typically convolved, with the right chan-
nel samples of the stereo part of the RIR, whereby a
processed, i.e. typically convolved, right channel audio
signal part is obtained. The respective processed left and
right channel audio signal parts represent the reverber-
ation, i.e. specifically the artificially generated reverber-
ation, of the input audio signal from the first group of
samples of the RIR.
[0064] Further, the fifth step comprises applying or im-
plementing a second signal processing rule for process-
ing, particularly by convolving, the input audio signal with
the mono part of the RIR. Thereby, if the input audio
signal is a mono input audio signal, a processed mono
audio signal part representing the reverberation of the

mono input audio signal from the second group of sam-
ples of the RIR is obtained; and, if the input audio signal
is a stereo input audio signal, a processed mono audio
signal part representing the reverberation of the mono
version of the stereo input audio signal from the second
group of samples of the RIR is obtained. Hence, by ap-
plying or implementing the second signal processing rule,
a mono input audio signal is processed so as to obtain
a processed mono audio signal part representing the re-
verberation of the mono input audio signal from the sec-
ond group of samples of the RIR (the mono part of the
RIR), and a stereo input audio signal is processed so as
to obtain a processed mono audio signal part represent-
ing the reverberation of both the left and right channel of
the stereo input audio signal from the second group of
samples of the RIR (the mono part of the RIR). The signal
resulting from the processing of the input audio signal
with the mono part of the RIR, namely with the second
group of samples of the RIR, is always a mono signal,
regardless if the input audio signal is a mono or a stereo
signal. Thus, the mono input audio signal, or the stereo
input audio signal after being converted into a mono input
audio signal, is processed with the second group of sam-
ples of the RIR, namely with the mono part of the RIR,
to generate a processed mono audio signal, representing
the reverberation of the input audio signal with the second
group of samples of the RIR, namely with the mono part
of the RIR.
[0065] The fifth step of the method can be implemented
by a hardware- and/or software-embodied signal
processing structure or unit which is configured to apply
a first signal processing rule for processing, particularly
by convolving, the input audio signal with the left channel
samples of the stereo part of the RIR data and for
processing, particularly by convolving, the input audio
signal with the right channel samples of the stereo part
of the RIR data, thereby obtaining a processed left chan-
nel audio signal part and a processed right channel audio
signal part representing the reverberation of the mono or
stereo input audio signal from the first group of samples
of the RIR. Further, the hardware- and/or software-em-
bodied signal processing structure or unit is configured
to apply a second signal processing rule for processing,
particularly by convolving, the input audio signal with the
mono part of the RIR data, thereby obtaining a processed
mono audio signal part representing the reverberation of
the mono or stereo input audio signal from the second
group of samples of the RIR.
[0066] According to a sixth step of the method, the left
channel audio signal part resulting from the processing
of the input audio signal with the left channel samples of
the stereo part of the RIR is mixed with the audio signal
part resulting from the processing of the input audio signal
with the mono part of the RIR, whereby a left channel
output signal is generated. Further, the right channel au-
dio signal part resulting from the processing of the input
audio signal with the right channel samples of the stereo
part of the RIR is mixed with the audio signal part resulting
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from the processing of the input audio signal with the
mono part of the RIR, whereby a right channel output
signal is generated. Hence, by mixing the left channel
audio signal part with the audio signal part resulting from
the processing of the input audio signal with the mono
part of the RIR, a left channel output signal is generated;
and by mixing the right channel audio signal part with the
audio signal part resulting from the processing of the input
audio signal with the mono part of the RIR, a right channel
output signal is generated. The generated left and right
channel output signals build the stereo output audio sig-
nal having the specific reverberation characteristics.
[0067] The sixth step of the method can be implement-
ed by a hardware- and/or software-embodied mixing unit
which is configured to mix the left channel audio signal
part resulting from the processing of the input audio signal
with the left channel samples of the stereo part of the
RIR data with the audio signal part resulting from the
processing of the input audio signal with the mono part
of the RIR data, thereby generating a left channel output
signal; and to mix the right channel audio signal part re-
sulting from the processing of the input audio signal with
the right channel samples of the stereo part of the RIR
data with the audio signal part resulting from the process-
ing of the input audio signal with the mono part of the
RIR data, thereby generating a right channel output sig-
nal.
[0068] In the following, exemplary embodiments for
processing of a mono input audio signal and for process-
ing of a stereo input audio signal will be explained:
For a mono input audio signal, step e) can comprise ap-
plying or implementing a or the first signal processing
rule for processing, particularly by convolving, the mono
input audio signal with the left channel samples of the
stereo part of the RIR and for processing, particularly by
convolving, the mono input audio signal with the right
channel samples of the stereo part of the RIR. Thereby,
a processed left audio signal part and a processed right
audio signal part representing the reverberation of the
mono input audio signal from the first group of samples
of the RIR can be obtained. Further, step e) can comprise
applying or implementing a or the second signal process-
ing rule for processing, particularly by convolving, the
mono input audio signal with the mono part of the RIR
data, thereby obtaining a processed mono audio signal
part representing the reverberation of the mono input au-
dio signal from the second group of samples of the RIR
data.
[0069] In this embodiment, step f) can comprise mixing
the processed mono audio signal part with the processed
left audio signal part, thereby generating a or the left
channel output signal, and mixing the processed mono
audio signal part with the processed right audio signal
part, thereby generating a or the right channel output
signal. Again, the generated left and right channel output
signals build the stereo output audio signal having the
specific reverberation.
[0070] For a stereo input audio signal, step e) can com-

prise applying or implementing a or the first signal
processing rule for processing, particularly by convolv-
ing, the left channel of the stereo input audio signal with
the left channel samples of the stereo part of the RIR
data and for processing, particularly by convolving, the
right channel of the stereo input audio signal with the
right channel samples of the stereo part of the RIR data,
thereby obtaining a processed left channel audio signal
part and a processed right channel audio signal part rep-
resenting the reverberation of the left and right channel
of the stereo input audio signal from the left channel sam-
ples and from the right channel samples of the stereo
part of the RIR. Further, step e) can comprise applying
or implementing a or the second signal processing rule
for processing, particularly by convolving, the mono ver-
sion of the stereo input audio signal with the mono part
of the RIR data, thereby obtaining a processed mono
audio signal part representing the reverberation of the
mono version of the stereo input audio signal from the
second group of samples of the RIR.
[0071] In this embodiment, step f) can comprise mixing
the left channel audio signal part resulting from the
processing of the input signal with the left channel sam-
ples of the stereo part of the RIR data with the mono
audio signal part resulting from the processing of the input
signal with the mono part of the RIR data, thereby gen-
erating a reverberated left channel output signal; and
mixing the right channel audio signal part resulting from
the processing of the input signal with the right channel
samples of the stereo part of the RIR data with the mono
audio signal part resulting from the processing of the input
signal with the mono part of the RIR data, thereby gen-
erating a reverberated right channel output signal. Again,
the generated left and right channel output signals build
the stereo output audio signal having the specific rever-
beration.
[0072] In exemplary embodiments, the method can
comprise outputting the left channel output signal via a
left output audio channel and outputting the right channel
output signal via a right output audio channel. Respective
left and right output audio channels can be embodied
through loudspeakers of an audio system, i.e. particularly
a vehicle audio system or a car audio system, i.e. an
audio system that is to be installed or is installed in a
vehicle or a car.
[0073] In exemplary embodiments in which a stereo
input audio signal is processed, the left and right channel
of the stereo input audio signal can be pre-processed by
applying a pre-processing rule for converting stereo input
audio signal to mono before applying the second signal
processing rule. A respective pre-processing rule can be
embodied via a hardware- and/or software embodied
pre-processing unit which is configured to pre-process
the left and right channel of the stereo input audio signal
for converting the stereo input audio signal to mono be-
fore applying the second signal processing rule. A re-
spective pre-processing can be beneficial for the (sub-
sequent) application or implementation of the second sig-
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nal processing rule, e.g. due to reduced computational
efforts for carrying out the second signal processing rule.
[0074] A respective pre-processing rule for converting
the stereo input audio signal to mono can comprise form-
ing the arithmetic mean between the left channel samples
and the right channel samples of the stereo input audio
signal. In other words, a respective pre-processing rule
for converting the stereo input audio signal to mono can
comprise summing the left channel samples with the right
channel samples and for each pair of samples that have
been added together dividing the result by two.
[0075] The summing can particularly, comprise adding
of corresponding blocks of the left and the right channel
of the or a respective stereo input audio signal. The sum-
ming typically, further comprises or can be followed by
dividing the result of the addition by two.
[0076] The method can further comprise applying a
time-delay filter before application of the second signal
processing rule for processing the input audio signal with
the mono part of the RIR. The time-delay filter can be
applied by a hardware- and/or software-embodied time-
delay filter unit which is configured to apply a time-delay
filter before application of the second signal processing
rule.
[0077] The time delay introduced by the time-delay fil-
ter is typically, equal to the time duration of the stereo
part of the RIR data. As such, the length of the delay filter
typically, corresponds to the length of the stereo part of
the RIR.
[0078] The first and second signal processing rule can
each comprise at least one filtering operation, particularly
at least one convolving operation. Particularly, the first
signal processing rule typically, comprises (exactly) two
filtering operations and the second signal processing rule
typically, comprises (exactly) one filtering operation. As
such, the hardware- and/or software-embodied signal
processing unit or structure for implementing the first and
second signal processing rule can be embodied as filter-
ing units, particularly as convolution units, configured to
comprise at least one filtering operation, particularly at
least one convolving operation.
[0079] The determination of the first number of RIR
samples representing the stereo part of the RIR and the
second number of RIR samples representing the mono
part of the RIR can be done iteratively. Generally, the
determination of the first number of RIR samples repre-
senting the stereo part of the RIR and the second number
of RIR samples representing the mono part of the RIR
can be done experimentally, e.g. using a suitable hard-
ware- and software-embodied signal processing struc-
ture. This determination can be an iterative process and
can require the attention of a user, i.e. particularly an
audio engineer.
[0080] As is apparent from above, the exemplary em-
bodiments of the method comprise subdividing a pre-
recorded RIR in early-stereo blocks (first group of RIR
samples) and in late-mono blocks (second group of RIR
samples).

[0081] According to exemplary embodiments, if the
number of samples L that the RIR sequence hn, 0 ≤ n <
L, contains is not an integer multiple of the block size B,
then the minimum required number of trailing zero sam-
ples are appended to the sequence hn to extend it to a
length that is a multiple of B. These zero samples are
placed after the last sample of the sequence. The length
of the sequence increases then to B[L/B], where [L/B] is
the smallest integer greater than or equal to (L/B). The
samples of the resulting sequence are then partitioned
into K blocks hk, each having B samples, where hk is
defined as hk = [hkB+0, hkB+1, ..., hkB+(B-1)]1xB, 0 ≤ k < K,
K = L/B, and L the length of the sequence after the zero-
padding (if any). For the smallest possible block size of
B = 1 sample, no trailing zeros are appended to the RIR.
In this case K = L. The case B = 1 is a marginal case of
no practical interest. For a stereo RIR, hn and hk refer to
any of the left or the right channel. For a stereo RIR the
handling described above is applied to the sequence hL

n
for the left channel and to the sequence hR

n for the right
channel of the RIR, resulting the K blocks hL

k defined as
hL

k = [hL
kB+0, hL

kB+1, ..., hL
kB+(B-1)]1xB for the left channel

and the K blocks hR
k defined as hR

k = [hR
kB+0, hR

kB+1, ...,
hR

kB+(B-1)]1xB for the right channel, where as before, 0 ≤
k < K, K = L/B, and L the size of the sequences after the
zero-padding (if any).
[0082] Considering that the first S blocks of the RIR
comprise the early-stereo blocks and that the next and
last M blocks of the RIR comprise the late-mono blocks,
where S + M = K, one can define the early-stereo blocks
of the RIR and the late-mono blocks of the RIR as follows:

- the S early-stereo blocks for the left channel are eL
k,

defined as eL
k = hL

k, 0 ≤ k < S;
- the S early-stereo blocks for the right channel are

eRk, defined as eR
k = hR

k, 0 ≤ k < S;
- the M late-mono blocks for a stereo input audio signal

are lk defined as lk = (hL
k+s + hR

k+s) / 4,0 ≤ k < M;
- the M late-mono blocks for a mono input audio signal

are lk defined as lk = (hL
k+s + hR

k+s) / 2, 0 ≤ k < M.

[0083] An equivalent way to express the above (note
that the indexing of the vectors starts from zero) is the
following:

- The first S of the K blocks hL
k are selected as the S

early-stereo blocks for the left channel;
- The first S of the K blocks hR

k are selected as the S
early-stereo blocks for the right channel;

- The remaining last M blocks of hL
k and the remaining

last M blocks of hR
k are combined together to form

the M late-mono blocks. The first late-mono block l0
is formed by adding the (S+1)th block hL

s of hL
k with

the (S+1)th block hR
s of hR

k and dividing the result
by 4. The Mth late-mono block lM-1 is formed by add-
ing the (S+M)th block hL

S+M-1 of hL
k (last block of

hL
k) with the (S+M)th block hR

S+M-1 of hR
k (last block

of hR
k) and dividing the result by 4. It is similar for all
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other late-mono blocks. For a mono input audio sig-
nal, factor 4 is replaced by 2.

[0084] In the above, the symbol M stands for "mono"
and the symbol S stands for "stereo"; the symbol e stands
for "early" and the symbol l stands for "late".
[0085] The partitioning of the stereo RIR into early-ster-
eo blocks and late-mono blocks requires the knowledge
of the values of parameters S and M, where 1 ≤ S < K,
1 ≤ M < K (at least one early-stereo block per channel
and at least one late-mono block), and S+M=K, since all
RIR blocks must be modelled.
[0086] An example of the RIR partitioning into early-
stereo blocks and late-mono blocks is shown in box I of
Fig. 3. In this Fig., the Early Reflections Part ("ERP") of
the RIR comprises the early-stereo blocks and the Late
Reflections Part ("LRP") of the RIR comprises the late-
mono blocks. For the example shown in box I of Fig. 3 it
is S=5 (5 early-stereo blocks per channel), M=15 (15 late-
mono blocks), and K=20 (a total of 20 blocks per channel
comprise the RIR).
[0087] Reference is now made to Fig. 1 which shows
a principle drawing of a digital signal processing structure
100 for implementing a method of processing a stereo
input audio signal for generating a stereo output audio
signal of a specific reverberation according to an exem-
plary embodiment of the invention;
[0088] According to a high-level description, the digital
signal processing structure 100 is divided to the upper
part (what stands above block 24) and to the lower part
(what stands below block 24). The lower part can be re-
ferred to as the "Mono Subsystem" because the signals
flowing through it are monophonic, whereas the upper
part can be referred to as the "Stereo Subsystem" be-
cause the signals flowing through it are stereophonic.
[0089] The "Stereo Subsystem" appears fully symmet-
ric, with its left part implementing the processing for the
left channel of the input audio signal and with its right
part implementing the processing for the right channel of
the input audio signal. Due to the symmetry, blocks for
the left and the right channel having the same role also
have the same labelling. Block 24 provides the transition
from the "Stereo Subsystem" to the "Mono Subsystem"
(note its two input ports and one output port). Blocks 27
merge the two subsystems together and provide the tran-
sition from the "Mono Subsystem" back to the "Stereo
Subsystem". Blocks 15 represent the input to the struc-
ture for the left and right channel and blocks 31 the cor-
responding output of the structure for the left and right
channel. The building blocks of the "Stereo Subsystem"
can be two modified UPOLS algorithms, one for the left
and one for the right channel. These can be referred to
as the UPOLS-left and the UPOLS-right subsystems.
The building block of the "Mono Subsystem" is a pruned
UPOLS method that shares certain blocks with the UP-
OLS-left and UPOLS-right subsystems. This can be re-
ferred to as the UPOLS-mono subsystem.
[0090] The HUPOLS-stereo reverberator illustrated in

Fig. 1 is based on the UPOLS algorithm. The reverberator
processes incoming samples xn frame-by-frame. Here
xn represents the value of the signal at time n ≥ 0. The
signal is assumed to be zero for n < 0 and therefore no
processing takes place before time zero. The frame size
is B samples, where B ≥ 1. The kth frame to be processed,
where k ≥ 0 is the frame index and frame 0 is the first
frame, is the vector of samples xL

k = [xL
kB+0, xL

kB+1, ...,
xL

kB+(B-1)]1xB and xR
k = [xR

kB+0, xR
kB+1, ..., xR

KB+(B-1)]1xB
for the left and the right channel, respectively. Buffers 15
contain these samples. Buffer 15 on the left contains the
samples of the vector xL

k and buffer 15 on the right con-
tains the samples of the vector xR

k.
[0091] Since in the "Stereo Subsystem" of the
HUPOLS-stereo structure the processing on the left (for
the left channel) and on the right (for the right channel)
is done in exactly the same way, in what follows we only
refer to the left channel (left part of the "Stereo Subsys-
tem") and we omit the superscript designating the chan-
nel. The first sample xkB (simplified notation for xL

kB) of
the vector xk (simplified notation for xL

k) is located at the
first (leftmost) location of buffer 15. This convention is
followed for all buffers and vectors in this document,
namely, the first element of a vector is placed at the first
(leftmost) location of the buffer and the last element of a
vector is placed at the last (rightmost) location of the buff-
er.
[0092] For the current new incoming frame xk of buffer
15, the samples of the previous frame xk-1 that were
present in buffer 16, are shifted to the left by B samples
and replace frame xk-2 that was present in buffer 17. In
this way, xk-2 is discarded, buffer 17 is filled with xk-1 and
buffer 16 is filled with xk. All these happen during the kth

iteration of the algorithm, that determines the output of
the algorithm for the current input frame xk. For the 0th

iteration (first iteration) it is set x-1=[0, ..., 0]1xB, which is
a vector of B zeros. This means that for the first iteration
B zeros are placed in buffer 17 and the vector x0 in buffer
16. Transform 18 represents the size 2B Real-to-Com-
plex Discrete Fourier Transform ("2B R-C DFT"), of the
time-domain vector [xk-1 | xk], where [xk-1 | xk] = [xkB-B, ...,
xkB+(B-1)]1x2B. This is simply the row-vector formed by the
samples of xk-1 (located in buffer 17) followed by the sam-
ples of xk (located in buffer 16). The output of transform
18 is denoted as Xk = [Xk2B, ..., Xk2B+(2B-1)]1x2B. The first
Discrete Fourier Transform ("DFT") coefficient (this is the
DC term) is Xk2B and the last DFT coefficient is
Xk2B+(2B-1). The input of transform 28 is the frequency-
domain vector Yk = [Yk2B, ..., Yk2B+(2B-1)]1x2B and the out-
put of transform 28 is the time-domain vector [dk | yk],
where [dk | yk] = [dkB, ..., dkB+(B-1)| ykB, ..., ykB+(B-1)]1x2B.
Transform 28 represents the size 2B Complex-to-Real
Inverse Discrete Fourier Transform ("2B C-R IDFT") The
elements of vector dk = [dkB, ..., dkB+(B-1)]1xB are collected
in buffer 29 and are discarded (they are not used). The
elements of vector yk = [ykB+0, ykB+1, ..., ykB+(B-1)]1xB are
collected in buffer 30 and form the output of the algorithm
to the input frame xk = [xkB+0, xkB+1, ..., xkB+(B-1)]1xB.
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Hence, at time n ≥ 0, yn = kB+m is the output of the algo-
rithm to the input xn = kB+m, where 0 ≤ m < B and k ≥ 0
is the frame index. This output has an inherent delay of
(B-1) samples since a total of B input samples need to
be collected to build up the block xk for the processing
to start. Typically, only when an input block is complete
can the output to this block be calculated. Hence, the
latency of the algorithm is typically, (B-1) samples.
[0093] Buffer 1 contains the samples of the vector e0
(simplified notation for eL

0), buffer 2 the samples of the
vector e1 (simplified notation for eL

1), and buffer 3 the
samples of the vector eS-1 (simplified notation for eL

S-1).
Buffer 4 contains 0B = [0, ..., 0]1xB, which is a vector of
B zeros. Transform 5 represents the size 2B R-C DFT of
the vector [e0 | 0B]1x2B. This is the vector formed by the
samples of e0 followed by the samples of 0B. There are
S transforms similar to transform 5, for converting the
time-domain vectors [ek | 0B]1x2B, where 0 ≤ k < S, into
the frequency-domain vectors Ek = [Ek2B+0, Ek2B+1, ...,
Ek2B+(2B-1)]1x2B, where 0 ≤ k < S. In this notation, Ek2B is
the first DFT coefficient (the DC term). Buffer 6 contains
the first (B+1) elements of the vector E0. The last (B-1)
elements of E0 are implied by the complex-conjugate
symmetry property of the 2B R-C DFT and are therefore
discarded. There are S buffers of the same size (B+1)
as buffer 6, containing the first (B+1) elements of the
vectors Ek. Buffers and transforms not shown in Fig. 1
are implied by the ellipsis 7. Buffer 6 and all the buffers
underneath are referred to as the Frequency-Domain Left
RIR ("FD-LRIR"). A total of S buffers containing complex
data comprise the FD-LRIR. The content of the FD-LRIR
is typically, calculated off-line and typically, stays con-
stant throughout the streaming and processing of the da-
ta. The static FD-LRIR can be stored in the processor
memory. The same applies to the Frequency-Domain
Right RIR ("FD-RRIR") that appears on the right-hand
side of the HUPOLS-stereo structure illustrated in Fig. 1.
[0094] The meaning of buffers and transforms 8
through 14 is similar to that for the buffers and transforms
1 through 7 explained above. Buffer 8 contains the sam-
ples of the vector l0, buffer 9 the samples of the vector
l1, and buffer 10 the samples of the vector lM-1. Buffer 11
contains 0B = [0, ..., 0]1xB. Transform 12 represents the
size 2B R-C DFT of the vector [l0 | 0B]1x2B. There are M
transforms similar to transform 12, for converting the
time-domain vectors [lk | 0B]1x2B, where 0 ≤ k < M, into
the frequency-domain vectors Lk = [Lk2B+0, Lk2B+1, ...,
Lk2B+(2B-1)]1x2B, where 0 ≤ k < M. Buffer 13 contains the
first (B+1) elements of vector L0. There are M buffers of
the same size (B+1) as buffer 13, containing the first
(B+1) elements of the vectors Lk. Buffers and transforms
not shown in Fig. 1 are implied by the ellipsis 14. Buffer
13 and all the buffers underneath are referred to as the
Frequency-Domain Mono RIR ("FD-MRIR"). A total of M
buffers containing complex data comprise the FD-MRIR.
The content of the FD-MRIR is typically, calculated off-
line and typically, stays constant throughout the stream-
ing and processing of the data. The static FD-MRIR can

be stored in the processor memory.
[0095] All S buffers under transform 18 are referred to
as the Frequency-Domain Left Vector Delay Line ("FD-
LVDL"). Buffers 19 and 20 are the first and the last buffer
of FD-LVDL. Buffers not shown in Figure 1 are implied
by the ellipsis 21. All S buffers have the same size (B+1)
and are initialised with zeros. For the incoming frame xk
of buffer 15, the output Xk of transform 18 is calculated.
The last (B-1) elements of Xk are implied by the complex-
conjugate symmetry property of the size 2B R-C DFT.
These are all discarded immediately after the output of
transform 18 is calculated. The remaining (B+1) samples
of Xk are shifted into buffer 19 and the previous elements
of buffer 19 are shifted into the next buffer, namely into
the buffer just below. The same happens for all buffers
of FD-LVDL. Namely, every time that buffer elements are
shifted downwards into any of the FD-LVDL buffers, the
elements of the buffer where the elements of the buffer
located above go into, are also shifted into the next buffer.
Buffer 22 and all the buffers underneath are referred to
as the Frequency-Domain Mono Vector Delay Line ("FD-
MVDL"). The M buffers of the FD-MVDL have all the same
size (B+1) and are initialised with zeros. Buffers not
shown in Fig. 1 are implied by the ellipsis 23. Buffer 22
is the first buffer of the FD-MVDL. This buffer is updated
with the sum of the complex vectors contained in buffers
20 of the FD-LVDL and the FD-RVDL (the Frequency-
Domain Right Vector Delay Line), just before the ele-
ments of buffers 20 are updated. Block 24 is responsible
for adding these two complex vectors. Apart from the way
that its first buffer is fed, FD-MVDL works just like FD-
LVDL and FD-RVDL.
[0096] Given that all (2S+M) buffers of FD-LVDL, FD-
RVDL, and FD-MVDL are initialized with zeros, and that
the buffer elements move from one buffer to the next
buffer (the buffer below) in the way described, the calcu-
lation of the output frame yL

0 and yR
0 for the input frame

xL
0 and xR

0 is done using the initial zero values in all M
buffers of FD-MVDL, the initial zero values in all (2S - 2)
buffers under buffers 19 of FD-LVDL and FD-RVDL, and
the non-zero values in buffers 19 resulting from the trans-
forms 18. The first input frame for which the initial zero
values of FD-LVDL and FD-RVDL are completely re-
moved is xL

S-1 and xR
S-1. In a similar way, the first input

frame for which the initial zero values of FD-MVDL are
completely removed is xL

S+M-1 and xR
S+M-1. For the cal-

culation of the output frame yL
S and yR

S for the input
frame xL

S and xR
S all buffers of FD-MVDL, except from

buffer 22, contain the initial zero values.
[0097] The complex multiplier 25 forms the complex
vector [E0Xk2B, E1Xk2B+1, ..., EBXk2B+B]1x(B+1). Similarly,
each of the multipliers under multiplier 25 forms in a sim-
ilar way the element-by-element complex product be-
tween the contents of its corresponding FD-LVDL buffer
and FD-LRIR buffer. There are S such vector products,
each of size (B+1) elements, for each of the S multipliers.
The resulting S complex vectors (the vector products)
are fed to the upper S input ports of the accumulator block
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27. In a similar way, the complex multiplier 26 forms the
element-by-element complex product between the con-
tents of its corresponding FD-MVDL buffer and FD-MRIR
buffer. There are M such vector products, each of size
(B+1) elements, for each of the M multipliers. The result-
ing M complex vectors (the vector products) are fed to
the lower M input ports of the accumulator blocks 27.
[0098] The accumulator block 27 adds the (S+M) = K
complex vectors, each of size (B+1) elements, which are
provided at its upper S and its lower M input ports, to
generate a single complex vector of the same size. This
is the vector [Yk2B+0, Yk2B+1, ..., Yk2B+B]1x(B+1). This vec-
tor is extended from the size (B+1) to the size 2B to yield
the complex vector [Yk2B+0, Yk2B+1, ..., Yk2B+B,
Yk2B+B+1, ... , Yk2B+B+(B-1)]1x2B. This extension corre-
sponds to the removal of the last (B-1) elements from the
results of the transforms 18. The new (B-1) elements
needed for the extension are implied by the complex-
conjugate symmetry property of the size 2B R-C DFT
and are calculated as Yk2B+B+k = Y*

k2B+B-k, where the
asterisk denotes conjugation and 1 ≤ k ≤ (B-1). The ex-
tended vector [Yk2B+0, Yk2B+1, ..., Yk2B+(2B-1)]1x2B be-
comes the input of transform 28.
[0099] The complete sequence of the events for the
calculation of the output block yk for the current input
block xk is the following:

(a) The vector [xk-1 | xk] is transformed according to
block 18.
(b) FD-MVDL is updated from block 24. After this
update block 22 contains the sum of the vectors con-
tained in blocks 20 of the left and the right side.
(c) FD-LVDL is updated from the result of transform
18.
(d) The vector products for the multiplies 25 and 26
and for all other multipliers under multiplies 25 and
26 are calculated and provided as input to block 27.
(e) The output of block 27 is calculated and then
transformed according to block 28.
(f) The output block for the left channel is the second
half of the transformation result. The processing se-
quence (a)-(f) is applied for both the left and the right
channel concurrently, meaning that every step for
the left channel is immediately followed by the cor-
responding step for the right channel. The process-
ing done for the Mono Subsystem is an exception to
this rule, since this subsystem is common for both
the left and the right channel.

[0100] Fig. 2 shows another digital signal processing
structure 100 according to an exemplary embodiment.
The digital signal processing structure can be deemed a
HUPOLS-mono reverberator useable or used for a mono
input audio signal. Here there is only one input channel
and therefore, both FD-LVDL and FD-RVDL of the digital
signal processing structure 100 of Fig. 1 are replaced by
FD-CVDL ("Frequency-Domain Common Vector Delay
Line"). The S buffers comprising the FD-CVDL are buff-

ers 19, 20, and the buffers below buffer 19 and above
buffer 20. The first buffer of FD-MVDL is updated directly
from the last buffer of FD-CVDL. The vector data of FD-
CVDL are used for both the left and the right channel of
the ERP of the RIR. Apart from these differences, the
HUPOLS-stereo and HUPOLS-mono structures of Fig.
1 and Fig. 2 work in exactly the same way.
[0101] The HUPOLS-stereo reverberator of Fig. 1
achieves the complexity reduction by modelling the last
M of the K RIR blocks with the UPOLS-mono subsystem
(Mono Subsystem). The UPOLS-left and UPOLS-right
subsystems (on the left and on the right of the Stereo
Subsystem) model the first S blocks of the left and right
channel of RIR. It is S + M = K. For M = 0, the UPOLS-
mono subsystem, the block 24, and the lower M ports of
the two blocks 27 in Fig. 1 vanish. The digital signal
processing structure 100 of Fig. 1 turns then into the UP-
OLS-stereo system, that independently processes the
left and the right channel of the input audio signal with
the left and the right channel of RIR. This digital signal
processing structure 100 which can also be denoted UP-
OLS-stereo system is illustrated in the exemplary em-
bodiment of Fig. 4.
[0102] For L >> B >> 1, namely, for RIR models of large
rooms and for block sizes of acceptable latency but large
enough to allow for efficient DFT and IDFT implementa-
tions, the resources required for the transforms 18 and
28 in Fig. 1 are negligible compared to the resources
needed for the spectral convolutions implemented by
blocks 27 and all the multipliers starting from multipliers
25 and 26. Under these conditions, HUPOLS-stereo uses
((2S+M) / (2K)) x 100% of the resources (FLOPIS and
memory) required by the UPOLS-stereo system. This is
a number between 50% and 100%. For the marginal case
M=0 and S=K, HUPOLS-stereo uses 100% of the re-
sources required by the UPOLS-stereo system, since the
two methods become then identical. For the marginal
case M=K and S=0 on the other hand, HUPOLS-stereo
uses 50% of the resources required by the UPOLS-ster-
eo system. This setting corresponds to a monophonic
configuration.
[0103] In a similar way and for M=0, in the digital signal
processing structure 100 of Fig. 2 the UPOLS-mono sub-
system and the lower M ports of the two blocks 27 vanish.
The structure of Fig. 2 turns then into the digital signal
processing structure 100 illustrated in Fig. 5 which can
be deemed a UPOLS-mono system. This system proc-
esses the mono input audio signal with the left and the
right channel of RIR. HUPOLS-mono uses ((2S+M) /
(2K)) x 100% of the FLOPIS and ((3S+2M) / (3K)) x 100%
of the memory required by the UPOLS-mono system.
The last figure ranges from 66.6% to 100%.
[0104] Reference is now made to Fig. 3 which shows
abstract models for the digital signal processing struc-
tures of Fig. 1 and Fig. 2 in accordance with an exemplary
embodiment. In Fig. 3, box II shows the abstract model
for the structure of Fig. 1, and box III shows the abstract
model for the structure of Fig. 2. Box I of Fig. 3 shows

23 24 



EP 4 007 310 A1

15

5

10

15

20

25

30

35

40

45

50

55

the partitioning of the RIR into early-stereo and late-mono
blocks, that was assumed for box II and box III of this
figure.
[0105] For the assumed scenario of box I of Fig. 3, the
RIR samples span K=20 blocks per channel, each of size
B samples. The ERP has S=5 blocks per channel and
the LRP has M=15 blocks. The stereo digital signal
processing structure 100 of Fig. 1 and the mono digital
signal processing structure 100 of Fig. 2 uses for this
configuration 62,5% of the resources required by the UP-
OLS-stereo system of Fig. 4 or the UPOLS-mono system
of Fig. 5. In box I of Fig. 3, blocks starting with block 1
represent the early-stereo blocks eL

k, 0 ≤ k < 5, for the
left channel. Blocks starting with block 2 represent the
early-stereo blocks eR

k, 0 ≤ k < 5, for the right channel.
Blocks starting with block 3 represent the late-mono
blocks lk, 0 ≤ k < 15. These blocks were defined above.
Blocks starting with block 31 represent the blocks hL

k+S
used to define the blocks lk (see above), where 0 ≤ k <
15. Blocks starting with block 32 represent the blocks
hR

k+S used to define the blocks lk (see above), where 0
≤ k < 15.
[0106] In box II and box III of Fig. 3, block 4 represents
any possible way of convolving the block’s input signal
with the left channel samples of ERP. It is accordingly
for block 5 for the right channel samples of ERP and for
block 6 for the mono samples of LRP. Block 7 represents
a delay of SB = 5B samples that is needed to time-align
the samples of LRP to those of ERP. Blocks 8 and 9
correspond to blocks 15 for the left and the right channel
in the HUPOLS-stereo structure of Fig. 1. Block 89 cor-
responds to block 15 in the HUPOLS-mono structure of
Fig. 2. Blocks 10 and 11 correspond to blocks 31 in Fig.
1 and Fig. 2. Adder 12 converts the stereo input audio
signal to mono by adding the samples of the left and right
channel. The division by two required for this conversion
is incorporated into the definition of the late-mono blocks
and is therefore omitted from the flow-graph of Fig. 3.
Adders 13 and 14 mix the mono output signal of block 6
to the left channel signal (output of block 4) and to the
right channel signal (output of block 5), to yield the left
channel output (block 10) and the right channel output
(block 11) of the model. For stereo configurations, here-
inafter denoted as "HUPOLS-s", (box II of Fig.3), the out-
puts of blocks 4/5 represent the reverberation of the
left/right channel of the input audio signal from the early-
stereo samples of the left/right channel of RIR. The output
of block 6 represents the reverberation of the mono ver-
sion of the input stereo signal from the late-mono samples
of RIR. For mono configurations, hereinafter denoted as
"HUPOLS-m", (box III of Fig.3), the left and right channels
of the input audio signal are the same (mono input audio
signal). Apart from this, the description is the same as
for the stereo configurations HUPOLS-s, (box II of Fig.3).
[0107] The HUPOLS-s structures illustrated in Fig. 1
and Fig. 3 (box II) are equivalent, in that they produce
the same outputs for the same inputs. Due to this equiv-
alence, reference is made to the digital signal processing

structure 100 of Fig. 3 (box II) as the abstract model of
the HUPOLS-s stereo configuration 100 of Fig. 1. The
adder 12 of the abstract model corresponds to the vector
summation block 24 of HUPOLS-s of Fig. 1. The SB sam-
ples delay of the abstract model is implemented in
HUPOLS-s of Fig. 1 by the FD-LVDL and FD-RVDL, by
the mechanism of buffers 16 and 17, and by the trans-
forms 18. Each buffer of the FD-LVDL corresponds to a
delay of B samples and in this way the cascade of the S
buffers yields the SB samples delay. The adder 12 of the
abstract model is implemented in the stereo configuration
of HUPOLS-s of Fig. 1 in the frequency-domain, due to
the transform 18 of HUPOLS-s, and is done after the SB
samples delay, since the HUPOLS-s block 24 is placed
after the FD-LVDL and FD-RVDL. The adders 13 and 14
of the abstract model are implemented with the accumu-
lation blocks 27 of the stereo configuration HUPOLS-s
of Fig. 1 for the left and right channel, respectively. Spe-
cifically, the effect of adder 13 is achieved by adding the
sum of the lower M input vectors to the sum of the upper
S input vectors with the left block 27. It is accordingly for
adder 14. The adders 13 and 14 of the abstract model
are implemented in the stereo configuration HUPOLS-s
of Fig. 1 in the frequency-domain, since the left and right
blocks 27 stand in-between the transforms 18 and 28.
The blocks 4 and 5 of the abstract model correspond to
the UPOLS-left and the UPOLS-right subsystems of
HUPOLS-s of Fig. 1. Finally, block 6 of the abstract model
corresponds to the UPOLS-mono subsystem of Fig. 1.
The HUPOLS-m structures illustrated in Fig. 2 and Fig.
3 (box III) are equivalent, in that they produce the same
outputs for the same inputs. This equivalence can be
explained in a same way as before. Due to this equiva-
lence, reference is made to the digital signal processing
structure 100 of Fig. 3 (box III) as the abstract model of
the HUPOLS-m stereo configuration 100 of Fig. 2.
[0108] Due to the way that the UPOLS-left, UPOLS-
right, and UPOLS-mono subsystems of Fig. 1 interface
with each other, HUPOLS-s of Fig. 1 does not require
extra memory to implement the delay filter 7 of the ab-
stract model. Moreover, it economizes the DFT and IDFT
operations that would normally be needed for implement-
ing block 6 of the abstract model with the stand-alone
UPOLS method, by taking advantage of the linearity
property of the DFT and IDFT operations. It is similarly
for HUPOLS-m of Fig. 2.
[0109] For the HUPOLS-s structure of Fig. 1 the values
of parameters S and M, where 1 ≤ S < K, 1 ≤ M < K and
S + M = K, must be known. Values of M close to K yield
an efficient HUPOLS-s structure, as most of the RIR
blocks are then modelled with the UPOLS-mono subsys-
tem but may compromise the stereo quality of the rever-
berated signal. For RIRs of the same length (with equal
number of blocks K), the values of S and M that yield the
best trade-off between efficiency and stereo signal qual-
ity will generally be different. These values can be found
experimentally using the stereo configuration illustrated
in Fig. 4. The digital signal processing structure 100 of
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Fig. 4 also results from the HUPOLS-s structure of Fig.
1 for S = K and M = 0. For this choice of the parameters,
block 24, the UPOLS-mono subsystem, and the lower
ports of blocks 27 vanish, yielding the UPOLS-stereo sys-
tem of Fig. 4.
[0110] To evaluate the quality of the output audio signal
of the HUPOLS-s structure of Fig. 1 for a certain value
of S, where 1 ≤ S < K, the UPOLS-stereo system of Fig.
4 is used. This is operated similarly to the HUPOLS-s
structure, but with the following two differences:
Immediately after the update of the K buffers of FD-LVDL
and FD-RVDL, the two complex vectors CL and CR con-
tained in buffers (S+1) of FD-LVDL and LFD-RVDL, are
both replaced by the complex vector (CL + CR)/2, namely,
by their arithmetic mean. As an example, for S=1, the
vectors contained in buffers 2 (the second buffers) of FD-
LVDL and LFD-RVDL are both replaced by their arith-
metic mean.
[0111] Immediately after the outputs VL

k and VR
k,

where 1 ≤ k ≤ K, of the K multipliers for the left and right
channel (multipliers 25 and multipliers underneath) are
calculated, these outputs for S+1 ≤ k ≤ K are replaced
by their arithmetic mean (VL

k + VR
k)/2, for both the left

and the right channel. As an example, for S=1, VL
2 and

VR
2 are replaced by their arithmetic mean. The same is

done for VL
3 and VR

3, for VL
4 and VR

4, etc., and finally
for VL

K and VR
K.

[0112] If the above handling is done, the output of the
UPOLS-stereo system of Fig. 4 and the output of the
HUPOLS-s structure of Fig. 1 configured for the same
values of S and M, become identical, provided that the
values of S and M remain constant throughout the sim-
ulation. In practice, S can vary during the simulation, e.g.
can slowly decrease starting from large values, to deter-
mine when a deterioration of the stereo signal quality
starts being noticeable. Having found the values of S and
M for a given RIR, the partitioning of RIR to ERP and
LRP can be done as described above and then the
HUPOLS-s reverberator of Fig. 1 can be setup as de-
scribed above.
[0113] For the HUPOLS-m structure of Fig. 2 the val-
ues of S and M can be found in a similar way using the
UPOLS-mono system of Fehler! Verweisquelle konnte
nicht gefunden werden.. The only difference is that the
first step of the handling described before is skipped,
since there is only one vector delay line (buffers 19, 20,
and all buffers in between), in contrast to the separate
vector delay lines for the left and the right channel of Fig.
4 (buffers 19, 20, and all buffers in between), due to the
input audio signal being mono.
[0114] The digital signal processing structure 100 of
Fig. 1 and Fig. 2 can form part of a hardware- and/or
software-embodied digital signal processing device,
comprising means, particularly a respective digital signal
processing structure 100, for carrying out the method as
described in context with the above embodiments.
[0115] A respective digital signal processing device
can comprise a computer program product comprising

instructions which, when the program is executed by a
computer, cause the computer to carry out the method
as described in context with the above embodiments.
[0116] A respective computer program product can be
stored on a computer-readable data carrier.
[0117] A respective digital signal processing device
can form part of an audio signal processing apparatus
for processing an input audio signal.
[0118] A respective audio processing apparatus can
be installed in a vehicle, particularly a car.

Claims

1. A method of processing an input audio signal for gen-
erating a stereo output audio signal with a specific
reverberation, the method comprising the following
steps:

a) providing an input audio signal, the input au-
dio signal being a mono input audio signal or a
stereo input audio signal;
b) providing pre-recorded stereo Room-Im-
pulse-Response ("RIR") data of a specific
acoustic environment, the RIR data comprising
a defined number of RIR samples, the RIR data
comprising an equal number of left channel sam-
ples and right channel samples;
c) determining a first number of RIR samples
representing a stereo part of the RIR data and
a second number of RIR samples representing
a mono part of the RIR data, whereby the stereo
part of the RIR data comprises a number of left
channel samples for the left output channel and
an equal number of right channel samples for
the right output channel, and whereby the mono
part of the RIR comprises a number of samples
to be used for both the left and the right output
channel;
d) subdividing the samples of the RIR into a first
group of RIR samples representing the stereo
part of the RIR and into a second group of RIR
samples representing the mono part of the RIR,
whereby the duration that corresponds to the
stereo part of the RIR and the duration that cor-
responds to the mono part of the RIR add up to
the total duration of the RIR;
e) applying a first signal processing rule for
processing, particularly by convolving, the input
audio signal with the left channel samples of the
stereo part of the RIR data and for processing,
particularly by convolving, the input audio signal
with the right channel samples of the stereo part
of the RIR data, thereby obtaining a processed
left channel audio signal part and a processed
right channel audio signal part representing the
reverberation of input audio signal from the first
group of samples of the RIR, and
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applying a second signal processing rule for
processing, particularly by convolving, the mono
input audio signal, or the mono version of the
stereo input audio signal, with the mono part of
the RIR data, thereby obtaining a processed mo-
no audio signal part representing the reverber-
ation of the input audio signal from the second
group of samples of the RIR; and
f) mixing the left channel audio signal part re-
sulting from the processing of the input audio
signal with the left channel samples of the stereo
part of the RIR data with the audio signal part
resulting from the processing of the input audio
signal with the mono part of the RIR data, there-
by generating a left channel output signal; and
mixing the right channel audio signal part result-
ing from the processing of the input audio signal
with the right channel samples of the stereo part
of the RIR data with the audio signal part result-
ing from the processing of the input audio signal
with the mono part of the RIR data, thereby gen-
erating a right channel output signal.

2. The method according to Claim 1, wherein, for a
mono input audio signal, step e) comprises applying
a first signal processing rule for processing, partic-
ularly by convolving, the mono input audio signal with
the left channel samples of the stereo part of the RIR
data and for processing, particularly by convolving,
the mono input audio signal with the right channel
samples of the stereo part of the RIR data, thereby
obtaining a processed left audio signal part and a
processed right audio signal part representing the
reverberation of the mono input audio signal from
the first group of samples of the RIR data,
and applying a second signal processing rule for
processing, particularly by convolving, the mono in-
put audio signal with the mono part of the RIR data,
thereby obtaining a processed mono audio signal
part representing the reverberation of the mono input
audio signal from the second group of samples of
the RIR data;
and step f) comprises mixing the processed mono
audio signal part with the processed left audio signal
part, thereby generating a left channel output signal,
and mixing the processed mono audio signal part
with the processed right audio signal part, thereby
generating a right channel output signal.

3. The method according to Claim 1, wherein, for a
stereo input audio signal, step e) comprises applying
a first signal processing rule for processing, partic-
ularly by convolving, the left channel of the stereo
input audio signal with the left channel samples of
the stereo part of the RIR and for processing, par-
ticularly by convolving, the right channel of the stereo
input audio signal with the right channel samples of
the stereo part of the RIR, thereby obtaining a proc-

essed left channel audio signal part and a processed
right channel audio signal part representing the re-
verberation of the left and right channel of the stereo
input audio signal from the left channel samples and
from the right channel samples of the stereo part of
the RIR,
and applying a second signal processing rule for
processing, particularly by convolving, the mono ver-
sion of the stereo input audio signal with the mono
part of the RIR, thereby obtaining a processed mono
audio signal part, representing the reverberation of
the mono version of the stereo input audio signal
from the second group of samples of the RIR;
and step f) comprises mixing the left channel audio
signal part resulting from the processing of the left
channel of the input audio signal with the left channel
samples of the stereo part of the RIR data, with the
mono audio signal part resulting from the processing
of the input audio signal with the mono part of the
RIR, thereby generating a reverberated left channel
output signal, and, mixing the right channel audio
signal part resulting from the processing of the right
channel of the input audio signal with the right chan-
nel samples of the stereo part of the RIR data, with
the mono audio signal part resulting from the
processing of the input audio signal with the mono
part of the RIR, thereby generating a reverberated
right channel output signal.

4. The method according to any of the preceding
Claims, further comprising outputting the reverber-
ated left channel output signal via a left output audio
channel and outputting the reverberated right chan-
nel output signal via a right output audio channel.

5. The method according to any of the preceding
Claims, wherein for a stereo input audio signal, the
left and right channel of the stereo input audio signal
is pre-processed by applying a pre-processing rule
for converting the stereo input audio signal to mono
before applying the second signal processing rule.

6. The method according to Claim 5, wherein the pre-
processing rule for converting the stereo input audio
signal to mono comprises forming the arithmetic
mean between the left channel samples and the right
channel samples of the stereo input audio signal,
whereby each left channel sample is added with its
corresponding right channel sample and the result
of the addition is divided by two.

7. The method according to any of the preceding
Claims, further comprising applying a time-delay
filter before application of the respective second sig-
nal processing rule.

8. The method according to Claim 7, wherein the time
delay introduced by the time-delay filter is equal to
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the time duration of the stereo part of the RIR data.

9. The method according to any of the preceding
Claims, wherein the first and second signal process-
ing rule comprises a filtering operation, particularly
a convolving operation.

10. The method according to any of the preceding
Claims, wherein the determination of the first
number of RIR samples representing the stereo part
of the RIR and the determination of the second
number of RIR samples representing the mono part
of the RIR is done iteratively.

11. The method according to any of the preceding
Claims, wherein the first group of RIR samples rep-
resents a distinct early reflections part of the RIR and
the second group of RIR samples represents a dis-
tinct late reflections part of the RIR.

12. The method according to any of the preceding
Claims, wherein the first group of RIR samples com-
prises a period ranging between 1 ms and 150 ms,
particularly between 10 ms and 100 ms, of the initial
duration of the RIR data.

13. The method according to any of the preceding
Claims, wherein a signal processing structure (100)
is used for implementing both the first signal process-
ing rule and the second signal processing rule.

14. The method according to Claim 14, wherein the sig-
nal processing structure (100) comprises at least
three signal processing blocks, particularly built as
or comprising discrete time Fourier transformation
blocks.

15. The method according to Claim 13 or 14, wherein
the signal processing structure (100) comprises one
or more first signal processing blocks, particularly a
set of first signal processing blocks, for implementing
the first signal processing rule, and one or more sec-
ond signal processing blocks, particularly a set of
second signal processing blocks, for implementing
the second signal processing rule.

16. A signal processing device, comprising means, par-
ticularly a signal processing structure (100), for car-
rying out the method of any of the preceding Claims.

17. A computer program product comprising instructions
which, when the program is executed by a computer,
cause the computer to carry out the method of any
of Claims 1 - 15.

18. A computer-readable data carrier having stored ther-
eon the computer program product of claim 17.

19. An audio processing apparatus for processing an
input audio signal, comprising a signal processing
device according to Claim 16.

20. A vehicle comprising an audio processing apparatus
according to Claim 19.
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