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(67) A method in which a server recognizes and de-
termines an object in an image may include calculating
a feature map including an object feature point within the
image by learning the image based on a first model, cal-
culating compression feature information by compress-
ing the feature map based on a first filter, inputting the
compression feature information for each at least one
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FIG. 1

METHOD AND SERVER FOR RECOGNIZING AND DETERMINING OBJECT IN IMAGE

layer and calculating respective prediction information
by learning the compression feature information for each
layer based on a second model, and calculating predic-
tion result information by determining whether the re-
spective prediction information sequentially exceeds a
predetermined threshold value in order from a top layer.
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Description
BACKGROUND

[0001] Embodiments of the inventive concept de-
scribed herein relate to amethod of determining an object
in an image, and more particularly, relate to a method
and a server that recognize an object in an image and
determine the recognized object.

[0002] Nowadays, a technology for recognizing an ob-
ject in an image has been widely used. In particular, the
technology may mainly use a learned convolutional neu-
ral network (CNN).

[0003] In ageneral CNN structure, only K classes that
have finally declared may be predicted. A new class that
is not present may be predicted as another class having
a similar feature to the new class. That is, a class that is
completely different in the human sense may be predict-
ed because the general CNN structure is based on only
the priority of a feature.

[0004] For example, there are many combinations ca-
pable of being generated in a case of food. However,
when the food having the corresponding combination is
not defined as a class, the food may not be recognized
or may be predicted as completely-different food. The
artificial intelligence (Al) in the general CNN structure
tends to overfit learned data, and tends not to recognize
an unlearned layer.

[0005] Accordingly, there is a need for a method of
deriving a high-accurate result of predicting an unlearned
class or incorrectly-recognized class, not a completely-
wrong prediction result.

[0006] There is a prior art disclosed as Korean Regis-
tered Patent Publication No. 10-2185777.

SUMMARY

[0007] Embodiments of the inventive concept provide
a prediction resultdepending on a pre-stored hierarchical
structure for each object in an image.

[0008] Moreover, embodiments of the inventive con-
cept provide a method of using one network to predict
an object in an image by dividing the object for each at
least one layer.

[0009] The technical problems to be solved by the
present inventive concept are not limited to the afore-
mentioned problems, and any other technical problems
not mentioned herein will be clearly understood from the
following description by those skilled in the art to which
the inventive concept pertains.

[0010] Accordingtoanembodiment, a methodin which
aserverrecognizes and determines an objectin animage
includes calculating a feature map including an object
feature point within the image by learning the image
based on a first model, calculating compression feature
information by compressing the feature map based on a
first filter, inputting the compression feature information
for each atleast one layer and calculating respective pre-
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diction information by learning the compression feature
information for each layer based on a second model, and
calculating prediction result information by determining
whether the respective prediction information sequential-
ly exceeds a predetermined threshold value in order from
a top layer.

[0011] Herein, the layer may include at least one of
first to kth layers, may be implemented sequentially such
that a category of an upper layer includes a category of
a lower layer, and may include meta information about
an immediately-upper layer and an immediately-lower
layer for each layer.

[0012] Furthermore, the calculating of the prediction
information may further include calculating first prediction
information by learning the compression feature informa-
tion input to the first layer based on the second model,
inputting the first prediction information into the second
layer and calculating second prediction information by
learning the compression feature information and the first
prediction information based on the second model, and
inputting the second prediction information into the kth
layer and calculating kth prediction information by learn-
ing the compression feature information, the first predic-
tion information, and the second prediction information
based on the second model.

[0013] Moreover, the calculating of the prediction re-
sultinformation may further include determining whether
second prediction information of the second layer that is
alowerlayer of the first layeris not less than the threshold
value, depending on the meta information when first pre-
diction information in the first layer exceeds the prede-
termined threshold value, and calculating the prediction
result information, based on the first prediction informa-
tion of the firstlayer, which is an upper layer of the second
layer, depending on the meta information when the sec-
ond prediction information is not greater than the thresh-
old value.

[0014] Also, the method may further include calculat-
ing of a loss for the prediction information and inputting
at least one new image and learning the first model and
the second model when the loss exceeds a predeter-
mined threshold value.

[0015] Besides, different weights from one another
may be sequentially assigned to the each layer. The cal-
culating of the loss may include calculating each loss for
the each layer to which the different weights are as-
signed.

[0016] In addition, the method may further include in-
putting a first new image into the learned first model and
the learned second model to calculate new prediction
information, calculating a new loss for the new prediction
information, and terminating learning of the first model
and the second model when the new loss is not greater
than the predetermined threshold value.

[0017] According to an embodiment, a server recog-
nizing and determining an object in an image includes
an image obtaining unit obtaining the image, a memory,
and a processor calculating a feature map including an
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object feature point within the image by learning the im-
age based on a first model, calculating compression fea-
ture information by compressing the feature map based
on a first filter, inputting the compression feature infor-
mation for each at least one layer and calculate respec-
tive prediction information by learning the compression
feature information for each layer based on a second
model, and calculating prediction result information by
determining whether the respective prediction informa-
tion sequentially exceeds a predetermined threshold val-
ue in order from a top layer.

[0018] Herein, the layer may include at least one of
first to kth layers, may be implemented sequentially such
that a category of an upper layer includes a category of
a lower layer, and may include meta information about
an immediately-upper layer and an immediately-lower
layer for each layer.

[0019] Furthermore, the processor may calculate first
prediction information by learning the compression fea-
ture information input to the first layer based on the sec-
ond model, may input the first prediction information into
the second layer and may calculate second prediction
information by learning the compression feature informa-
tion and the first prediction information based on the sec-
ond model, and may input the second prediction infor-
mation into the kth layer and calculates kth prediction
information by learning the compression feature informa-
tion, the first prediction information, and the second pre-
diction information based on the second model.

[0020] Moreover, the processor may determine wheth-
er the second prediction information of the second layer
that is a lower layer of the first layer is not less than the
threshold value, depending on the meta information
when the first prediction information in the first layer ex-
ceeds a predetermined threshold value, may determine
whether third prediction information of the third layer that
is a lower layer of the second layer is not less than the
threshold value, depending on the meta information
when the second prediction information in the second
layer exceeds the predetermined threshold value, and
may calculate the prediction resultinformation, based on
the second prediction information of the second layer,
which is an upper layer of the third layer, depending on
the meta information when the third prediction informa-
tion is not greater than the threshold value.

[0021] Also, different weights from one another may
be sequentially assigned to the each layer. The proces-
sor may calculate each loss for the each layer to which
the different weights are assigned.

[0022] In addition, another method for implementing
the inventive concept, another system, and a computer-
readable recording medium for recording a computer pro-
gram for performing the method may be further provided.

BRIEF DESCRIPTION OF THE FIGURES

[0023] The above and other objects and features will
become apparent from the following description with ref-

10

15

20

25

30

35

40

45

50

55

erence to the following figures, wherein like reference
numerals refer to like parts throughout the various figures
unless otherwise specified, and wherein:

FIG. 1 is a block diagram illustrating a server for rec-
ognizing and determining an object in an image ac-
cording to an embodiment of the inventive concept;
FIG. 2 is a diagram schematically illustrating a proc-
ess of recognizing and determining an object in an
image in a server according to an embodiment of the
inventive concept;

FIG. 3 is a flowchart illustrating a process of recog-
nizing and determining an object in an image by a
server according to an embodiment of the inventive
concept;

FIG. 4 is an exemplary diagram illustrating a hierar-
chical structure for a person’s job according to an
embodiment of the inventive concept;

FIG. 5 is an exemplary diagram illustrating a hierar-
chical structure for food according to an embodiment
of the inventive concept;

FIG. 6 is a flowchart illustrating a process of learning
a first model and a second model that are used in a
process of recognizing and determining an object in
an image by a server according to an embodiment
of the inventive concept;

FIG. 7 is an exemplary diagram illustrating that a
server determines a first image for each layer by us-
ing a prediction network, according to an embodi-
ment of the inventive concept; and

FIG. 8 is an exemplary diagram illustrating that a
server determines a second image for each layer by
using a prediction network, according to an embod-
iment of the inventive concept.

DETAILED DESCRIPTION

[0024] The above and other aspects, features and ad-
vantages of the inventive concept will become apparent
from the following description of the following embodi-
ments given in conjunction with the accompanying draw-
ings. The inventive concept, however, may be embodied
in various different forms, and should not be construed
as being limited only to the illustrated embodiments.
Rather, these embodiments are provided as examples
so that the inventive concept will be thorough and com-
plete, and will fully convey the concept of the inventive
concept to those skilled in the art. The inventive concept
may be defined by scope of the claims.

[0025] The terminology used herein is for the purpose
of describing embodiments and is not intended to limit
the inventive concept. In the specification, the singular
forms include plural forms unless particularly mentioned.
The terms "comprises" and/or "comprising" used herein
does not exclude presence or addition of one or more
other elements, in addition to the aforementioned ele-
ments. The same reference numerals denote the same
elements throughout the specification. As used herein,
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the term "and/or" includes any and all combinations of
one or more of the associated components. It will be un-
derstood that, although the terms "first", "second", etc.,
may be used herein to describe various components,
these components should not be limited by these terms.
These terms are only used to distinguish one component
from another component. Thus, a first component dis-
cussed below could be termed a second component with-
outdeparting from the teachings of the inventive concept.
[0026] Unless otherwise defined, all terms (including
technical and scientific terms) used herein have the same
meaning as commonly understood by those skilled in the
art to which the inventive concept pertains. The terms,
such as those defined in commonly used dictionaries,
should not be interpreted in an idealized or overly formal
sense unless expressly so defined herein.

[0027] Hereinafter, embodiments of the inventive con-
cept will be described in detail with reference to accom-
panying drawings.

[0028] Prior to a description, the meaning of terms
used in the present specification will be described briefly.
However, because the description of terms is used to
help the understanding of this specification, it should be
noted that if the inventive concept is not explicitly de-
scribed as a limiting matter, it is not used in the sense of
limiting the technical idea of the inventive concept.
[0029] FIG. 1 is a block diagram illustrating a server
10 for recognizing and determining an object in an image
according to an embodiment of the inventive concept.
[0030] Hereinafter, according to an embodiment of the
inventive concept, the server 10 that recognizes and de-
termines an object in an image will be described with
reference to FIG. 1.

[0031] The server 10 may provide a prediction result
depending on a pre-stored layer for each object in the
image, thereby increasing the reliability of the prediction
result.

[0032] Furthermore, the server 10 may provide a meth-
od of using one network to predict an object in an image
by dividing the object for each at least one layer, thereby
increasing a prediction speed.

[0033] In addition, the server 10 may not be limited to
K pre-stored layers for an object in an image, and may
predict a plurality of objects.

[0034] Moreover, even in a case of combinations be-
tween numerous objects, which are not stored, from
among objects in an image, the prediction result of the
server 10 does not deviate from the structural prediction,
thereby improving prediction accuracy.

[0035] The server 10 may include an image obtaining
unit 110, a memory 120, and a processor 130. Herein,
the server 10 may include fewer or more components
than the components illustrated in FIG. 1.

[0036] The image obtaining unit 110 may obtain at
least one image, at a predetermined period, in real time,
or at a point in time when a user input is present. The
image obtaining unit 110 may obtain the image through
an external device (not illustrated), the memory 120, or
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the like. Here, the image may include at least one object.
Referring to FIG. 1, the image may include a firstimage
11 obtained by capturing pasta, a second image 12 ob-
tained by capturing "jeon", and a third image 13 obtained
by capturing sushi.

[0037] The memory 120 may store information for sup-
porting various functions of the server 10. The memory
120 may store a plurality of application programs (or ap-
plications) running in the server 10, data for an operation
of the server 10, and instructions. At least part of the
application programs may be downloaded from an exter-
nal server (not illustrated) through wireless communica-
tion. Besides, at least part of the application programs
may be present for basic functions of the server 10. In
the meantime, the application program may be stored in
the memory 120 and then may be driven by the processor
130 to perform an operation (or function) of the server 10.
[0038] In addition to an operation associated with the
application program, the processor 130 may generally
control overall operations of the server 10. The processor
130 may provide or process appropriate information or
functions to a user, by processing a signal, data, infor-
mation, or the like, which is input or output through the
above-described components, or driving the application
program stored in the memory 120.

[0039] The processor 130 may control at least part of
the components described with reference to FIG. 1 to
operate the application program stored in the memory
120. Furthermore, the processor 130 may combine and
operate at least two or more of the components included
in the server 10 to operate the application program.
[0040] The processor 130 may calculate a feature map
including object feature points within the image by learn-
ing the image based on a first model.

[0041] Herein, the first model may be CNN. The CNN
may be formed in a structure in which a convolution layer
generating a feature map by applying a plurality of filters
to each area of the image, and a pooling layer extracting
features that are invariant to a change in a location or
rotation by spatially integrating the feature map are re-
peated alternately. In this way, features of various levels
from a feature of a low level such as a point, a line, a
surface, or the like to a complex and meaningful feature
of a high level may be extracted.

[0042] Herein, the convolution layer may obtain a fea-
ture map by applying a nonlinear activation function to
an inner product of a filter and a local receptive field for
each patch of an input image. As compared to other net-
work structures, the CNN may have a feature using a
filter with sparse connectivity and shared weights. This
connection structure may reduce the number of param-
eters to be learned, and may efficiently make learning
through a backpropagation algorithm, thereby improving
prediction performance.

[0043] The pooling layer (or a sub-sampling Layer)
may generate a new feature map by using local informa-
tion of the feature map obtained from the previous con-
volution layer. In general, the feature map newly gener-
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ated by the pooling layer is reduced to a size smaller than
an original feature map. A typical integration method may
include maximum pooling that selects a maximum value
of the corresponding area in the feature map, average
pooling that obtains an average value of the correspond-
ing area in the feature map, and the like. In general, the
feature map of the pooling layer may be less affected by
an arbitrary structure or a location of pattern in an input
image than the feature map of the previous layer. In other
words, the pooling layer may extract a feature robust to
a local change such as noise or distortion in an input
image or the previous feature map. The feature is impor-
tant for classification performance. For another example,
the pooling layer may reflect a feature of a larger area
depending on the increase in an upper learning layer in
a deep structure. The pooling layer may reflect local fea-
turesin alower layer and may reflect the abstract features
ofthe entire image depending on the increase in an upper
layer while a feature extraction layer is accumulated.
[0044] As described above, the first model may be
CNN, but is not limited to the CNN. For example, the first
model may be formed as a neural network of various
structures.

[0045] The processor 130 may calculate prediction re-
sult information about an object in an image through the
prediction network provided by the inventive concept.
Herein, the prediction network may include at least one
layer, and may include global average pooling (GAP) as
an example of a first filter and multi-layer perceptron
(MLP) as an example of a second model.

[0046] The processor 130 may calculate compression
feature information by compressing the feature map
based on the first filter in a prediction network. Herein,
the first filter may be GAP. The GAP is a known technol-
ogy, and thus a detailed description thereof will be omit-
ted.

[0047] The processor 130 may input the compression
feature information for each at least one layer in the pre-
diction network and may calculate respective prediction
information by learning the compression feature informa-
tion for each layer based on the second model. Herein,
the second model may be MLP.

[0048] The MLP may be a neural network in which one
or more middle layers are present between an input layer
and an output layer, and may include a hidden layer that
is a middle layer between the input layer and the output
layer. The MLP has a structure similar to a structure of
a single-layer perceptron. However, the MLP improves
network capability by using the nonlinear input/output
features of each unit and the middle layer. Here, the MLP
may be implemented by using a fully connected (FC)
layer and an activation function. As described above, the
MLP is a known technology, and thus a detailed descrip-
tion thereof will be omitted.

[0049] The processor 130 may calculate prediction re-
sult information by determining whether the respective
prediction information sequentially exceeds a predeter-
mined threshold value in order from the top. The layer

10

15

20

25

30

35

40

45

50

55

may include at least one of first to kth layers, may be
implemented sequentially such that a category of an up-
per layer includes a category of a lower layer, and may
include meta information about an immediately-upper
layer and an immediately-lower layer for each layer.
[0050] As described above, the server 10 that recog-
nizes and determines an object in an image has the dif-
ferent process and the different category of the inventive
concept of the server 10 to be described through FIGS.
3 to 6 other than the same contents. Accordingly, the
details will be described later with reference to FIGS. 3
to 6.

[0051] FIG. 2 is a diagram schematically illustrating a
process of recognizing and determining an object in an
image in the server 10 according to an embodiment of
the inventive concept.

[0052] Referring to FIG. 2, the server 10 may obtain at
least one image. The server 10 may learn the obtained
image based on a first model (CNN) and may calculate
a feature map including object feature points within the
image. The server 10 may calculate compression feature
information by compressing the calculated feature map
based on a first filter (GAP) in a prediction network.
[0053] The server 10 may input the calculated com-
pression feature information to a first layer in the predic-
tion network, and may calculate the first prediction infor-
mation by learning the compression feature information
based on a second model (MLP).

[0054] The server 10 may input the compression fea-
ture information and the first prediction information cal-
culated by the first layer into a second layer thatis alower
layer. The server 10 may calculate the second prediction
information by learning the compression feature informa-
tion and the first prediction information based on the sec-
ond model.

[0055] The server 10 may input the compression fea-
ture information, the first prediction information calculat-
ed by thefirstlayer, and the second prediction information
calculated by the second layer into a third layer that is a
lower layer of the second layer. The server 10 may cal-
culate third prediction information by learning the com-
pression feature information, the first prediction informa-
tion, and the second prediction information based on the
second model.

[0056] The server 10 may input the compression fea-
ture information, the first prediction information, the sec-
ond prediction information, and the third prediction infor-
mation into a k-1th layer that is a lower layer of the third
layer. The server 10 may calculate k-1th prediction infor-
mation by learning the compression feature information,
the first prediction information, the second prediction in-
formation, and the third prediction information based on
the second model.

[0057] The server 10 may input the compression fea-
ture information, the first prediction information, the sec-
ond prediction information, the third prediction informa-
tion, and the k-1th prediction information into the kth layer
that is a lower layer of the k-1th layer. The server 10 may
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calculate kth prediction information by learning the com-
pression feature information, the first prediction informa-
tion, the second prediction information, the third predic-
tion information, and the k-1th prediction information
based on the second model.

[0058] As such, the server 10 may calculate prediction
information for each layer by hierarchically stacking the
compression feature information from an upper layer to
a lower layer.

[0059] FIG. 3 is a flowchart illustrating a process of
recognizing and determining an object in an image by
the server 10 according to an embodiment of the inven-
tive concept.

[0060] FIG. 4 is an exemplary diagram illustrating a
hierarchical structure for a person’s job according to an
embodiment of the inventive concept. FIG. 5 is an exem-
plary diagram illustrating a hierarchical structure for food
according to an embodiment of the inventive concept.
[0061] Hereinafter, a process of recognizing and de-
termining an objectin an image will be described in detail
with reference to FIGS. 3 to 5. Here, an operation of the
server 10 may be identically performed by the processor
130.

[0062] Referring to FIG. 3, the server 10 may obtain
an image (S301).

[0063] The server 10 may obtain at least one image,
at a predetermined period, in real time, or at a point in
time when a user input is present. Here, the image may
include at least one object.

[0064] The server 10 may calculate a feature map for
the image by using the first model (S302).

[0065] The server 10 may learn the image based on a
first model and then may calculate a feature map includ-
ing object feature points within the image. Herein, the
first model may be a state where learning is performed
depending on a machine learning process of FIG. 6 to
be described later.

[0066] The server 10 may calculate compression fea-
ture information by compressing the feature map based
on the first filter (S303).

[0067] The server 10 may calculate the compression
feature information by compressing the feature map
based on GAP as an example of afirst filter in a prediction
network.

[0068] The server 10 may input the compression fea-
ture information for each layer and may calculate predic-
tion information using the second model (S304).

[0069] The server 10 may input the compression fea-
ture information for each at least one layer in the predic-
tion network, and may calculate respective prediction in-
formation by learning the compression feature informa-
tion for each layer based on MLP as an example of a
second model. Herein, the second model may be a state
where learning is performed depending on a machine
learning process of FIG. 6 to be described later.

[0070] Herein, the layer may include at least one of
first to kth layers, may be implemented sequentially such
that a category of an upper layer includes a category of
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a lower layer, and may include meta information about
an immediately-upper layer and an immediately-lower
layer for each layer.

[0071] Referringto FIG. 4, the structure of layer "A" for
a person’s job is illustrated. In FIG. 4, the structure of
layer "A" may include first to third layers. The first layer
may be the top layer as a 'person’. The second layer may
be a 'factory worker’ or an’office worker’, which are lower
layers included in a category of a ‘person’ that is the first
layer. Besides, the third layer may be a 'worker wearing
a dustproof suit’ and a ‘'worker wearing a helmet’ which
are lower layers included in the category of a ‘factory
worker’ that is the second layer.

[0072] Referringto FIG. 5, the structure of layer "B" for
food s illustrated. InFIG. 5, the structure of layer "B" may
include first to fourth layers. The first layer may be the
top layer as 'food’. The second layer may be ’stew/soup’
and 'boiled rice’ which are lower layers included in a cat-
egory of 'food’ that is the first layer.

[0073] The third layer may be ’seaweed soup’ and
‘bean sprout soup’ which are lower layers included in the
category of 'stew/soup’ that is the second layer. In addi-
tion, the third layer may be ’boiled white rice’ and 'boiled
rice and cereals’ which are lower layers included in the
category of ’boiled rice’ that is the second layer.

[0074] The fourth layer may be ’beef seaweed soup’
and 'hwangtae seaweed soup’, which are lower layers
included in the category of 'seaweed soup’ that is the
third layer.

[0075] The server 10 may calculate first prediction in-
formation by learning the compression feature informa-
tion input to the first layer based on the second model.
The server 10 may input the first prediction information
into the second layer and may calculate second predic-
tion information by learning the compression feature in-
formation and the first prediction information based on
the second model. The server 10 may input the second
prediction information to the kth layer and may calculate
kth prediction information by learning the compression
feature information, the first prediction information, and
the second prediction information based on the second
model.

[0076] The server 10 may calculate prediction result
information about prediction information (S305).

[0077] The server 10 may calculate prediction result
information by determining whether the respective pre-
diction information sequentially exceeds a predeter-
mined threshold value in order from the top layer.
[0078] In detail, when the first prediction information in
the first layer exceeds a predetermined threshold value,
the server 10 may determine whether the second predic-
tion information of the second layer that is a lower layer
of the first layer is not less than the threshold value, de-
pending on the meta information. Herein, when the sec-
ond prediction information is not greater than the thresh-
old value, the server 10 may calculate the prediction re-
sult information, based on the first prediction information
of the first layer, which is the upper layer of the second
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layer, depending on the meta information.

[0079] Furthermore, when the first prediction informa-
tionin the firstlayer exceeds the predetermined threshold
value, the server 10 may determine whether the second
prediction information of the second layer that is a lower
layer of the first layer is not less than the threshold value,
depending on the meta information. When the second
prediction information in the second layer exceeds the
predetermined threshold value, the server 10 may deter-
mine whether the third prediction information of the third
layer that is a lower layer of the second layer is not less
than the threshold value, depending on the meta infor-
mation. Herein, when the third prediction information is
not greater than the threshold value, the server 10 may
calculate the prediction result information, based on the
second prediction information of the second layer, which
is the upper layer of the third layer, depending on the
meta information.

[0080] FIG. 3 illustrates that operation S301 to opera-
tion S305 are performed sequentially. However, this is
merely illustrative of the technical idea of the inventive
concept. Those skilled in the art to which an embodiment
of the inventive concept belongs may apply various mod-
ifications and variations by changing and performing the
order illustrated in FIG. 3 or performing one or more of
operation S301 to operation S305 in parallel without de-
parting from the essential characteristics of an embodi-
ment of the inventive concept. The embodiment in FIG.
3 is not limited to a time-series order.

[0081] FIG. 6 is a flowchart illustrating a process of
learning a first model and a second model that are used
in a process of recognizing and determining an object in
an image by the server 10 according to an embodiment
of the inventive concept.

[0082] The server 10 may start learning the first model
and the second model to recognize and determine an
objectin an image (S601). Here, the server 10 may start
learning by separating the image into in units of batches.
[0083] The server 10 may calculate a feature map for
the image by using the first model (S602), may calculate
compression feature information by compressing the fea-
ture map based on the first filter (S603), may input the
compression feature information for each layer, and may
calculate prediction information by using the second
model (S604).

[0084] Because operation S602 to operation S604 are
the same as operation S302 to operation S304 described
with reference to FIG. 3, the detailed descriptions thereof
will be omitted.

[0085] The server 10 may calculate a loss for the pre-
diction information (S605). Herein, the server 10 may cal-
culate a loss for each layer to which weights different
from one another are assigned. Different weights may
be sequentially assigned to each layer. The server 10
may calculate a loss based on Equation 1 below.
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[Equation 1]
k

l0SSsotar = Z a;loss;

el

[0086] (Herein, loss_total may be a total loss. 'k’ may
be the number of layers. oo may be a weight for each
layer. A loss may be a loss for each layer.)

[0087] Dependingonanenvironmentin use, the server
10 may variably apply the weight or may uniformly pro-
vide the weight. Here, the server 10 may assign a weight
of an upper layer (level) higher than that of a lower layer.
[0088] The server 10 may determine whether the loss
exceeds a predetermined threshold value (S606). Here,
in addition to determining whether the loss exceeds the
predetermined threshold value, the server 10 may deter-
mine whether the scheduled learning iteration has been
completed. For example, when the scheduled learning
iteration has been completed, the server 10 may termi-
nate learning. When the scheduled learning iteration is
left, the server 10 may continue the learning.

[0089] In operation S606, the server 10 may perform
operation S602 to operation S605 again when the loss
exceeds the predetermined threshold value. The server
10 may learn the first and second models by inputting at
least one new image.

[0090] In detail, the server 10 may calculate a new fea-
ture map for the new image by using the first model and
may calculate new compression feature information by
compressing the new feature map based on the first filter.
The server 10 may input the new compression feature
information for each layer, may calculate new prediction
information by using the second model, and may calcu-
late a new loss for the new prediction information. In this
way, the server 10 may determine again whether the new
loss exceeds a predetermined threshold value. When the
new loss exceeds the predetermined threshold value,
the server 10 may repeat the above-described learning
process. When the new loss is not greater than the pre-
determined threshold value, the server 10 may terminate
the learning.

[0091] When the loss is not greater than the predeter-
mined threshold value in operation S606, the server 10
may terminate the learning (S607).

[0092] FIG. 6 illustrates that operation S601 to opera-
tion S607 are performed sequentially. However, this is
merely illustrative of the technical idea of the inventive
concept. Those skilled in the art to which an embodiment
of the inventive concept belongs may apply various mod-
ifications and variations by changing and performing the
order illustrated in FIG. 6 or performing one or more of
operation S601 to operation S607 in parallel without de-
parting from the essential characteristics of an embodi-
ment of the inventive concept. The embodiment in FIG.
6 is not limited to a time-series order.

[0093] According to an embodiment of the inventive
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concept, the method described with reference to FIGS.
3 and 6 may be implemented by a program (or an appli-
cation) and may be stored in a medium such that the
program is executed in combination with a server being
hardware.

[0094] The above-described program may include a
code encoded by using a computer language such as C,
C++, JAVA, a machine language, or the like, which a
processor (CPU) of the computer may read through the
device interface of the computer, such that the computer
reads the program and performs the methods implement-
ed with the program. The code may include a functional
code related to a function that defines necessary func-
tions that execute the method, and may include an exe-
cution procedure related control code necessary for the
processor of the computer to execute the functions in its
procedures. Furthermore, the code may further include
a memory reference related code on which location (ad-
dress) of an internal or external memory of the computer
should be referenced by the media or additional informa-
tion necessary for the processor of the computer to ex-
ecute the functions. Moreover, when the processor of the
computer needs to communicate with any other remote
computer or any other remote server to perform the func-
tions, the code may further include a communication-re-
lated code associated with how to communicate with any
other remote computer or server using the communica-
tion module of the computer, what information or media
should be transmitted or received during communication,
or the like.

[0095] The steps of a method or algorithm described
in connection with the embodiments of the inventive con-
cept may be embodied directly in hardware, in a software
module executed by hardware, or in a combination there-
of. The software module may reside ona Random Access
Memory (RAM), a Read Only Memory (ROM), an Eras-
able Programmable ROM (EPROM), an Electrically
Erasable Programmable ROM (EEPROM), a Flash
memory, a hard disk, a removable disk, a CD-ROM, or
a computer readable recording medium in any form
known in the art to which the inventive concept pertains.
[0096] FIG. 7 is an exemplary diagram illustrating that
the server 10 determines a first image for each layer by
using a prediction network according to an embodiment
of the inventive concept.

[0097] Referring to FIG. 7, the server 10 may obtain a
first image obtained by capturing pasta. The server 10
may learn the obtained firstimage based on a first model
and may calculate a feature map including object feature
points within the firstimage. The server 10 may calculate
compression feature information by compressing the cal-
culated feature map based on the first filter in a prediction
network.

[0098] The server 10 may input the calculated com-
pression feature information to the first layer in the pre-
diction network, and may calculate "noodles 98%", which
are the first prediction information, by learning the com-
pression feature information based on the second model.
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[0099] The server 10 may input the compression fea-
ture information and the first prediction information into
a second layer that is a lower layer. The server 10 may
calculate "pasta 60%", which is the second prediction
information, by learning the compression feature infor-
mation and the first prediction information based on the
second model.

[0100] The server 10 may input the compression fea-
ture information, the first prediction information, and the
second prediction information into a third layer that is a
lower layer of the second layer. The server 10 may cal-
culate "none 90%", which is the third prediction informa-
tion, by learning the compression feature information, the
first prediction information, and the second prediction in-
formation based on the second model.

[0101] As aresult, the server 10 may calculate the first
prediction information of "noodles 98%" in the first layer,
the second prediction information of "pasta 60%" in the
second layer, and the third prediction information of
"none 90%" in the third layer for each layer. Afterward,
the server 10 may determine whether each of the first to
third prediction information sequentially exceeds a pre-
determined threshold value in order from the top layer.
In detail, the server 10 may determine whether "noodles
98%" that is the first prediction information in the first
layer exceeds the predetermined threshold value. Here-
in, the server 10 may determine the second prediction
information in the second layer that the next layer, by
determining that "noodles 98%" that is the first prediction
information exceeds the predetermined threshold value
of 50%. The server 10 may determine whether "pasta
60%" that is the second prediction information in the sec-
ond layer exceeds the predetermined threshold value.
Herein, the server 10 may determine the third prediction
information in the third layer that the next layer, by de-
termining that "pasta 60%" that is the second prediction
information exceeds the predetermined threshold value
of 50%. Because the third prediction information in the
third layer is "none 90%", the server 10 may determine
that the third prediction information is useless, and may
calculate that the prediction result information about the
firstimage is 'noodles and pasta’, based on "pasta 60%",
which is the second prediction information in the second
layer that is an immediately-upper layer, and "noodles
98%", which is the first prediction information in the first
layer that is an immediately-upper layer of the second
layer.

[0102] As such, the server 10 may perform prediction
for each layer, and then may identify upper and lower
layers in order from a lower layer based on meta data
and predicted prediction information. Accordingly, the
server 10 may sequentially determine whether prediction
information exceeds the predetermined threshold value
from a lower layer to an upper layer, and may correct
prediction result information.

[0103] FIG. 8 is an exemplary diagram illustrating that
the server 10 determines a second image for each layer
by using a prediction network according to an embodi-
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ment of the inventive concept.

[0104] Referring to FIG. 8, the server 10 may obtain a
second image obtained by capturing "jeon". The server
10 may learn the obtained second image based on a first
model and may calculate a feature map including object
feature points within the second image. The server 10
may calculate compression feature information by com-
pressing the calculated feature map based on the first
filter in a prediction network.

[0105] The server 10 may input the calculated com-
pression feature information to the first layer in the pre-
diction network, and may calculate "jeon 95%", which is
the first prediction information, by learning the compres-
sion feature information based on the second model.
[0106] The server 10 may input the compression fea-
ture information and the first prediction information into
a second layer that is a lower layer. The server 10 may
calculate "seasoned vegetables 40%", which is the sec-
ond prediction information, by learning the compression
feature information and the first prediction information
based on the second model.

[0107] The server 10 may input the compression fea-
ture information, the first prediction information, and the
second prediction information into a third layer that is a
lower layer of the second layer. The server 10 may cal-
culate "none 80%", which is the third prediction informa-
tion, by learning the compression feature information, the
first prediction information, and the second prediction in-
formation based on the second model.

[0108] Asaresult, the server 10 may calculate the first
prediction information of "jeon 95%" in the first layer, the
second prediction information of "seasoned vegetables
40%" in the second layer, and the third prediction infor-
mation of "none 80%" in the third layer for each layer.
Afterward, the server 10 may determine whether each of
the first to third prediction information sequentially ex-
ceeds a predetermined threshold value in order from the
top layer. In detail, the server 10 may determine whether
"jeon 95%" that is the first prediction information in the
first layer exceeds the predetermined threshold value.
Herein, the server 10 may determine the second predic-
tion information in the second layer that the next layer,
by determining that "jeon 95%" that is the first prediction
information exceeds the predetermined threshold value
0f50%. The server 10 may determine whether "seasoned
vegetables 40%" that is the second prediction informa-
tion in the second layer exceeds the predetermined
threshold value. Herein, because "seasoned vegetables
40%" that is the second prediction information does not
exceed the predetermined threshold value of 50%, the
server 10 may not determine the third prediction infor-
mation in the next layer that is the third layer, and may
calculate that the prediction result information about the
second image is ’jeon’, based on "jeon 95%" that is the
first prediction information in the first layer that is an im-
mediately-upper layer.

[0109] As such, the server 10 may perform prediction
for each layer, and then may identify upper and lower
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layers in order from a lower layer based on meta data
and predicted prediction information. Accordingly, the
server 10 may sequentially determine whether prediction
information exceeds the predetermined threshold value
from a lower layer to an upper layer, and may correct
prediction result information.

[0110] Although embodiments of the inventive concept
have been described herein with reference to accompa-
nying drawings, it should be understood by those skilled
in the art that the inventive concept may be embodied in
other specific forms without departing from the spirit or
essential features thereof. Therefore, the above-de-
scribed embodiments are exemplary in all aspects, and
should be construed not to be restrictive.

[0111] According to an embodiment of the inventive
concept, it is possible to provide a prediction result de-
pending on a pre-stored layer for each object in the im-
age, thereby increasing reliability of the prediction result.
[0112] Furthermore, the inventive concept may pro-
vide a method of using one network to predict an object
in an image by dividing the object for each at least one
layer, thereby increasing a prediction speed.

[0113] Moreover, the inventive concept is not limited
to K pre-stored layers for the object in animage, and may
predict a plurality of objects.

[0114] Besides, the inventive concept may improve
prediction accuracy even in a case of combinations be-
tween numerous objects, which are not stored, from
among objects in an image, without deviating from a
structural prediction.

[0115] The effects of the present inventive concept are
not limited to the aforementioned effects, and other ef-
fects not mentioned herein will be clearly understood
from the following description by those skilled in the art
to which the inventive concept pertains.

[0116] While the inventive concepthas been described
with reference to exemplary embodiments, it will be ap-
parent to those skilled in the art that various changes and
modifications may be made without departing from the
spirit and scope of the inventive concept. Therefore, it
should be understood that the above embodiments are
not limiting, but illustrative.

Claims

1. A method in which a server recognizes and deter-
mines an object in animage, the method comprising:

calculating a feature map including an object
feature point within the image by learning the
image based on a first model;

calculating compression feature information by
compressing the feature map based on a first
filter;

inputting the compression feature information
for each at least one layer and calculating re-
spective prediction information by learning the
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compression feature information for each layer
based on a second model; and

calculating prediction result information by de-
termining whether the respective prediction in-
formation sequentially exceeds a predeter-
mined threshold value in order from a top layer,
wherein the layer includes at least one of first to
kthlayers, isimplemented sequentially such that
a category of an upper layer includes a category
of a lower layer, and includes meta information
about an immediately-upper layer and animme-
diately-lower layer for the each layer.

2. The method of claim 1, wherein the calculating of

the prediction information further includes:

calculating first prediction information by learn-
ing the compression feature information input to
the first layer based on the second model;
inputting the first prediction information into the
second layer and calculating second prediction
information by learning the compression feature
information and the first prediction information
based on the second model; and

inputting the second prediction information into
the kth layer and calculating kth prediction infor-
mation by learning the compression feature in-
formation, the first prediction information, and
the second prediction information based on the
second model.

3. The method of claim 1, wherein the calculating of

the prediction result information further includes:

when first prediction information in the first layer
exceeds the predetermined threshold value, de-
termining whether second prediction informa-
tion of the second layer that is a lower layer of
the firstlayer is notless than the threshold value,
depending on the meta information; and

when the second prediction information is not
greater than the threshold value, calculating the
prediction result information, based on the first
prediction information of the first layer, which is
an upper layer of the second layer, depending
on the meta information.

The method of claim 1, further comprising:

calculating of a loss for the prediction informa-
tion; and

when the loss exceeds a predetermined thresh-
old value, inputting at least one new image and
learning the first model and the second model.

The method of claim 4, wherein different weights
from one another are sequentially assigned to the
each layer, and
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wherein the calculating of the loss includes:
calculating each loss for the each layer to which the
different weights are assigned.

6. The method of claim 4, further comprising:

inputting a first new image into the learned first
model and the learned second model to calcu-
late new prediction information;

calculating a new loss for the new prediction in-
formation; and

when the new loss is not greater than the pre-
determined threshold value, terminating learn-
ing of the first model and the second model.

7. A server recognizing and determining an object in

an image, the server comprising:

an image obtaining unit configured to obtain the
image;

a memory; and

a processor is configured to:

calculate a feature map including an object
feature point within the image by learning
the image based on a first model;
calculate compression feature information
by compressing the feature map based on
a first filter;

input the compression feature information
for each at least one layer and calculate re-
spective prediction information by learning
the compression feature information for
each layer based on a second model; and
calculate prediction result information by
determining whether the respective predic-
tion information sequentially exceeds a pre-
determined threshold value in order from a
top layer,

wherein the layer includes at least one of first to
kth layers, isimplemented sequentially such that
a category of an upper layer includes a category
of a lower layer, and includes meta information
about animmediately-upper layer and an imme-
diately-lower layer for the each layer.

The server of claim 7, wherein the processor calcu-
lates first prediction information by learning the com-
pression feature information input to the first layer
based on the second model, inputs the first predic-
tion information into the second layer and calculates
second prediction information by learning the com-
pression feature information and the first prediction
information based on the second model, and inputs
the second prediction information into the kth layer
and calculates kth prediction information by learning
the compression feature information, the first predic-
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tion information, and the second prediction informa-
tion based on the second model.

The server of claim 8, wherein the processor deter-
mines whether the second prediction information of
the second layer that is a lower layer of the first layer
is not less than the threshold value, depending on
the meta information when the first prediction infor-
mation in the first layer exceeds a predetermined
threshold value, determines whether third prediction
information of the third layer that is a lower layer of
the second layer is not less than the threshold value,
depending on the meta information when the second
prediction information in the second layer exceeds
the predetermined threshold value, and calculates
the prediction result information, based on the sec-
ond prediction information of the second layer, which
is an upper layer of the third layer, depending on the
meta information when the third prediction informa-
tion is not greater than the threshold value.

The server of claim 7, wherein the processor calcu-
lates a loss for the prediction information and inputs
at least one new image and learns the first model
and the second model when the loss exceeds a pre-
determined threshold value.

The server of claim 10, wherein different weights
from one another are sequentially assigned to the
each layer, and

wherein the processor calculates each loss for the
each layer to which the different weights are as-
signed.

The server of claim 10, wherein the processor inputs
a first new image into the learned first model and the
learned second model to calculate new prediction
information, calculates a new loss for the new pre-
diction information, and terminates learning of the
first model and the second model when the new loss
is not greater than the predetermined threshold val-
ue.

A program that is stored in a medium to execute a
method of claim 1 in combination with a computer
that is a piece of hardware.

Amended claims in accordance with Rule 137(2)
EPC.

A method in which a server recognizes and deter-
mines an object in an image on prediction result in-
formation about the object through a prediction net-
work including at least one layer, the method com-
prising:

calculating a feature map including an object
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feature point within the image by learning the
image based on a first model;

calculating compression feature information by
compressing the feature map based on a first
filter;

inputting the compression feature information
for each of the at least one layer in the prediction
network and calculating respective predictionin-
formation by learning the compression feature
information for each layer based on a second
model; and

calculating prediction result information by de-
termining whether the respective prediction in-
formation sequentially exceeds a predeter-
mined threshold value in order from a top layer,
wherein the layer includes at least one of first to
kth layers, isimplemented sequentially such that
an object category of an upper layer includes an
object category of a lower layer, and includes
meta information about an immediately-upper
layer and an immediately-lower layer for the
each layer, characterized in that the calculat-
ing of the prediction information further compris-
ing the steps of:

calculating first prediction information by
learning the compression feature informa-
tion input to the first layer based on the sec-
ond model;

inputting the first prediction information into
the second layer and calculating second
prediction information by learning the com-
pression feature information and the first
prediction information based on the second
model; and

inputting the second prediction information
into the kth layer and calculating kth predic-
tion information by learning the compres-
sion feature information, the first prediction
information, and the second prediction in-
formation based on the second model.

(Original) The method of claim 1, wherein the calcu-
lating of the prediction result information further in-
cludes:

when first prediction information in the first layer
exceeds the predetermined threshold value, de-
termining whether second prediction informa-
tion of the second layer that is a immediately-
lower layer of the first layer is not less than the
threshold value, depending on the meta infor-
mation; and

when the second prediction information is not
greater than the threshold value, calculating the
prediction result information, based on the first
prediction information of the first layer, which is
an immediately-upper layer of the second layer,
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depending on the meta information.
(Original) The method of claim 1, further comprising:

calculating of a loss for the prediction informa-
tion; and

when the loss exceeds a predetermined thresh-
old value, inputting at least one new image and
learning the first model and the second model.

(Original) The method of claim 3, wherein different
weights from one another are sequentially assigned
to the each layer, and

wherein the calculating of the loss includes:
calculating each loss for the each layer to which the
different weights are assigned.

(Original) The method of claim 3, further comprising:

inputting a first new image into the learned first
model and the learned second model to calcu-
late new prediction information;

calculating a new loss for the new prediction in-
formation; and

when the new loss is not greater than the pre-
determined threshold value, terminating learn-
ing of the first model and the second model.

(Currently Amended) A server recognizing and de-
termining an object in an image on prediction result
information about the object through a prediction net-
work including at least one layer, the server compris-

ing:

an image obtaining unit configured to obtain the
image;

a memory; and

a processor is configured to:

calculate a feature map including an object
feature point within the image by learning
the image based on a first model;
calculate compression feature information
by compressing the feature map based on
a first filter;

input the compression feature information
for each of the at least one layer in the pre-
diction network and calculate respective
prediction information by learning the com-
pression feature information for each layer
based on a second model; and

calculate prediction result information by
determining whether the respective predic-
tion information sequentially exceeds a pre-
determined threshold value in order from a
top layer,

wherein the layer includes at least one of
first to kth layers, is implemented sequen-
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tially such that an object category of an up-
per layer includes an object category of a
lower layer, and includes meta information
about an immediately-upper layer and an
immediately-lower layer for the each layer,
characterized in that the processor is fur-
ther configured to:

calculate first prediction information by
learning the compression feature infor-
mation input to the first layer based on
the second model,

input the first prediction informationinto
the second layer and calculates second
prediction information by learning the
compression feature information and
the first prediction information based on
the second model, and input the sec-
ond prediction information into the kth
layer, and

calculate kth prediction information by
learning the compression feature infor-
mation, the first prediction information,
and the second prediction information
based on the second model.

(Original) The server of claim 6, wherein the proces-
sor determines whether the second prediction infor-
mation of the second layer that is a immediately-
lower layer of the first layer is not less than the thresh-
old value, depending on the meta information when
the first prediction information in the first layer ex-
ceeds a predetermined threshold value, determines
whether third prediction information of the third layer
that is a immediately-lower layer of the second layer
is not less than the threshold value, depending on
the meta information when the second prediction in-
formation in the second layer exceeds the predeter-
mined threshold value, and calculates the prediction
result information, based on the second prediction
information of the second layer, which is an imme-
diately-upper layer of the third layer, depending on
the meta information when the third prediction infor-
mation is not greater than the threshold value.

(Original) The server of claim 6, wherein the proces-
sor calculates a loss for the prediction information
and inputs at least one new image and learns the
first model and the second model when the loss ex-
ceeds a predetermined threshold value.

(Original) The server of claim 8, wherein different
weights from one another are sequentially assigned
to the each layer, and

wherein the processor calculates each loss for the
each layer to which the different weights are as-
signed.
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10. (Original) The server of claim 8, wherein the proces-

1.

sorinputs a firstnew image into the learned first mod-
el and the learned second model to calculate new
prediction information, calculates a new loss for the
new prediction information, and terminates learning
of the first model and the second model when the
new loss is not greater than the predetermined
threshold value.

(Original) A program that is stored in a medium to
execute a method of claim 1 in combination with a
computer that is a piece of hardware.
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